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PREFACE
If human development were simple, universal, and unchanging, there
would be no need for a new edition of this textbook. Nor would
anyone need to learn anything about human growth. But humans are
complex, varied, and never the same.

This is evident to me as I apply what I know. Since the tenth edition of
this textbook, I have learned more about birth (my close friend had
her first child), about schools (two of my grandsons entered new
schools), about adult employment (two of my daughters changed
jobs), and, sadly, about death (my brother died). I have improved my
exercise and eating habits, and I continue to teach, learning about
current trends from my students.

Although this book is personal to me and to everyone else (we all are
developing persons) it also highlights new evidence on many
controversies, about conception, breast-feeding, early education,
college costs and benefits, ethnic identity, immigration, family
dynamics, addictive drugs, and more. All these topics benefit from a
better understanding of human development, and all of them—as you
will read—raise new issues that are not yet settled.

That is why I wrote this eleventh edition, which presents both
enduring and current findings from the science of human
development. Some of those findings have been recognized for
decades, even centuries, and some are new, as thousands of scientists
continue to study how humans grow and change. I hope their
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conclusions will add insight as we live our personal and public lives,
moving us all forward from the moment of conception until the last
breath. Accordingly, the need for evidence, alternatives, and ethics is
often highlighted in this eleventh edition, even more so than in
previous editions.

NEW TOPICS AND RESEARCH
Every year, scientists discover and explain new concepts and research.
The best of these are integrated into the text, including hundreds of
new references on many topics such as epigenetics, prenatal nutrition,
the microbiome, early-childhood education, autism spectrum disorder,
vaping, high-stakes testing, opioid addiction, cohabitation, gender
nonconformity, the grandmother hypothesis, living wills, continuing
bonds, and diversity of all kinds—ethnic, economic, and cultural.

Cognizant that the science of human development is interdisciplinary,
I include recent research in biology, sociology, neuroscience,
education, anthropology, political science, and more—as well as my
home discipline, psychology. A list highlighting this material is
available at macmillanlearning.com.

http://www.macmillanlearning.com/
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NEW and Updated Coverage of Neuroscience
Of course, neuroscience continues in the text as well. In addition to
the Inside the Brain features, cutting-edge research on the brain
appears in virtually every chapter, often with charts, figures, and
photos. A list highlighting this material is available at
macmillanlearning.com.

http://www.macmillanlearning.com/
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NEW! Career Alerts
At the end of each Part, students will read about career options for
various applied settings related to life-span development. These
Career Alerts are informed by the Bureau of Labor Statistics’
Occupational Outlook Handbook, which describes duties, education
and training, pay, and outlook for hundreds of occupations.

NEW! Chapter Apps
Chapter Apps that students can download to their smartphones have
been added, offering a real-life application of the science of life-span
development. Call-outs to the Chapter Apps (one per chapter) appear
in the margins, along with brief descriptions and links to their iTunes
and/or Google Play downloads.



78

Renewed Emphasis on Critical Thinking in the Pedagogical
Program
Critical thinking is essential for all of us lifelong. Virtually every page
of this book presents not only facts but also questions with divergent
interpretations, sometimes with references to my own need to
reconsider my assumptions. Marginal Think Critically questions
encourage students to examine the implications of what they read.

Every chapter is organized around learning objectives. Much of what I
hope students will always remember from this course is a matter of
attitude, approach, and perspective—all hard to quantify. The What
Will You Know? questions at the beginning of each chapter indicate
important ideas or provocative concepts—one for each major section
of the chapter. In addition, after every major section, What Have You
Learned? questions help students review what they have just read.
Some of these questions are straightforward, requiring only close
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attention to the chapter. Others are more complex, seeking
comparisons, implications, or evaluations. Cognitive psychology and
research on pedagogy show that vocabulary, specific knowledge, and
critical thinking are all part of learning. These features are designed to
foster all three; I hope students and professors will add their own
questions and answers, following this scaffolding.

Updated Features: Opposing Perspectives, A View from
Science, A Case to Study, and Inside the Brain
In this edition of The Developing Person Through the Life Span, I’ve
included four unique features. Opposing Perspectives focuses on
controversial topics—from prenatal sex selection to e-cigarettes. I
have tried to present information and opinions on both sides of each
topic so that students will weigh evidence, assess arguments, and
recognize their biases while reaching their own conclusions. A View
from Science, which explains research, and A Case to Study, which
illustrates development via specific individuals, have been extensively
updated. Since new discoveries in neuroscience abound, Inside the
Brain features explore topics such as the intricacies of prenatal and
infant brain development, brain specialization and speech
development, and brain maturation and emotional development.



80

NEW and Updated Visualizing Development Infographics
Data are often best understood visually and graphically. Every chapter
of this edition includes a full-page illustration of a key topic that
combines statistics, maps, charts, and photographs. These
infographics focus on key issues such as immunization trends, college
and later income, and global prevalence of neurocognitive disorders.
My editors and I worked closely with noted designer and 2018
Guggenheim Fellow Charles Yuen to develop these Visualizing
Development infographics.
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Description
The introductory text reads, Obesity now causes more deaths worldwide
than malnutrition. Reductions are possible. A multifaceted prevention
effort–including parents, preschools, pediatricians, and grocery stores–
has reduced obesity among U. S. 2 to 5 year olds: Overall, the
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prevalence of obesity among adolescents (20.6 percent) and school aged
children (18.4 percent) is higher than among preschool-aged children
(13.9 percent) (Hales et al., 2017). However, obesity rates from age 6 to
60 remain high everywhere.

A color coded world map shows the prevalence of obesity among
children around the world ranging from 5 year olds to 19 year olds. A
map key to the bottom left is titled percentage of obese 5 to 19 year olds
and shows 5 differently colored labels, no data; less than 10 percent; 10
to 15 percent; 15 to 20 percent; and over 20 percent.

The map shows the following data:

In North America, the countries of Canada and Mexico show an obesity
percentage of 10 to 15 percent of their populations. The United States
shows an obesity percent of over 20 percent.

The Caribbean island nations, Cuba and parts of Central America
encompassing Nicaragua, Panama, and Costa Rice show an obesity
percent of 10 to 15 percent while Guatemala and Honduras show an
obesity percent of less than 10 percent.

The continent of South America shows three major trends. The area
encompassing Venezuela, Brazil, Paraguay, and Uruguay show an
obesity percent of 10 to 15 percent. The countries on the west coast such
as Colombia, Ecuador, Peru, and Bolivia show an obesity percent of less
than 10 percent. Chile and Argentina show an obesity percent of 15 to 20
percent.

In Europe, the United Kingdom, Spain, the Italian peninsula, Austria,
Hungary, Croatia, Greece, Bulgaria and the Mediterranean islands of
Sardinia, Sicily, Crete, and Cyprus show an obesity percent of 10 to 15

Updated Online Data Connections Activities
Evidence is crucial for scientists, and I hope students will understand
this experientially via the interactive activities that require
interpretation of the latest data on important topics, from child care to
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percent. The remaining countries of Europe show an obesity percent of
less than 10 percent.

In Africa, the countries of Morocco, Algeria, and Libya in the north and
Tanzania, Botswana, Zimbabwe, and South Africa in the south show an
obesity percent of 10 to 15 percent. Egypt in the north and Angola in the
south are the only countries in Africa that show an obesity percent of 15
to 20 percent.

The remaining countries in Africa show an obesity percent of less than
10 percent

In Asia, the Middle Eastern countries of Turkey, Syria, Iraq, Lebanon,
Jordan, Oman, and the United Arab Emirates show an obesity percent of
10 to 15 percent while Israel and Saudi Arabia show an obesity percent
of 15 to 20 percent. Iran and Yemen show an obesity percent of less than
10 percent. Kuwait is another country apart from the U. S. to show an
obesity percent of over 20 percent.

China, Thailand, and Taiwan show an obesity percentage of 10 to 15
percent, while the remaining Asian countries in Central Asia, South
Asia, Southeast Asia, and East Asia show an obesity percent of less than
10 percent.

In Oceania, Australia shows an obesity percent of less than 10 percent
while New Zealand shows an obesity percent of 15 to 20 percent.

A subheading reads factors contributing to childhood obesity, by the
numbers. An introductory text reads, Children’s exposure to televised
ads for unhealthy food continues to correlate with childhood obesity
(e.g., Hewer, 2014), but nations differ. For instance, in stark contrast
with the United States, the United Kingdom has banned television
advertising of foods high in fat, sugar, and salt to children under age 16.

risk-taking to demographic shift. These activities engage students in
active learning, promoting a deeper understanding of the science of
development. Instructors can assign the Data Connections in the
online LaunchPad that accompanies this book.

ONGOING FEATURES
Many characteristics of this book have been acclaimed since the first
edition.

Writing That Communicates the Excitement and Challenge
of the Field
An overview of the science of human development should be lively,
just as real people are. To that end, each sentence conveys tone as well
as content. Chapter-opening vignettes describe real (not hypothetical)
situations to illustrate the immediacy of development. Examples and
explanations abound, helping students make the connections between
theory, research, and their own experiences.
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Parents can help by limiting screen time and playing outside with their
children. The community matters as well: When neighborhoods have no
safe places to play, rates of obesity soar.

An illustration shows fast food item in the center and point to eight
different labels as follows,

Label 1: 30 percent; the percentage of U. S. children who eat fast food
on any given day.

Label 2: 6 pounds; the number of pounds per year that result from these
extra fast-food calories.

Label 3: 110,000,000,000; the amount of money, in billions that
Americans spend on fast food annually. (This is more than what is spent
on higher education, computers, and cars.)

Label 4: 12; the number of fast-food meal combinations, out of a
possible 3,039, that meet nutritional criteria for preschoolers.

Label 5: 3; the average number of hours per day U. S. 5 to 8 year olds
spend with television and other digital media.

Label 6: 80 percent; the percentage of all advertisements in U.S.
children’s programming that are for fast food and snacks.

Label 7: 11; the number of food ads that U. S. children see per hour of
television viewing.

Label 8: 1 hour; The minimum number of hours children should be
actively moving (either in organized or spontaneous play) each day,
according to the World Health Organization.

Coverage of Diversity
Cross-cultural, international, intersectional, multiethnic, sexual
orientation, socioeconomic status, age, gender identity—all of these
words and ideas are vital to appreciating how people develop.
Research uncovers surprising similarities and notable differences: We
have much in common, yet each human is unique. From the emphasis
on contexts in Chapter 1 to the coverage of historical and religious
differences in death in the Epilogue, each chapter highlights
variations.

New research on family structures, immigrants, bilingualism, and
ethnic differences are among the many topics that illustrate human
diversity. Respect for human diversity is evident throughout.
Examples and research findings from many parts of the world are
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included, not as add-ons but as integral parts of each age. A list
highlighting multicultural material is available at
macmillanlearning.com.

Up-to-Date Coverage
My mentors welcomed curiosity, creativity, and skepticism; as a
result, I read and analyze thousands of articles and books on
everything from how biology predisposes infants to autism spectrum
disorder to the determination of brain death. The recent explosion of
research in neuroscience and genetics has challenged me once again,
first to understand and then to explain many complex findings and
speculative leaps. My students ask nuanced questions and share
current experiences, always adding perspective.

http://www.macmillanlearning.com/
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Topical Organization Within a Chronological Framework
I have devoted much thought to the organization of this text. Four
chapters begin the book with discussions of definitions, theories,
genetics, and prenatal development. These chapters provide a
foundation for a life-span perspective on plasticity, nature and nurture,
multicultural awareness, risk analysis, gains and losses, family
bonding, and many other basic concepts.

The other seven parts correspond to the major stages of development
and proceed from biology to cognition to emotions to social
interaction because human growth usually follows that path. Each
stage begins when a new life event typically occurs: Puberty begins
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adolescence, for instance. The ages of such events vary among people,
but 0–2, 2–6, 6–11, 11–18, 18–25, 25–65, and 65+ are the
approximate and traditional ages of the various parts.

In some texts, emerging adulthood (Chapters 17, 18, and 19) is
subsumed in a stage called early adulthood (ages 20 to 40), which is
followed by middle adulthood (ages 40 to 65). I decided against that
for two reasons. First, there is no event that starts middle age,
especially since the evidence for a “midlife crisis” has crumbled.
Second, as these chapters explain, current young adults merit their
own part because they are distinct from both adolescents and adults.

I know, as you do, that life is not chunked—each passing day makes
us older, each aspect of development affects every other aspect, and
each social context affects us in a multitude of ways. However, we
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learn in sequence, with each thought building on the previous one.
Thus, a topical organization within a chronological framework
scaffolds comprehension of the interplay between age and domain.

Photographs, Tables, and Graphs That Are Integral to the
Text
Students learn a great deal from this book’s illustrations because
Worth Publishers encourages their authors to choose the photographs,
tables, and graphs and to write captions that extend the content.
Observation Quizzes accompany some of them, directing readers to
look more closely at what they see. The online Data Connections
further this process by presenting numerous charts and tables that
contain detailed data for further study.
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Integration with LaunchPad
Call-outs to accompanying online materials are in the margins
throughout the book. These point to special videos (e.g., a video
featuring Susan Beal, M.D., one of the Australian researchers who
discovered a link between infant sleep position and sudden infant
death syndrome).

Child Development and Nursing Career Correlation Guides
Many students taking this course seek to become licensed nurses or
educators. This book and its accompanying testing materials are fully
correlated to the NAEYC (National Association for the Education of
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Young Children) career preparation goals and the NCLEX (nursing)
licensure exams. These two supplements are available in this book’s
accompanying online LaunchPad.

TEACHING AND LEARNING AIDS
Supplements can make or break a class, as I and every other
experienced instructor knows. Instructors use many electronic tools
that did not exist a few decades ago. The publisher’s representatives
are trained every year to guide students and professors in using the
most effective media for their classes. I have adopted texts from many
publishers; the Worth representatives are a cut above the rest. Ask
them for help with media, with testing, and with content.
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LaunchPad with Developing Lives, LearningCurve
Quizzing, and Data Connections Activities
Built to solve key challenges in the course, LaunchPad provides
everything students need to prepare for class and exams, and it gives
instructors everything they need to set up a course, shape the content,
craft lectures, assign homework, and monitor the learning of each
student and the class as a whole.

LaunchPad (preview at www.launchpadworks) includes:

An interactive e-book, which integrates the text and all student
media, including Data Connections activities, videos, and much
more.

Developing Lives, the robust interactive experience in which
students “raise” their own virtual child. This simulation integrates
more than 200 videos and animations, with quizzes and questions
to assign and assess.
Data Connections, interactive activities that allow students to
interpret data.

http://www.launchpadworks/
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LearningCurve adaptive quizzing, based on current research on
learning and memory. It combines individualized question
selection, immediate and valuable feedback, and a gamelike
interface to engage students. Each LearningCurve quiz is fully
integrated with other resources in LaunchPad through the
Personalized Study Plan, so students can review using Worth’s
extensive library of videos and activities. Question analysis
reports allow instructors to track the progress of individuals and
the entire class.
Worth’s Video Collection for Human Development is an
extensive archive of video clips that covers the full range of the
course, from classic experiments (like Ainsworth’s Strange
Situation and Piaget’s conservation task) to illustrations of many
topics. Instructors can assign these videos to students through
LaunchPad or choose from 50 activities that combine videos with
short-answer and multiple-choice questions. (For presentations,
our videos are also available on flash drive.)

NEW! Achieve Read & Practice
Achieve Read & Practice combines LearningCurve adaptive quizzing
and our mobile, accessible e-book in one easy-to-use and affordable
product. Among the advantages of Achieve Read & Practice are the
following:

It is easy to get started.
Students are better prepared: They can read and study in advance.
Instructors can use analytics to help their students.
Students learn more.

Instructor’s Resources
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Now fully integrated with LaunchPad, and available with Achieve
Read & Practice, this collection has been hailed as the richest
collection of instructor’s resources in developmental psychology.
Included are learning objectives, topics for discussion and debate,
handouts for student projects, course-planning suggestions, ideas for
term projects, and a guide to videos and other online materials.

Test Bank and Computerized Test Bank
The test bank includes at least 100 multiple-choice and 70 fill-in-the-
blank, true–false, and essay questions for every chapter. Good test
questions are crucial; each has been carefully crafted. More
challenging questions are included, and all questions are keyed to the
textbook by topic, page number, and level of difficulty. Questions are
also organized by NCLEX, NAEYC, and APA goals and Bloom’s
taxonomy. Rubrics for grading short-answer and essay questions are
also suggested.

The computerized test bank guides instructors step by step through the
process of creating a test. It also allows them to add questions; to edit,
scramble, or re-sequence items; to format a test; and to include
pictures, equations, and media links. The accompanying gradebook
enables instructors to: (1) record students’ grades, (2) sort student
records, (3) view detailed analyses of test items, (4) curve tests, (5)
generate reports, and (6) weigh some items more than others.

THANKS
Hundreds of academic reviewers and hundreds of thousands of
students have read this book in every edition. Many have provided
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suggestions, criticisms, references, and encouragement. Because of
them, every edition is better than the previous one. I especially thank
those who have formally reviewed this edition:

Dr. Stephanie Babb, University of Houston-Downtown
Renee Babcock-Wolf, Central Michigan University
Aileen M. Behan-Collins, M.S., Chemeketa Community College
Gina Brelsford, Penn State Harrisburg
Melissa L. Cannon, Western Oregon University
Catherine Deering, Ph.D., ABPP, Clayton State University
Bailey Drechsler, Cuesta College
Donnell Griffin, Davidson County Community College
Diane Gillooly, DNP, RN-BC, APN, Rutgers School of Nursing
Dr. Catherine Hollis, Harold Washington College, City College of
Chicago
Katie M. Lawson, Ball State University
Ariana Lopez, John Jay College of Criminal Justice, CUNY
Robert Pasnak, George Mason University
Laura Pirazzi, San Jose State University
Katelyn E. Poelker, Hope College
Pamela Schuetze, SUNY Buffalo State College
Brooke R. Spangler Cropenbaker, Miami University
Ruth Tincoff, The College of Idaho
Virginia Tompkins, Ohio State University at Lima

The editorial, production, and marketing people at Worth Publishers
are dedicated to high standards. They devote time, effort, and talent to
every aspect of publishing, a model for the industry. I am particularly
grateful to my executive program manager, Chris Cardone; my
developmental editor, Andrea Musick Page; and Macmillan’s senior
vice president, Charles Linsmeier. I also thank other members of my
Macmillan team: Diana Blume, Laura Burden, Matthew Christensen,
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Shani Fisher, Sheena Goldstein, Noel Hohnstine, Peter Jacoby, Lisa
Kinne, Tracey Kuehn, Jana Lewis, Jennifer MacMillan, Matthew
McAdams, Michael McCarty, Hilary Newman, Brian Nobile,
Katherine Nurre, Donna Ranieri, Steven Huang, Dorothy Tomasini,
Susan Wein, and Charles Yuen.

New York, September 2019
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Part I The Beginnings
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CHAPTER 1
CHAPTER 2
CHAPTER 3
CHAPTER 4
The science of human development includes many beginnings. Each of
the first four chapters of this text forms one corner of a solid foundation
for our study.

Chapter 1 introduces definitions and dimensions, explaining research
strategies and methods that help us understand how people develop. The
need for science, the power of culture, and insights from the life-span
perspective are explained.

Without theories, our study would be only a jumble of haphazard
observations. Chapter 2 provides organizing guideposts: clusters of
theories, each leading to hypotheses and controversies, are described.

Heredity is explained in Chapter 3. Genes never act alone, yet no
development — anywhere in the body or brain of anyone at any time — is
unaffected by epigenetics.
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Chapter 4 details the growth of each developing person from a single-
celled zygote to a breathing, grasping newborn. Many circumstances —
from the mother’s diet to the father’s care, from the place of birth to the
customs of the culture — affect every moment of embryonic and fetal
growth.

As you see, the science and the wonder of human life begin long before
the first breath. Understanding the beginnings prepares us to understand
all the rest. 
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CHAPTER 1 The Science of Human
Development
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✦ Understanding How and Why
The Scientific Method
A VIEW FROM SCIENCE: Priming
The Nature–Nurture Controversy

✦ The Life-Span Perspective
Development Is Multidirectional
Development Is Multicontextual
Development Is Multicultural
Development Is Multidisciplinary
Development Is Plastic
INSIDE THE BRAIN: Thinking About Marijuana
A CASE TO STUDY: David

✦ Using the Scientific Method
Observation
The Experiment
The Survey
Meta-Analysis
Studying Development over the Life Span
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✦ Cautions and Challenges from Science
Correlation and Causation
Quantity and Quality
Ethics

✦ VISUALIZING DEVELOPMENT: Diverse Complexities

What Will You Know?

1. Why is science crucial for understanding how people develop?
2. Are people the same, always and everywhere, or is each person

unique, changing from day to day and place to place?
3. How are the methods of science used to study development?
4. What must scientists do to make their conclusions valid and ethical?

A small fix led to big revelations. I had a wayward toe, the one next to my
big toe on my right foot. It stuck up; I had to push it down to wear dress
shoes. It needed fixing.

We are all immersed in our culture, and mine suggested that I consult a
doctor. I did. The podiatrist also followed cultural norms: She sent me for
X-rays and then recommended surgery and a month with very little
walking to recuperate. I told her I didn’t have a month, that I walk for
hours every day. She smiled: “That’s what everyone says.”

I tried to retrain the toe, taping it down. I failed. Reluctantly I scheduled
surgery, postponing it for six months until the school year was over.

Three life-span issues appeared.

i
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The first was that the doctor wrote a prescription for 20 pills.

“These are addictive,” I told her.

She laughed and said that I would need them, and that I could not become
addicted.

Some doctors discount the harm that often results from opioid use. But as
a developmentalist, I read the data: Every day almost 200 Americans die
of an opioid overdose. Addiction can happen to anyone. I took two pills
the day after the surgery. I was afraid to take more.

What to do with the rest of the pills? Life-span development considers the
environment and anticipates future possibilities. Given that, I could not
flush them down the toilet; that would contaminate the water supply. I
could not store them high in the medicine cabinet in case I needed them
someday; that might harm my curious, climbing grandsons. The solution
— informed by science — was to crush, dissolve, and incinerate them.

The second problem was a clash between my daughters and me. One
daughter insisted on coming with me to surgery. She obtained a
wheelchair and ordered a car and driver to get me home. All four
daughters arranged their schedules so that at least one of them would be
with me day and night for a month. Not necessary, I said; they insisted.

Two weeks after surgery I went to an evening meeting. When I arrived
home at 10 P.M., my daughter Elissa was frantic, on the phone with
another worried daughter, Sarah.

“You didn’t tell us you had a meeting,” Elissa accused me.
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I replied with anger of my own.

“I never tell you when I have a meeting. I am old enough to go out at night
by myself.”

I had forgotten a long-standing insight from life-span development:
Everyone has a personal perspective. I wanted to be independent; they
wanted to be caregivers; we all behaved as people our age usually do. I
should have told Elissa about the meeting.

The final lesson occurred a month later, when the surgeon sent me to
physical therapy. Ridiculous, I thought. I expected the therapist to shake
her head and say that P.T. was for legs, arms, and backs, not toes.

She did not. Instead she massaged my toe and taught me six exercises to
do every day.

“Your toe is connected to your entire body,” she explained.

All three lessons illustrate human development. As you will see in this
chapter, our science is multidirectional, multicontextual, multicultural,
multidisciplinary, and plastic. Each small event, just like every toe and
every relative, connects to the others. Appreciating these connections
begins with this chapter.

What Will You Know? questions are a preview before each chapter, one for each major
heading. They are big ideas that you will still know a decade from now, unlike “What
Have You Learned?” questions that are more specific, after each major heading.

i
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Understanding How and Why
The science of human development seeks to understand how and why

people — all kinds of people, everywhere, of every age — change over
time. The goal is for the almost 8 billion people on Earth to fulfill their
potential. Growth is multidirectional, multicontextual, multicultural,
multidisciplinary, and plastic, five terms that will be explained soon.

science of human development
The science that seeks to understand how and why people of all ages and circumstances
change or remain the same over time.

First, however, we need to emphasize that developmental study is a
science. It depends on theories, data, analysis, critical thinking, and sound
methodology, like every other science. All scientists ask questions and
seek answers in order to ascertain “how and why.”

Science is especially useful when we study people: Our lives depend on it.
What should pregnant women eat? How much should babies cry? When
should children be punished, and how, and for what? Under what
circumstances and at what age should adults marry, divorce, retire, die?
People disagree about all this and more, sometimes vehemently.

The Scientific Method
Facts are often misinterpreted. Applications may spring from assumptions,
not from data. To avoid unexamined opinions and to rein in personal
biases, researchers follow the five steps of the scientific method (see
Figure 1.1):

1. Begin with curiosity. On the basis of theory, prior research, or a
personal observation, pose a question.
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2. Develop a hypothesis. Shape the question into a hypothesis, a
specific prediction that can be tested.

3. Test the hypothesis. Design and conduct research to gather empirical
evidence (data).

4. Analyze the evidence. Conclude whether the hypothesis is supported
or not, and analyze any interesting nuances, such as age and gender
differences. Interpret strong or weak results.

5. Report the results. Share data, conclusions, and alternative
explanations.

scientific method
A way to answer questions beginning with hypotheses that are then tested with empirical
research before drawing conclusions.
hypothesis
A specific prediction that can be tested. Hypotheses that turn out to be false are as
meaningful as those that are confirmed.
empirical evidence
Evidence that is based on data, i.e., that is demonstrated, not assumed.
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FIGURE 1.1

Process, Not Proof     Built into the scientific method — in questions,
hypotheses, tests, and replication — is a passion for possibilities, especially
unexpected ones.

Description
Five photos show 1. Curiosity: a woman thinking; 2. Hypothesis: a man
writing on a blackboard; 3. Test: a woman testing a toddler at a computer
monitor; 4. Analyze data and draw conclusions: a man writing on a white
board; and 5. Report the results: a woman doing a presentation.
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As you see, developmental scientists begin with curiosity and then seek
facts, drawing conclusions after careful research. The scientific method is
especially enlightening when the results are unexpected — that is, when
the hypothesis is not supported. Then scientists change their cherished
opinions, publishing the empirical evidence so that others can also rethink
assumptions. This is often the best part of science: Questions lead to new
research and then a better understanding of human behavior (Nash, 2018).

A Replication Crisis?
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Replication — repeating the procedures and methods of a study with
different participants — is often a sixth step of the scientific method.
Scientists study the reports of other scientists (Step 5) and build on what
has gone before (back to Step 1). Sometimes they try to duplicate a study
exactly; often they follow up with related research (Stroebe & Strack,
2014). Conclusions are revised, refined, rejected, or confirmed after
replication.

replication
Repeating a study, usually using different participants but similar or identical procedures
and measures.

Obviously, the scientific method is not foolproof. Scientists may draw
conclusions too hastily, misinterpret data, or ignore alternative
perspectives (Bouter, 2015).

Ideally, before any conclusion is accepted, results are replicated, not only
by performing the same study again (Step 3) but also by designing other
studies that can verify and extend the same hypothesis (Larzelere et al.,
2015).

An effort to replicate 100 published studies in psychology found that
about one-third did not replicate and another one-third were less
conclusive than the original (Bohannon, 2015), causing what has been
termed a replication crisis. That conclusion itself needed replication: A
new analysis (Step 4) found a failure rate of one in seven, not one in three
(Gilbert et al., 2016).

When problems arose with those 100 studies, usually something was
amiss in the research design (Step 3), and researchers and editors were too
eager to publish surprising results (Step 5). They did not wait for
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reanalysis and replication. Thus, “there is still more work to do to verify
whether we know what we think we know” (Open Science Collaboration,
2015, p. 943).

The replication crisis has led to better research. Hypotheses are often
stated in advance; details of the data are available to other scientists;
studies are likely to include more participants to prevent a few outliers
from skewing the results.

Of course, the fact that we study humans, who develop in diverse contexts
and cultures, means that no study will exactly duplicate another (De
Boeck & Jeon, 2018). Perfect replication is impossible; that is why new
research is inspired by what has gone before. (See A View from Science.)

A VIEW FROM SCIENCE

Priming
An impressive attempt at replication has focused on priming, in which study
participants are induced (primed) to think in a certain way and then assessed to find
out whether those thoughts affect their later thinking or behavior. For example, they
may contemplate (often via reading a passage or writing a short essay) one set of
thoughts, such as about death, or old age, or race. They might be given some task
(answering questions, walking, confronting a bully) that might be influenced by the
prime.

Thousands of studies at the end of the twentieth century found that priming affects
later performance. In one of these studies, psychology students were primed to think
of themselves either as a professor or as a “soccer hooligan.” (This study was in the
Netherlands, where soccer hooligans were infamous for cursing, fighting, and
drinking too much beer.)

Then they took a test in which they answered some trivia questions. The effects were
dramatic: Those who imagined themselves as professors scored 13 percent higher

II



110

than those who thought of themselves as hooligans (Dijksterhuis & van
Knippenberg, 1998).

That prompted a massive replication effort: 40 laboratories in 19 nations repeated the
procedures with a total of 6,554 college students (O’Donnell et al., 2018).
Replication failed! The data from the labs varied (some positive, some negative), but
none approached the original results.

Two reasons for replication failure were suggested.

1. Cultural changes: Students worldwide may now consider the intelligence of
professors less, or soccer hooligans more, than those Dutch students did two
decades ago.

2. Knowledge: Current psychology students may know about priming, suspect
that this study was a replication attempt, and resist it (Dijksterhuis, 2018).

You can probably think of a third possibility: The original result might have been a
fluke, which would have made replication impossible even then. With a careful
scientific approach, this is unlikely, but always possible, especially with relatively
few select local participants. Perhaps those Dutch students were unlike students
anywhere else. That is why replication is needed.

Many chapters of this text feature A View from Science, which explains surprising
insights from scientific research.

The Nature–Nurture Controversy
An easy example of the need for science concerns a great puzzle of life,
the nature–nurture debate. Nature refers to the influence of the genes that
people inherit. Nurture refers to environmental influences, beginning with
the health, diet, and stress of the future person’s mother at conception and
continuing lifelong, including experiences in the family, school,
community, and nation.

nature

ii
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The genetic influences on a person.
nurture
The non-genetic influences on each developing person, which is everything from the
mother’s nutrition while pregnant to the national culture.

The nature–nurture debate has many manifestations, among them
heredity–environment, maturation–learning, and sex–gender. Under
whatever name, the basic question is, “How much of any characteristic,
behavior, or emotion is the result of genes, and how much is the result of
experience?”

Born That Way?
Some people believe that most traits are inborn, that children are innately
good (“an innocent child”) or bad (“beat the devil out of them”). Others
stress nurture, crediting or blaming parents, or neighborhoods, or drugs, or
even additives in the food, when someone is good or bad, a hero or a
villain.

Neither belief is accurate. As one group of scholars explains, human
characteristics are neither born nor made (Hambrick et al., 2018). Genes
and the environment both affect every characteristic: Nature always affects
nurture, and then nurture affects nature. Any attempt to decide exactly
how much of a trait is genetic and how much is environmental is bound to
fail, because genetic and environmental influences continuously interact,
sometimes increasing the influence of the other and sometimes decreasing
it.
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Chopin’s First Concert     Frederick Chopin, at age 8, played his first public concert in 1818,
before photographs. But this photo shows Piotr Pawlak, a contemporary prodigy playing
Chopin’s music in the same Polish Palace where that famous composer played as a boy. How
much of talent is genetic and how much is cultural? This is a nature–nurture question that
applies to both boys, 200 years apart.
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A further complication is that the impact of any good or bad experience
might be magnified or inconsequential because of particular genes or past
events. For example, a beating, or a beer, or a blessing might be a turning
point in someone’s life, or it might not matter at all.

Every adult can remember a remark or an incident from childhood that is
seared in memory because it caused pain, or shame, or joy. That very
remark might have been forgotten by the person who said it, or it might
have been said to another child with no effect. Each aspect of nature and
nurture depends on other aspects of nature and nurture in ways that
themselves vary because of the nature and nurture of each individual.

Differential Susceptibility
The effect of an offhand remark illustrates differential susceptibility
(Ellis et al., 2011a). People vary in how sensitive they are to any particular
words, or drugs, or experiences, either because of the particular genes they
have inherited or because of events years earlier.

differential susceptibility
The idea that people vary in how sensitive they are to particular experiences, either
because of their genes or because of past events. The same experience might harm some
people and help others. (Also called differential sensitivity.)

Asthma is an obvious example of differential susceptibility: Some people
begin wheezing when they are near a cat, but others never do. Because of
their parents’ reactions in their early years, some older children are
terrified at the first signs of an attack; others are nonchalant.

A more dramatic example involves dogs as well as cats (Krzych-Fałta et
al., 2018). If a person lives in a rural area, fur-bearing pets reduce the rate
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of asthma; but in urban areas, such animals increase the incidence. That is
differential susceptibility.

THINK CRITICALLY: Why not assign a percent to nature and a percent to

nurture so that they add up to 100 percent?

Developmentalists use a floral metaphor to express this idea. Some people
are like dandelions — hardy, growing, and thriving in good soil or bad,
with or without ample sun and rain. Other people are like orchids — quite
wonderful, but only when ideal growing conditions are met (Ellis &
Boyce, 2008; Laurent, 2014). The child who takes asthma or any other
illness in stride is a dandelion; the one who experiences terror may be an
orchid.

WHAT HAVE YOU LEARNED?

1. What are the five steps of the scientific method?

2. What is the difference between asking a question (Step 1) and developing a
hypothesis (Step 2)?

3. Why is replication important for scientific progress?

4. What basic question is at the heart of the nature–nurture controversy?

5. When in development does nurture begin to influence nature?

6. How might differential susceptibility apply to responses to a low exam grade?

Think Critically questions occur several times in each chapter. They are intended to
provoke thought, not simple responses, and hence have no obvious answers.

What Have You Learned? questions test your specific knowledge of what you have just
read. Some of the questions can be answered by a close reading of the text; others require
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application of the ideas you have learned.
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The Life-Span Perspective
The life-span perspective (Fingerman et al., 2011; Lerner et al., 2010;

Baltes et al., 2006) considers all aspects of the entire life. That leads to the
realization that human development is multidirectional, multicontextual,
multicultural, multidisciplinary, and plastic.

life-span perspective
An approach to the study of human development that takes into account all phases of life,
not just childhood or adulthood.

Development Is Multidirectional
The study of life-span development highlights how and why people
change over time: Approximate ages for each period in this book appear in
Table 1.1. Other stages could be listed: middle adulthood, or old-old age,
and much more.

TABLE 1.1 Age Ranges for Different Developmental
Stages

Infancy 0 to 2 years

Early childhood 2 to 6 years

Middle childhood 6 to 11 years

Adolescence 11 to 18 years

Emerging adulthood 18 to 25 years

Adulthood 25 to 65 years



117

Late adulthood 65 years and older

As you will learn, developmentalists are reluctant to specify chronological ages
for any period of development, because time is only one of many variables that
affect each person. However, age is a crucial variable, and development can be
segmented into periods of study. Approximate ages for each period are given
here.

But a crucial realization regarding any life stage is that gains and losses
are continual. Even in old age, gains are apparent. A simplistic
understanding of the direction of development from birth to death — up,
steady, and down — is imprecise and sometimes flat-out wrong.

That is the first maxim of the life-span perspective: Multiple changes, in
every direction, characterize life. Traits appear and disappear, with
increases, decreases, and zigzags (see Figure 1.2). Do not let anyone tell
you that so-and-so will never change: People change in expected and
unexpected ways.

FIGURE 1.2

Patterns of Developmental Growth     Many patterns of developmental growth
have been discovered by careful research. Although linear (or nonlinear) progress
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seems most common, scientists now find that almost no aspect of human change
follows the linear pattern exactly.

Description
Time is plotted on the horizontal axis and growth is plotted on the vertical
axis. The graph labels the following five patterns. No change is a straight line
parallel to the horizontal axis, beginning at a midway point on the vertical
axis. The other four lines all start at the origin. Growth and decline is a
smooth curve that rises, flattens out, and then falls. Linear growth is a wavy
line with a positive slope. Growth in stages rises in steps. Unpredictable is a
jagged line intermittently rising and falling.
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Sometimes discontinuity is evident. Change can occur rapidly and
dramatically: Caterpillars become butterflies; loners fall in love.
Sometimes continuity is found. Growth can be gradual: Redwoods add
rings over hundreds of years; golfers incrementally lower their score.

Critical and Sensitive Periods
The timing of losses and gains, impairments or improvements, is affected
by age and maturation. Some changes are sudden and profound because of
a critical period, which is either when something must occur to ensure
normal development or the only time when an abnormality might occur.

critical period
A crucial time when certain events (either biological or social) must occur in order for
development to proceed normally.

For instance, the human embryo grows arms and legs, hands and feet,
fingers and toes, each over a critical period between 28 and 54 days after
conception. After that, it is too late: Unlike some insects, humans never
grow replacement limbs.

We know this because of a tragedy. Between 1957 and 1961, thousands of
newly pregnant women in 30 nations took thalidomide, an antinausea
drug. This change in nurture (via the mother’s bloodstream) disrupted
nature (the embryo’s genetic program).

If an expectant woman ingested thalidomide during the critical period for
limb formation, her newborn’s arms or legs were malformed or absent
(Moore et al., 2015). Whether all four limbs or just arms, hands, or fingers
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were missing depended on exactly when the drug was taken. If
thalidomide was ingested only after day 54, no harm occurred.

Life has few critical periods. Often, however, a particular development
occurs more easily — but not exclusively — at a certain time. That is
called a sensitive period.

sensitive period
A time when a certain development is most likely to occur. For example, early childhood
is considered a sensitive period for language learning.

An example is learning language (Werker & Hensch, 2015). If children do
not communicate in their first language between ages 1 and 3, they might
do so later (these years are not critical), but their grammar is impaired
(these years are sensitive). Childhood is a particularly sensitive period for
learning to pronounce a second or third language with a native accent.

One review of the brain structures for second language learning strongly
recommends hearing both languages during the first year of life. Adults
who learn a new language after adolescence almost never master a native
accent “even after years of practice, and despite high proficiency in all
other aspects of language function” (Berken et al., 2017, p. 222). The
critical period for hearing and repeating nuances of accent is over.

Development Is Multicontextual
The second insight from the life-span perspective is that “human
development is fundamentally contextual” (Pluess, 2015, p. 138). Among
the many contexts are three obvious clusters: physical surroundings
(including climate, noise, trees), family structures (marital status, family



121

size, ages), and community characteristics (urban, suburban, or rural;
diverse or not).

The Social Context
Humans are intensely social creatures, so a fourth category, the social
context, is crucial. The social context includes all other people who
influence each individual.

For example, a 20-year-old college student might be persuaded to stop by
a party instead of heading to the library. The host furnishes the setting,
with drinks, food, and music. The people — friends, acquaintances,
strangers — provide the immediate social context, which affects whether
the student will stay till 3 A.M. or leave soon after arriving. On the
following morning, the context of the party will affect the student’s
attention in class — another social context.

In the same way, we each experience several contexts each day, some by
choice and some involuntarily, and they affect our later thoughts and
actions. A hard day at work might make a parent impatient with the
children — or a family conflict might spill over to work. Sexual liaisons
change neurotransmitters and hormones, and that affects other social
contexts.

In these examples, the effect is almost immediate, but much of
development is affected by contexts over the long term. Childhood social
play may affect adult work habits, for instance. A child’s family and
neighborhood contexts predispose adult psychological disorders — always
with differential susceptibility (Keers & Pluess, 2017).

Ecological Systems



122

A leading developmentalist, Urie Bronfenbrenner (1917–2005),
emphasized the power of contexts. Just as a naturalist studying an
organism examines the ecology (the relationship between the organism
and its environment) of a tiger, or tree, or trout, Bronfenbrenner told
developmentalists to take an ecological-systems approach
(Bronfenbrenner & Morris, 2006).

ecological-systems approach
A perspective on human development that considers all of the influences from the various
contexts of development. (Later renamed bioecological theory.)

This approach recognizes three nested levels (see Figure 1.3).

Most obvious is the microsystem (each person’s immediate social
contexts, such as family and peer group).
Also important is the exosystem (local institutions such as school and
church).
Beyond that is the macrosystem (the larger social setting, including
cultural values, economic policies, and political processes).

microsystem
In Bronfenbrenner’s ecological approach, the immediate social contexts that directly affect
each person, such as family, peer group, work team.
exosystem
In Bronfenbrenner’s ecological approach, the community institutions that affect the
immediate contexts, such as churches and temples, schools and colleges, hospitals and
courts.
macrosystem
In Bronfenbrenner’s ecological approach, the overarching national or cultural policies and
customs that affect the more immediate systems, such as the effect of the national
economy on local hospitals (an exosystem) or on families (a microsystem)
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FIGURE 1.3

The Ecological Model     According to developmental researcher Urie
Bronfenbrenner, each person is significantly affected by interactions among a
number of overlapping systems, which provide the context of development.
Microsystems — family, peer group, classroom, neighborhood, house of worship
— intimately and immediately shape human development. Surrounding and
supporting the microsystems are the exosystems, which include all the external
networks (such as community structures and local educational, medical,
employment, and communications systems) that affect the microsystems.
Influencing both of these systems is the macrosystem, which includes cultural
patterns, political philosophies, economic policies, and social conditions.
Mesosystems refer to interactions among systems, as when parents and teachers
coordinate to educate a child. Bronfenbrenner eventually added a fifth system,
the chronosystem, to emphasize the importance of historical time.

Description
Elements of the developing person are age, sex, health, abilities, and
temperament. The surrounding systems, from inside to out, and their features
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are as follows. Microsystem (immediate, direct influences): Family, school,
neighborhood, peer group, and house of worship, with two-headed arrows
showing influence in both directions. Mesosystem (interaction of systems):
influenced by Microsystem and Exosystem. Exosystem: religious values,
mass media, transportation systems, medical institutions, community
structures, and educational systems. Macrosystem influences Exosystem and
includes cultural patterns, political philosophies, economic policies, and
social conditions. Chronosystem (dimension of time) includes changing
conditions, personal and societal, over the life span.

Two more systems affect these three.
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One is the chronosystem (literally, “time system”), which is the
historical context.
The other is the mesosystem, consisting of the connections among
the other systems.

chronosystem
In Bronfenbrenner’s ecological approach, the impact of historical conditions (wars,
inventions, policies) on the development of people who live in that era.
mesosystem
In Bronfenbrenner’s ecological approach, a connection between one system and another,
such as parent–teacher conferences (connecting home and school) or workplace schedules
(connecting family and job).

In the student-at-party example, the student’s immediate social circle is the
microsystem, the college culture (is it a “party school”?) is the exosystem,
and the national emphasis on higher education is part of the macrosystem.
The party itself is a mesosystem, in that it connects the microsystem and
the exosystem. Every gathering reflects the chronosystem. Party food and
drink vary by year, and the fact that students attend parties reflects the
century. (Many 20-year-olds a century ago were married parents.)

Bronfenbrenner’s perspective remains useful. For example, children who
have been sexually abused are likely to be abused again, in childhood and
adulthood. Why? Is there something amiss in the person or is the fault in
the culture?

Psychologists have used Bronfenbrenner’s systems approach to answer
that question, finding causes in all systems simultaneously (Pittenger et
al., 2016). For example, an abused adult is likely to have been abused by a
family member as a child (macrosystem), to belong to a church that is
silent about sexuality (exosystem), and to live within a culture that does
not prosecute abuse (macrosystem).
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The Historical Context
All persons born within a few years of one another are called a cohort, a
group defined by its members’ shared age. Cohorts travel through life
together, experiencing at each age particular values, events, and
technologies. Imagine growing up before contraception, or color
television, or social media — as is true for people over age 70. Their
entire lives would be different from those of the current generation.

cohort
People born within the same historical period who therefore move through life together,
experiencing the same events, technologies, and cultural shifts at the same ages. For
example, the effect of the Internet varies depending on what cohort a person belongs to.

Consider a person’s name. If you know someone named Emma, she is
probably young: Emma is the most common name for girls born between
2014 and 2018 but was not in the top 100 until 1996, nor in the top 1,000
in 1990. If you know someone named Mary, she is probably old: Mary
was the first or second most popular name from 1900 to 1965; now only 1
baby in 800 is named Mary.

These rankings are from the United States (U.S. Social Security
Administration, 2019) (see Table 1.2). Variation is evident by nation, by
culture, and by region — within the United States and elsewhere. For
example, Wyatt is the third most common boy’s name in Alaska, but it
isn’t in the top 100 in California.

TABLE 1.2 First Names

Girls

2018: Emma, Olivia, Ava, Isabella, Sophia



127

1998: Emily, Hannah, Sarah, Samantha, Ashley

1978: Jennifer, Melissa, Jessica, Amy, Heather

1958: Mary, Susan, Linda, Karen, Patricia

1938: Mary, Barbara, Patricia, Betty, Shirley

Boys

2018: Liam, Noah, William, James, Oliver

1998: Michael, Jacob, Matthew, Joshua, Christopher

1978: Michael, Jason, Christopher, David, James

1958: Michael, David, James, Robert, John

1938: Robert, James, John, William, Richard

Information from U.S. Social Security Administration.

The Socioeconomic Context
Some scholars believe that the economic context is even more important
than the historical one. Each person’s socioeconomic status, abbreviated
SES (SES is an abbreviation that is basic to understanding human
development, so it is used often in this text), affects every stage of
development.

socioeconomic status (SES)
A person’s position in society as determined by income, occupation, education, and place
of residence. (Sometimes called social class.)
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SES is not solely about income. It also reflects education, occupation, and
neighborhood. The combination affects development much more than
money alone.

Imagine two U.S. families comprised of an infant, an unemployed mother,
and a father who earns less than $17,000 a year. That family income is
markedly below the 2018 federal poverty line for a family of three
($20,780).

However, that income does not determine SES. If one family lives in a
crime-ridden neighborhood, headed by parents who never completed high
school and dependent on the father’s minimum wage job that provides
$16,965 in annual income ($7.25 per hour × 45 hours a week × 52 weeks),
their SES would be low. If the other father is a postdoctoral student living
on campus with his college graduate wife and teaching part time, the
family would be middle class.

Development Is Multicultural
In order to learn about “all kinds of people, everywhere, at every age,” it is
necessary to study people of many cultures. For social scientists, culture
is “the system of shared beliefs, conventions, norms, behaviors,
expectations and symbolic representations that persist over time and
prescribe social rules of conduct” (Bornstein et al., 2011, p. 30).

culture
A system of shared beliefs, norms, behaviors, and expectations that persist over time and
guide behavior and assumptions.

Social Constructions
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Thus, culture is far more than food or clothes; it is a set of ideas, beliefs,
and patterns. Culture is a powerful social construction, that is, a concept
created, or constructed, by a society. Social constructions affect how
people think and act — what they value, ignore, and punish.

social construction
An idea that is built on shared perceptions, not on objective reality. Many age-related
terms (such as childhood, adolescence, yuppie, and senior citizen) are social constructions,
connected to biological traits but strongly influenced by social assumptions.

Each group of people creates a culture, which means there are ethnic
cultures, national cultures, family cultures, college cultures, economic
cultures, and so on. Thus, everyone is multicultural and everyone
sometimes experiences a clash between their cultures. One of my students
wrote:

My mom was outside on the porch talking to my aunt. I decided to go
outside; I guess I was being nosey. While they were talking I jumped into
their conversation which was very rude. When I realized what I did it was
too late. My mother slapped me in my face so hard that it took a couple of
seconds to feel my face again.

[C., personal communication]

Notice that my student reflects her family culture; she labels her own
behavior “nosey” and “very rude.” She later wrote that she expects
children to be seen but not heard and that her own son makes her “very
angry” when he interrupts.

However, her “rude” behavior may have been encouraged by the culture
of her school, as she attended a New York public school, far from her
mother’s native land. In the United States, many teachers want children to
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speak up, so children’s talk is welcomed. Do you think my student was
nosey or, on the contrary, that her mother should not have slapped her? Or
do you think she was rude and that the mother should have responded less
harshly? Your answer reflects your culture.

Deficit or Just Difference?
As with my student’s mother, everyone is inclined to believe that their
culture is better than others. This tendency has benefits: Generally, people
who appreciate their own culture are happier, prouder, and more willing to
help strangers. However, that belief becomes destructive if it reduces
respect for people from other groups. Too quickly and without conscious
thought, differences are assumed to be problems (Akhtar & Jaswal, 2013).

Difference, But Not Deficit     This Syrian refugee living in a refugee camp in
Greece is quite different from the aid workers who assist there, as evident in her
head covering (hijab) and the cross on her tent. But the infant, with a pacifier in
her mouth and a mother who tries to protect her, illustrates why
developmentalists focus on similarities rather than on differences.
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Developmentalists recognize the difference-equals-deficit error, which is
the belief that people unlike us (different) are inferior (deficit). Sadly,
when humans realize that their ways of thinking and acting are not
universal, they may believe that people who think or act differently are to
be pitied, feared, and encouraged to change.

THINK CRITICALLY: How does the difference-equals-deficit error apply to
attitudes of native-born citizens about immigrants, and vice versa?

difference-equals-deficit error
The mistaken belief that unusual behavior or conditions are necessarily inferior.

CHAPTER APP 1

 Culture Compass

RELATED TOPIC:
The role of culture and context in human development
IOS:
https://tinyurl.com/y3uo6y3e
ANDROID:
https://tinyurl.com/y2bfjx7r

This app prepares users for personal and professional encounters with people from
other backgrounds and cultures, offering insight and guidance about national and
cultural differences in values, behavior, rituals, and symbols.

The difference-equals-deficit error is one reason that a careful
multicultural approach is necessary. Never assume that another culture is
wrong and inferior — or the opposite, right and superior. Assumptions can
be harmful.

https://tinyurl.com/y3uo6y3e
https://tinyurl.com/y2bfjx7r
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For example, one immigrant child, on her first day in a U.S. school, was
teased about the food she brought for lunch. The next day, she dumped the
contents of her lunchbox in the garbage soon after she arrived at school,
choosing hunger over being different.

This example illustrates the problem with judging another culture: A
child’s lunch of another culture might, or might not, be more nutritious
than conventional peanut butter and jelly sandwiches.

In this example, the children did not consider culture or nutrition; the
mothers thought the lunch they packed was best; the student wanted to be
accepted. The difference was misjudged as a deficit, and then it harmed
that student (hungry children learn less). Later consequences might be
lifelong shame about her heritage.

Ethnic and Racial Groups
Cultural clashes fuel wars and violence when differences are seen as
deficits. To prevent that, we need to understand the terms ethnicity and
race. Members of an ethnic group almost always share ancestral heritage
and often have the same national origin, religion, and language.

ethnic group
People whose ancestors were born in the same part of the world, often sharing language,
culture, and religion.

Ethnicity is a social construction, a product of the social context, not
biology. Ethnic groups often share a culture, but not necessarily.

There are “multiple intersecting and interacting dimensions” to ethnic
identity (Sanchez & Vargas, 2016, p. 161). People may share ethnicity but
differ culturally (e.g., people of Irish descent in Ireland, Australia, and
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North America), and people of one culture may come from several ethnic
groups (consider British culture). [Life-Span Link: The major discussion
of ethnic identity is in Chapter 19.]

Historically, most North Americans were taught that race was an inborn
biological characteristic that differentiated members of one group from
another, each distinct. According to this belief, a person could not be
multiracial. Races were categorized by skin color: white, black, red, and
yellow (Coon, 1962).

It was not obvious that color words are a gross exaggeration of relatively
minor physical differences. No one is really white (like this page) or black
(like these letters) or red or yellow (both terms offensive).
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Fitting In     The best comedians are simultaneously outsider and insider, giving them a
perspective that helps people laugh at the absurdities in their lives. Trevor Noah — son of a
Xhosa South African mother and a German Swiss father — grew up within, yet outside, his
native culture. For instance, he was seen as “Coloured” in his homeland but as “White” on a
video, which once let him escape arrest!

Biologists now recognize race as a social construction. One team writes:

We believe the use of biological concepts of race in human genetic research
— so disputed and so mired in confusion — is problematic at best and
harmful at worst. It is time for biologists to find a better way.

[Yudell et al., 2016, p. 564]
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race
Categorizing people based on inherited traits. Anthropologists and biologists no longer
think race is a valid biological concept, although it is a powerful social construction.

The fact that race is a social construction does not make it meaningless,
given history. Adolescents who are proud of their racial ancestry are likely
to achieve academically, resist drugs, and feel better about themselves
(Zimmerman et al., 2013).

The relationship between racial pride and racial prejudice is complex.
Ethnic pride, but not personal experiences with discrimination, predicts
more positive attitudes about oneself and about other groups. In the United
States, this was found in a study of 15- to 25-year-old African American
and Hispanic American youth, but it was not apparent among European
American youth — who usually did not consider themselves as belonging
to a racial group (Sullivan & Ghara, 2015).

That involves an interesting historical twist. A hundred years ago,
Americans of Irish, Italian, and Greek ethnicity were not considered part
of the “White race” (Gordon, 2017). This confirms, of course, that race is
a social construction.

Intersectionality
Intersectionality begins with the idea that we each are pushed and pulled
— sometimes strongly, sometimes weakly, sometimes by ourselves,
sometimes by authorities — by our gender, religion, generation, nation,
age, and ethnic group. Our many identities interact with and influence
each other (see Figure 1.4). Intersectionality then recognizes that those
identities can be used to discriminate by dividing people — White women
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versus Black women, Asian men versus Latino men, and so on — instead
of uniting us.

intersectionality
The idea that the various identities need to be combined. This is especially important in
determining if discrimination occurs.

FIGURE 1.4

Identities Interacting     We all are in the middle, with many identities. Our total selves are
affected by them all, with variation by culture and context as to which are more salient.

Intersectionality focuses attention on power differences between groups,
bringing special attention to the needs of people who are simultaneously in
several marginalized groups. They are most harmed when their
intersectional identities are ignored.
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When Kimberlé Crenshaw (1989) first introduced the term
“intersectionality,” she recognized that the courts allowed discrimination
against African American women because the laws did not acknowledge
that racism and sexism combined to harm them.

Intersectionality highlights discrimination in many institutions. For
example, do judges give African American people harsher prison
sentences than European American people for the same crimes? The data
say yes, and that is unfair. But the unfairness may be more extensive than
that.

A careful study of all sentences meted out to convicted criminals in
Pennsylvania found age and gender disparities more notable than ethnic
ones. For the same crime, young adults are sentenced more harshly than
older ones, and men more harshly than women (Steffensmeier et al.,
2017). Thus young African American men may be particularly misjudged.

More generally, like interlocking gears, systems of social categorization
and group power intersect to influence everyone, every day. How would
your life be different if you were of another gender identity, ethnicity,
family background, sexual orientation, health status, ability, and so on?

Development Is Multidisciplinary
In order to examine each aspect of human growth, development is often
considered in three domains — biosocial, cognitive, and psychosocial.
Each domain is the focus of several academic disciplines:

Biosocial includes biology, neuroscience, and medicine.
Cognitive includes psychology, linguistics, and education.
Psychosocial includes economics, sociology, and history.
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Typically, each scholar follows a particular thread within one discipline
and one domain, using clues and conclusions from other scientists who
have concentrated on that same thread.

Accordingly, human development requires insights and information from
many scientists, past and present, in many disciplines. Our understanding
of every topic benefits from multidisciplinary research; scientists hesitate
to apply general conclusions about human life until they are substantiated
by several disciplines, each specializing.

Genetics
The need for multidisciplinary research is obvious when considering
genetic analysis. When the human genome was first mapped in 2003,
some people assumed that humans became whatever their genes destined
them to be — heroes, killers, or ordinary people. However,
multidisciplinary research quickly showed otherwise.

Yes, genes affect every aspect of behavior. But even monozygotic twins,
with identical genes, differ biologically, cognitively, and socially. [Life-
Span Link: Twins are discussed in Chapter 3.] Among the many reasons
are their position in the womb and non-DNA influences in utero, both of
which affect birthweight and birth order, and then dozens of other
epigenetic influences throughout life (Carey, 2012). Thus, to understand
any person, one must consider findings from many disciplines: genetics,
nutrition, psychology, sociology, education, and more.



139

Criminology and Medicine     Punishment of criminals and the health of
newborns are central concerns of the disciplines of criminology and medicine, not
psychology or political science. However, here you see 100 psychologists about
to inform the U.S. Congress about the hazards of using restraints (e.g., handcuffs)
on women giving birth, which is the practice in many prisons. As in this example,
many human problems require a multidisciplinary approach.

Every academic discipline risks becoming a silo — that is, a storage tank
for research in that discipline, isolated from other disciplines. Breaking
out of silos can illuminate topics that mystified scientists who were stuck
in their own discipline.

A dramatic example comes from autism spectrum disorder (ASD). Autism
was not recognized as distinct from schizophrenia until about 1940, and
then it remained in the silo of psychiatry for decades.

For most of the twentieth century, psychiatrists traced psychological
disorders to early mother–child relationships. Accordingly, since many
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children with ASD do not look at people or let their mothers hug them,
some blamed cold, unaffectionate “refrigerator mothers,” reflecting a
perspective of many psychiatrists (Bettelheim, 1972).

Thousands of mothers suffered from that judgment (Jack, 2014). Then a
reversal came from biology, specifically genetics: A discipline once
thought to be irrelevant to mental disorders was now considered pivotal
for autism spectrum disorder, schizophrenia, mood disorders, and so on
(Kandel, 2018).

Geneticists collected data proving that autism is genetic. However,
although the genetic evidence released mothers from guilt, it convinced
people that nothing could be done to help such children. Then another silo
weighed in: Educators found that children “on the spectrum” can be taught
language and social skills.

Soon neuroscientists found signs of autism in the brain; nutritionists
suggested dietary changes; medical doctors prescribed drugs; public health
workers were appalled when parents blamed vaccinations; demographers
traced the increase in cases (now estimated among U.S. 8-year-old boys at
about 1 in 23) (Baio et al., 2018); and so on.

We still do not know all the causes and treatments of ASD [Life-Span
Link: Autism spectrum disorder is discussed in Chapter 11.] But we do
know that insights from many disciplines are needed. If anyone suggests
the cause or the cure for autism spectrum disorder, a life-span perspective
declares that silo approach mistaken.

Overall, multidisciplinary research broadens and deepens our knowledge
of human development. People are complex, and to properly grasp all of
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the systems — from the workings of the microbiome in the gut to the
effects of climate change throughout the entire world — requires a
multidisciplinary approach. Adding to this complexity: People change.
That leads to the final theme of the life-span perspective, plasticity.

Development Is Plastic
The term plasticity denotes two complementary aspects of development:
Human traits can be molded (as plastic can be), yet people maintain a
certain durability of identity (as plastic does). The concept of plasticity in
development provides both hope and realism — hope because change is
possible, and realism because development builds on what has come
before.

plasticity
The concept that suggests that abilities, personality, neurons, and so on are moldable, not
immutable.

Dynamic Systems
Plasticity is basic to our contemporary understanding of human
development. This is evident in the dynamic-systems approach. The idea
is that human development is an ongoing, ever-changing interaction
between the body and mind and between each person and every aspect of
the environment. This includes all of the systems of the ecological-
systems approach.

dynamic-systems approach
A view of human development as an ongoing, ever-changing interaction between the
physical, cognitive, and psychosocial influences. This approach recognizes that
development is never static.
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Note the word dynamic: Physical contexts, emotional influences, the
passage of time, each person, and every aspect of the ecosystem are
always active, always in flux, always in motion.

Thus, a dynamic-systems approach to understanding the role of fathers
takes into account the gender and age of the child, the role of the mother,
and the cultural norms of fatherhood. The result is a complex mix of
complementary effects — and this dynamic mix affects each child in
diverse ways (Cabrera, 2015).

Plasticity is also apparent in social norms. Inside the Brain highlights
plasticity in culture as well as in the brain.

 INSIDE THE BRAIN

Thinking About Marijuana
Brains are affected by drugs, for better or worse. This is evident both in structure
(parts of the brain change size because of drug exposure) and activity (connections
between neurons are strengthened or weakened).

Consider marijuana. The intensity of fear in the amygdala and pleasure from the
basal ganglia precede drug use, and the size and activity of both are powerfully
affected by childhood. Then those parts of the brain continue to be molded, evident
in how various generations of adults think about marijuana as well as whether they
use the drug.

The plasticity of attitudes is dramatic. In the United States in the 1930s, marijuana
was declared illegal. The 1936 movie Reefer Madness was shown until about 1960,
with vivid images connecting marijuana with a warped brain, suicide, and insanity.
Before 1960, most Americans feared and shunned marijuana.

The 1960s cohort of adolescents rebelled; listened to the music of the Beatles, Bob
Dylan, James Brown, and Bob Marley (all of whom sang about smoking marijuana);

V
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and rejected adult fears, values, and rules about drugs, sex, and everything else. This
is charted in the annual Monitoring the Future report (Miech et al., 2018). By 1978,
only 12 percent of high school students thought experimental use of marijuana was
harmful, and more than half had tried the drug.

That worried older adults, whose emotional reactions to marijuana had been formed
decades earlier. President Nixon declared drug abuse (especially marijuana, but not
cigarettes or alcohol) “Public Enemy Number One,” and Nancy Reagan (First Lady
from 1981 to 1989) exhorted, “Just say no” to drugs.

Marijuana was declared a “gateway drug,” likely to lead to heroin use and addiction
(Kandel, 2002). People were arrested and jailed for possession of even a few grams.
By 1991, 80 percent of high school seniors thought there was “great risk” in regular
use of marijuana, and only 21 percent of high school seniors had ever smoked it.
Many of them were part of a subculture (the “druggies,” not the “jocks”) that
defiantly used marijuana.

Obviously, attitudes continue to shift, in part because those in the antimarijuana
generation are now quite old. Few teenagers think regular use of marijuana is “a
great risk.” By 2018, marijuana had become legal in Canada, Uruguay, Argentina,
and Ecuador, and in 30 U.S. states (often only for medical use) (see Figure 1.5).
According to a Gallup poll, two-thirds of Americans believe smoking marijuana
should be legal for adults. About half of all high school seniors have smoked
marijuana.

FIGURE 1.5

Double Trends     Both cohort and generational trends are evident. Note that people of
every age are becoming more accepting of marijuana, but the effect is most obvious for
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adults who never heard about “reefer madness.”

Data from Jones, 2015; Hartig & Geiger, October 8, 2018.

Description
The graph plots year on the horizontal axis and percent on the vertical axis. The Silent
cohort (1928 to 1945) line begins at 15 percent in 1969 and gradually increases to 35
percent by 2017. The Boomer (1946 to 1964) line begins at 38 percent in 1980, falls to
about 15 percent by 1990, and then increases to 56 percent by 2017. The Gen X (1965 to
1980) line begins at 21 percent in 1990 and rises to 66 percent by 2017. The Millennial
(1981 to 1997) line begins at 37 percent in 2006 and increases to 70 percent by 2017.
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 Observation Quiz: Why is the line for the 1981–1997 cohort much

shorter than the line for the older cohorts? (see answer, page 30)

Since we know that the brain is plastic, affected by many drugs, scientists ask: “How
does marijuana change the brain?” Some find that marijuana relieves pain by
decreasing pain neurons, with less addiction or neurological risk than opioids and
improved thinking (Gruber et al., 2018). By contrast, some find a correlation
between marijuana use and “structural abnormalities in the brains of young people”
(DuPont & Lieberman, 2014, p. 557).

Evidently, not only are attitudes about marijuana plastic but so are its effects on the
brain, influenced by the age of the user, the user’s genes, and perhaps the specifics of
the marijuana (where it is grown, additives, etc.) (Dow-Edwards & Silva, 2017;
Mandelbaum & de la Monte, 2017). Marijuana may impair brain structures that
support memory and motivation — but not for everyone. Plasticity!

In all of these ebbs and flows of public attitudes, scientists have reached no
consensus about the long-term effects of marijuana because the federal government
made it illegal for scientists to undertake objective research. Currently, many
researchers are concerned that the political push to accept marijuana did not consider
the neurological effects.

We know that the effects of the drug on the brain vary and that simply thinking about
marijuana triggers neurotransmitters, causing phobias, ecstasy, and many emotions
in between those extremes. We know that adults who smoked marijuana decades ago
are a select group, so we cannot be sure that their current situation is caused by their
past drug use. Are current attitudes (mostly positive) more rational than those
(mostly negative) of our great-grandparents? More science is needed.

The brain is crucial for all of development, so many findings from the study of the
brain appear as regular text. Sometimes, however, more details from neuroscience
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add to our understanding. Inside the Brain features present these details.

Observation Quizzes are designed to help students practice a crucial skill,
specifically to notice small details that indicate something about human
development. Answers appear on the next page or two.

This underlies all of the other four aspects of the life-span perspective:
multidirectional, multicontextual, multicultural, and multidisciplinary.
With any topic, stage, or problem, the dynamic-systems approach urges
consideration of all interrelated aspects, every social and cultural factor,
over days and years.

Individuals, families, and societies are moldable. In the United States 20
years ago, no one predicted that teen births, cigarette smoking, and midlife
cardiovascular death would be down by half, or that rates of same-sex
marriage and single parenthood would double. Each of those changes has
altered development for children and adults.

Plasticity is apparent when developmentalists consider the life of any
human being. Everyone’s brain and body would have been different if they
had been born in another culture, grown up in another era, eaten other
food, witnessed particular events, with different parents, friends, teachers,
and so on. My nephew David is one example as As Case to Study
explains.

A CASE TO STUDY

David
My sister-in-law, Dot, contracted rubella (also called German measles) early in her
third pregnancy. The disease was not diagnosed until David was born, blind and
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dying. Immediate heart surgery saved his life, but surgery to remove a cataract
destroyed one eye.

The doctor was horrified that operating disturbed the virus and killed the eye, so he
did not remove the other cataract until David was 5. One dead eye and one thick
cataract meant that young David’s visual system was severely impaired. It soon
became apparent that other parts of his body — thumbs, ankles, teeth, toes, spine,
and brain — were also damaged.

Blindness and brain damage affect social learning. For instance, 3-year-old David
connected with other children by pulling their hair and laughing. Fortunately, the
virus occurred after the critical prenatal period for hearing. Because of plasticity,
David’s diminished sight led to excellent audition. He cried often but was quieted
when his parents sang to him.

David attended three special preschools — for the blind, for children with cerebral
palsy, for children who were intellectually disabled. At age 6, when surgery removed
the remaining cataract, David entered regular public school, learning academic but
not social skills — partly because he was excluded from physical education and
recess.

By age 10, David had blossomed intellectually. He read (large print) at the eleventh-
grade level. To spare him from the social demands of adolescence, he attended a
boarding school for blind children, where he gained some social skills and learned to
swim. Before age 20, he spoke a second and a third language. In emerging
adulthood, he enrolled in college.

The interplay of developmental systems was evident. David’s family and community
contexts (Appalachia, where people are more accepting of disabilities) helped him to
become a productive and happy adult. He told me, “I try to stay in a positive mood.”
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My Brother’s Children     Michael, Bill, and David (left to right) are adults now, with
quite different personalities, abilities, numbers of offspring (4, 2, and none), and
contexts (in Massachusetts, Pennsylvania, and California). Yet despite genes, prenatal
life, and contexts, I see the shared influence of Glen and Dot, my brother and sister-in-
law — evident here in their similar, friendly smiles.

David’s listening skills continue to be impressive. He once told me:

I am generally quite happy, but secretly a little happier lately, especially since
November, because I have been consistently getting a pretty good vibrato when I am
singing, not only by myself but also in congregational hymns in church. [I asked, what
is vibrato? David answered.] When a note bounces up and down within a quartertone
either way of concert pitch, optimally between 5.5 and 8.2 times per second.

David works as a translator of German texts, which he enjoys because, as he says, “I
like providing a service to scholars, giving them access to something they would
otherwise not have.”

Plasticity does not undo a person’s genes, childhood, or permanent damage. The
prenatal brain destruction remains, and David, age 50, still lives with his mother.
When his father died in 2014, David was better than the rest of us in accepting the
death (he said, “Dad is in a better place”).

He comforted his mother. She applied to enter a senior citizen residence, but they
would not allow David; he is too young. Instead of getting angry, Dot found another
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apartment for both of them near one of her other children. She laughingly said that
David gives her a reason for living, because in another 12 years they will be able to
stay in senior housing together.

As his aunt, I have seen him repeatedly overcome handicaps. Plasticity is
dramatically evident; my intellectually disabled nephew became a very intelligent
adult. Thus, this case illustrates all five aspects of the life-span perspective (see
Table 1.3).

TABLE 1.3 Five Characteristics of Development

Characteristic Application in David’s
Story

Multidirectional. Change occurs
in every direction, not always in
a straight line. Gains and losses,
predictable growth, and
unexpected transformations are
evident.

David’s development
seemed static (or even
regressive, as when early
surgery destroyed one
eye), but then it
accelerated each time he
entered a new school or
college.

Multidisciplinary. Numerous
academic fields — especially
psychology, biology, education,
and sociology, but also
neuroscience, economics,
religion, anthropology, history,
medicine, genetics, and many
more — contribute insights.

Two disciplines were
particularly critical:
medicine (David would
have died without
advances in surgery on
newborns) and education
(special educators guided
him and his parents many
times).
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Multicontextual. Human lives
are embedded in many contexts,
including historical conditions,
economic constraints, and
family patterns.

The high SES of David’s
family made it possible
for him to receive daily
medical and educational
care. His two older
brothers protected him.

Multicultural. Many cultures —
not just between nations but
also within them — affect how
people develop.

Appalachia, where David
lived, is more accepting
of people with
disabilities.

Plasticity. Every individual, and
every trait within each
individual, can be altered at any
point in the life span. Change is
ongoing, although it is neither
random nor easy.

David’s measured IQ
changed from about 40
(severely intellectually
disabled) to about 130
(far above average), and
his physical disabilities
became less crippling as
he matured.

Many chapters include the feature A Case to Study. Each person is unique; it is not
valid to generalize from one case. However, sometimes one case makes a general
concept clear.

WHAT HAVE YOU LEARNED?

1. What aspects of development show continuity?

2. What is the difference between a critical period and a sensitive period?

3. Why is it useful to know when sensitive periods occur?

vii
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4. What did Bronfenbrenner emphasize in his ecological-systems approach?

5. What are some of the social contexts of life?

6. How does cohort differ from age group?

7. How might male–female differences be examples of the difference-equals-
deficit error?

8. What is the difference between race and ethnicity?

9. What factors comprise a person’s SES?

10. What is the problem with each discipline having its own silo?

11. How is human development plastic?
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Using the Scientific Method

VIDEO ACTIVITY: What’s Wrong with This Study? explores some of the major
pitfalls of the process of designing a research study.

To verify or refute a hypothesis (Step 2 in the scientific method),
researchers seek the best of hundreds of research designs, choosing
exactly who and what to study, how and when (Step 3), in order to gather
results that will lead to valid conclusions (Step 4) that are worth
publishing (Step 5). Often they use statistics to discover relationships
between various aspects of the data. (See Table 1.4.)

TABLE 1.4 Statistical Measures Often Used to Analyze
Search Results

Measure Use

Effect size There are many kinds, but the most useful in
reporting studies of development is called Cohen’s
d, which can indicate the power of an intervention.
An effect size of 0.2 is called small, 0.5 moderate,
and 0.8 large.

Significance Indicates whether the results might have occurred
by chance. If chance would produce the results
only 5 times in 100, that is significant at the 0.05
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level; once in 100 times is 0.01; once in 1,000 is
0.001.

Cost-benefit
analysis

Calculates how much a particular independent
variable costs versus how much it saves. This is
useful for analyzing public spending, such as
finding that preschool education programs or
preventative health measures save money.

Odds ratio Indicates how a particular variable compares to a
standard, set at 1. For example, one study found
that although less than 1 percent of all child
homicides occurred at school, the odds were
similar for public and private schools. The odds of
it in high schools, however, were 18.47 times that
of elementary or middle schools (set at 1.0)
(MMWR, January 18, 2008).

Factor
analysis

Hundreds of variables could affect any given
behavior. In addition, many variables (such as
family income and parental education) overlap. To
take this into account, analysis reveals variables
that can be clustered together to form a factor,
which is a composite of many variables. For
example, SES might become one factor, child
personality another.

Accordingly, every student of development needs to understand the basic
research designs used to reach conclusions. We now describe three
research strategies and then three ways in which developmentalists study
change over time.
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Observation
Scientific observation requires researchers to record behavior
systematically and objectively. Observations can occur in three ways: a
naturalistic setting such as a home; in a laboratory, where scientists
observe human reactions; or by analyzing data collected for other reasons.

scientific observation
A method of testing a hypothesis by systematically watching and recording participants’
behavior, in a natural setting, in a laboratory, or in archival data.

In the latter, smartphones, Twitter messages, voting totals, spending
records, and census numbers have all been mined for insights about
development. Such observation is not direct and therefore needs
interpretation, but it can be intriguing.

All three kinds of observation evoke hypotheses, providing questions that
need to be studied further. This is evident is a study of the 2016
Thanksgiving holiday, which occurred 16 days after the bitterly partisan
U.S. presidential election. Many families still gathered together for the
traditional meal, but when the politics of the host community differed
from the politics of the travelers, the latter did not stay as long as they had
the year before (Chen & Rohla, 2018).

Shortened visits were particularly likely when travelers from Republican
communities, who had been subject to extensive pro-Trump advertising,
visited relatives in Democratic-leaning areas. They left about an hour
earlier in 2016 than they had in 2015. Earlier leaving was also evident
among Democrats who were visiting Republicans.
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How did the researchers discern this? They used smartphone data, which
showed where people lived (tracking revealed where they slept at night,
and where they traveled) as well as detailed voting data for the precinct
where they were located between 1 and 5 P.M. on Thanksgiving. Thus, if a
smartphone owner came from, say, Minneapolis, which voted heavily for
Clinton, to celebrate Thanksgiving in North Dakota, where many Trump
voters live, they did not stay as long after dinner as they had stayed the
year before, or as long as other people from Minneapolis who traveled to
Chicago, where many Clinton voters live.

The fact that partisan polarization interfered with “close family settings”
(Chen & Rohla, 2018) is troubling for developmentalists, because relatives
usually provide affection and support for every family member. Further,
contact with people who differ is the best way to expand understanding
and reduce prejudice (Hodson et al., 2018). Thus, conversations among
people who disagree are likely to help Republicans and Democrats
understand each other.

Therefore, shorter Thanksgiving visits may impair both intellectual growth
and family support. Indeed, lack of family communication is a major
cause of adolescent rebellion, of divorce, even of suicide, so these data are
ominous. Other data reveal that drug abuse and midlife suicide have
increased since 2016 — might that be connected to less family harmony?

But wait. These data were observational. We are not even sure that people
who traveled a distance for Thanksgiving were visiting family, or that
hosts who lived in pro-Trump or pro-Clinton areas reflected the opinions
of their neighbors. Data on other family interactions lead to the
assumption that more time together would have fostered a better family
support system, but we do not know that.
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Indeed, we cannot be sure why visits were shorter. Did talking about
politics make people angry enough to storm out? Or did people follow the
maxim, “Never discuss politics or religion at the dinner table,” so they
didn’t have much else to say?

Maybe shorter visits preserved family harmony rather than signified
problems? Might people have avoided talking politics in order to protect
family closeness? Now you see why observation is intriguing, but it
requires other research to confirm hypotheses. Experiments are needed.

The Experiment
The experiment establishes what causes what. In the social sciences,
experimenters typically impose a particular treatment on a group of
participants or expose them to a specific condition and then note whether
their behavior changes.

experiment
A research method in which the researcher seeks to discover what causes what. One
variable (called the independent variable) is added. Then the scientist observes and
records the effect on the other variable (called the dependent variable).



157

What Can You Learn?     Scientists first establish what is, and then they try to change it. In
one recent experiment, Deb Kelemen (shown here) established that few children under age 12
understand a central concept of evolution (natural selection). Then she showed an
experimental group a picture book illustrating the idea. Success! The independent variable
(the book) affected the dependent variable (the children’s ideas), which confirmed Kelemen’s
hypothesis: Children can understand natural selection if instruction is tailored to their ability.

Standard Terminology
In technical terms, the experimenters manipulate an independent
variable, which is the extra treatment or special condition (also called the
experimental variable; a variable is anything that can vary). They note
whether this independent variable affects whatever they are studying,
called the dependent variable (which depends on the independent
variable).

independent variable
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In an experiment, the variable that is introduced to see what effect it has on the dependent
variable. (Also called experimental variable.)
dependent variable
In an experiment, the variable that may change as a result of whatever new condition or
situation the experimenter adds. In other words, the dependent variable depends on the
independent variable.

Thus, the independent variable is the new, special treatment; any change in
the dependent variable is the result. The purpose of an experiment is to
find out what causes what, that is, whether an independent variable affects
the dependent variable.

A typical experiment (as diagrammed in Figure 1.6) has two groups of
participants. One group, the experimental group, experiences the particular
treatment or condition (the independent variable); the other group, the
comparison group (also called the control group), does not.

FIGURE 1.6

How to Conduct an Experiment     The basic sequence diagrammed here applies to all
experiments. Many additional features, especially the statistical measures listed in Table 1.4
and various ways of reducing experimenter bias, affect whether publication occurs. (Scientific
journals reject reports of experiments that were not rigorous in method and analysis.)
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Description
The experiment begins when many participants are measured on many
characteristics, including the dependent variable (the behavior being studied).
Participants are divided into two equal groups, the experimental group and
comparison (or control) group. The experimental group gets special treatment
(independent variable) with the predicted outcome being significant change
in the dependent variable. The comparison group gets no special treatment,
with the predicted outcome being no change in the dependent variable.Text
says, Procedure: 1. Divide participants into two groups that are matched on
important characteristics, especially the behavior that is the dependent
variable on which this study is focused. 2. Give special treatment, or
intervention (the independent variable), to one group (the experimental
group). 3. Compare the groups on the dependent variable. If they now differ,
the cause of the difference was probably the independent variable. 4. Publish
the results.
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Experimental Design
To follow up on the observation study above, researchers could design an
experiment. To create two equal groups, they could assess the political
perspectives of hundreds of people before Thanksgiving. For instance,
they might ask, “What proportion of Republicans earn more than
$250,000 a year?” or “What proportion of Democrats are atheists or
agnostics?”

Generally, Democrats overestimate the proportion of Republicans who are
rich (estimates are 44 percent; actual is 2.2 percent), and Republicans
overestimate how many Democrats are atheist or agnostic (estimate is 36
percent; actual is 9 percent) (Ahler & Sood, 2018). The answers to such
questions would ensure that researchers include the same proportion of
partisan individuals in both the experimental and the control groups.

The experimenters would also need to find out how important family is.
They might ask, “If you needed advice and support, how likely would you
be to ask your … [various relatives]?” They might ask about affection,
respect, or appreciation between the generations.

 Especially for Nurses : In the field of medicine, why are experiments
conducted to test new drugs and treatments? (see response, page 30)

Thus, they would form two groups, equal in political and family attitudes.
As the independent variable, one group could be assigned to talk with their
families about politics at Thanksgiving and the other told not to do so. The

viii
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researchers could again record length of stay. The hypothesis is that time
spent together is affected by discussion of politics.

After the holiday, the people would be queried again to ascertain whether
they followed the experimental instructions and whether their attitudes
about Republicans, Democrats, or family members changed. Did
conversations improve understanding? Or did political conversations
provoke yelling and rapid departures? A well-designed experiment would
find out.

Such an experiment would involve significant effort. Ideally hundreds of
families planning to visit relatives in other parts of the nation for
Thanksgiving would need to be recruited. Creating equal experimental and
control groups would require careful assessments, balancing not only
political and family connections but ethnic and generational relationships
as well.

The best way to find out whether the experimental instructions were
followed would be to provide wearable recording microphones for all
participants. After the event, scientists who did not know the hypothesis or
what instructions the families had been given could analyze the
recordings, noting emotional words. Audiograms could assess shouting,
interrupting, awkward silences.

As you can see, this experiment would be costly and difficult. Moreover,
three aspects are artificial: being told to talk or not talk about politics,
wearing a microphone, and knowing that an experiment is under way.
Thus, the results may differ from normal life. But without an experiment,
we cannot be sure whether and how a divisive political climate affects
family gatherings. Observation provides clues; experiments suggest proof.
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Since many students reading this book are preparing to be teachers, health care
professionals, police officers, or parents, every chapter contains Especially For questions,
which encourage you to apply important developmental concepts just as experts in the
field do.

The Survey
A third research method is the survey, in which information is collected
from a large number of people by interview, questionnaire, or some other
means. This is a quick, direct way to obtain data. Surveys keep us from
assuming that everyone is like the people we know.

survey
A research method in which information is collected from a large number of people by
interviews, written questionnaires, or some other means.

For example, perhaps you know a 16-year-old who is pregnant, or a 40-
year-old who hates his job, or a 70-year-old who watches television all
day. You might think that most 16- or 40- or 70-year-olds are like them.
But surveys of thousands of teenagers, or adults, or older people from
many regions, cultures, and incomes find that teenage pregnancy is now
uncommon, that most adults like their jobs, and that the elderly watch less
television than the young.

As you see, surveys may uncover information that is contrary to popular
assumptions. Unfortunately, however, the data may not be totally accurate.
Wording matters.

For example, a survey described the epidemic of opioid deaths and
explained life-saving sites, where medical rescues are available for people
to take drugs purchased elsewhere. Such sites are common in Europe but
rare in the United States, because local authorities believe that the public

viii
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is adamantly opposed. Public health doctors administered a survey to find
out if the authorities were right.

U.S. adults read a description and were asked whether such sites should be
legal. Although the descriptions were identical in every survey, 45 percent
approved “Overdose Prevention” sites but only 29 percent approved “Safe
Consumption” sites (Davis et al., 2018). This illustrates a problem with
every survey: Exactly how questions are asked influences the result.

THINK CRITICALLY: What other titles would increase or decrease approval?

Survey respondents may lie to researchers, or to themselves. For instance,
every two years since 1991, high school students in the United States have
been surveyed confidentially in the Youth Risk Behavior Surveillance.
Always, a wide and diverse sample is sought: 14,956 students from all
kinds of schools from all 50 states contributed to the most recent survey
(MMWR, June 15, 2018).

Students are asked whether they had sexual intercourse before age 13.
Every year, more ninth-grade boys than eleventh-grade boys say they had
sex before age 13, yet those eleventh-graders were ninth-graders two years
before (see Figure 1.7 for a dramatic example of this discrepancy). Why?
Are teenage boys likely to lie, with the ninth-graders bragging or the
eleventh-graders denying? Or have eleventh-graders forgotten?
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FIGURE 1.7

I Forgot?     If these were the only data available, you might conclude that ninth-graders have
suddenly become more sexually active than eleventh-graders. But we have 20 years of data
— those who are ninth-graders now will answer differently by eleventh grade.

Data from MMWR, June 8, 2012 and June 13, 2014.

Meta-Analysis
As you see, every research design, method, and statistic has strengths as
well as weaknesses. To assess conclusions, developmentalists analyze the
data, participants, and methods of other scientists. Questioning and
replicating are part of the process. No single study is conclusive.

One way to overcome potential bias is through the meta-analysis, which
is an analysis that combines many studies and summarizes the results.
This makes sense, in that some studies might have too few participants, or
some unknown bias in the design, or some oddity in the results. But when
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dozens of studies are gathered, a meta-analysis might reveal significant
trends.

meta-analysis
Combining the results of many studies, each of which may have small, and limited
samples, to reach a general conclusion.

In the best meta-analyses, the researchers begin by stating exactly how
they chose studies that are the grist for their analysis. Care is taken to find
all relevant studies, published and unpublished, on a particular topic. Only
those that are scientifically rigorous are included.

Accordingly, in meta-analysis, no single study determines the conclusions:
It is the weight of all of the studies that matters. A meta-analysis “has
become widely accepted as a standardized, less biased way to weigh the
evidence” (de Vrieze, 2018, p. 1186).

Not Long Enough     For understanding the human life span, scientists wish for grants that
are renewed for decades.
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However, even meta-analyses do not always reach clear conclusions. For
instance, does media violence encourage actual violence? President Trump
blamed the shooting deaths at a high school in Parkland, Florida, on video
games. Is he right? Does shooting in video games provoke real deaths?
One meta-analysis says yes (Anderson et al., 2010), another no (Ferguson
& Kilburn, 2010), and a third says yes but not very much (Hilgard et al.,
2017).

The main reason for these differences is that, in order to avoid publication
bias (journals tend to publish only dramatic results, called the file-drawer
problem), the authors included unpublished studies, but they disagreed
about which unpublished studies to use. For scientists, that is a healthy
disagreement: All of the foregoing descriptions of methods and analysis
confirm that alternate explanations are part of science.

Studying Development over the Life
Span
In addition to conducting observations, experiments, and surveys,
developmentalists must measure how people change or remain the same
over time, as the definition stresses. Remember that systems are dynamic,
ever-changing. To capture that dynamism, developmental researchers use
one of three basic research designs: cross-sectional, longitudinal, and
cross-sequential.

Cross-Sectional Versus Longitudinal Research
The quickest and least expensive way to study development over time is
with cross-sectional research, in which groups of people of one age are
compared with people of another age. You saw that with attitudes about
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marijuana: Younger people are more likely to approve of legalization than
older people.

cross-sectional research
Research that compares people who differ in age but are similar in other important
characteristics.

Cross-sectional design seems simple. However, the people being
compared may differ in several ways, not just age. For example, attitudes
about many political and social issues originate in childhood and are
solidified in early adulthood. Since the oldest adults were taught that
marijuana was a dangerous gateway drug, their opinions are still
influenced by their beliefs at age 16. Attitudes of the oldest generation
about same-sex marriage, war, religion, and so on are influenced by what
their cohort believed decades ago.

To help discover whether age itself rather than cohort causes a
developmental change, scientists undertake longitudinal research. They
collect data repeatedly on the same individuals over time. Longitudinal
research can span a few years, but for insight about the life span, the same
individuals may be studied for decades. Long-term research requires
patience and dedication from many scientists, but it can pay off.

longitudinal research
Research in which the same individuals are followed over time, as their development is
repeatedly assessed.

For example, a longitudinal study of 790 infants born in Baltimore to low-
income parents found that only 4 percent of them had graduated from
college by age 28 (Alexander et al., 2014). Why don’t more low-SES
people complete college? Many people blame high school guidance
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counselors, or college admission practices, or university faculty for this
result.

Six Times of Life     These photos show Sarah-Maria, born in 1980 in Switzerland, at six
periods of her life: infancy (age 1), early childhood (age 3), middle childhood (age 8),
adolescence (age 15), emerging adulthood (age 19), and adulthood (age 36).

 Observation Quiz: Longitudinal research best illustrates continuity and
discontinuity. For Sarah-Maria, what changed over 30 years and what didn’t?
(see answer, page 30) 

However, this longitudinal study traced when children were pushed away
from college or toward it. It began very early in life. Early education and
friendly neighbors turned out to be more significant than high school or
college!

Thus, longitudinal data are cherished by developmentalists; they show at
what point in the life span to focus on better health practices, education,
family interactions. For instance, we now know that the best way to
reduce lung cancer deaths is not better diagnosis but instead prevention of
adolescent smoking. People who do not smoke before age 21 are unlikely
to develop lung cancer decades later, because people rarely start smoking
after those sensitive teenage years.

Of course, the historical context may compromise useful conclusions from
longitudinal research. Technology, culture, and politics alter life
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experiences. Data collected on people born decades ago may not be
relevant for today.

For example, many recent substances might be harmful or beneficial,
among them phthalates and bisphenol A (BPA) (chemicals used in
manufacturing plastic containers), hydrofracking (a process used to get gas
for fuel from rocks), e-waste (from old computers and cell phones), and
chlorpyrifos (an insecticide). Some nations and states ban or regulate each
of these; others do not. Verified, longitudinal data are not yet possible.

A current conundrum is climate change. Some predict global civil wars,
agriculture failure, disaster-related deaths — and that life on our planet
may be snuffed out within a century because of the current warming of the
atmosphere. Others call that alarmist, suggesting that mitigation can
protect humanity (C. Murphy et al., 2018). We will not know until it is too
late.

Cross-Sequential Research
Scientists have discovered a third strategy, combining cross-sectional and
longitudinal research. This combination is called cross-sequential
research (also referred to as cohort-sequential or time-sequential
research). With this design, researchers study several groups of people of
different ages (a cross-sectional approach), follow them over the years (a
longitudinal approach), and then combine the results.

cross-sequential research
Research that begins by comparing people of different ages (a cross-sectional approach)
and then follows those people over the years (a longitudinal approach). (Also called
cohort-sequential research or time-sequential research.)
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A cross-sequential design lets researchers compare findings for, say, 16-
year-olds with findings for the same individuals at age 1, as well as with
data for people who were 16 long ago, who are now ages 31, 46, and 61
(see Figure 1.8). Cross-sequential research is complicated, in recruitment
and analysis, but it lets scientists disentangle age from history.

FIGURE 1.8

Which Approach Is Best?     Cross-sequential research is the most time-
consuming and complex, but it yields the best information. One reason that
hundreds of scientists conduct research on the same topics, replicating one
another’s work, is to gain some advantages of cohort-sequential research without
waiting for decades.

Description
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In cross-sectional research, total time taken is a few days, plus analysis. Five
age bars for ages 1, 16, 31, 46, and 61 are each mapped to Time 1. Text says,
Collect data once. Compare groups. Any differences, presumably, are the
result of age. In longitudinal research, total time taken is 61 years, plus
analysis. Five age bars for ages 1, 16, 31, 46, and 61 are identified as Time 1,
Time 1 plus 15 years, Time 1 plus 30 years, Time 1 plus 45 years, and Time 1
plus 60 years. Text says, Collect data five times, at 15-year intervals. Any
differences for these individuals are definitively the result of passage of time
(but might be due to events or historical changes as well as age). In cross-
sequential research, total time taken is 61 years, plus double and triple
analysis. Five age bars for ages 1, 16, 31, 46, and 61 are followed by four age
bars, each 15 years later for ages 1, 16, 31, and 46, and then by three age
bars, each 15 years later for ages 1, 16, and 31. Text says, For cohort effects,
compare groups on the diagonals (same age, different years). Thus, for
example, Time 1 includes just the group of age 1. Time plus 15 years
includes the first group (now age 16) plus a new age 1 group. Time plus 30
years includes the first group (now age 31), the second group (now age 16),
and a new group of age 1. The final time, Time plus 60 years, includes the
first group (now age 61) the second group (now age 46), and the third group
(now age 31). Text says, Collect data five times, following the original group
but also adding a new group each time. Analyze data two ways, comparing
groups of the same ages studied at different times and the same group as they
grow older.
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 Especially for Future Researchers: What is the best method for collecting
data? (see response, page 30)

The first well-known cross-sequential study (the Seattle Longitudinal
Study) found that some intellectual abilities (vocabulary) increase even
after age 60, whereas others (speed) start to decline at age 30 (Schaie,
2005/2013), confirming that development is multidirectional. This study
also discovered that declines in adult math ability are more closely related
to education than to age, something neither cross-sectional nor
longitudinal research could reveal.

Cross-sequential research is useful for young adults as well. For example,
drug addiction (called substance use disorder, or SUD) is most common in
the early 20s and decreases by the late 20s. But one cross-sequential study
found that the origins of SUD are much earlier, in adolescent behaviors
and in genetic predispositions (McGue et al., 2014).

Other research finds that heroin deaths are more common after age 30, but
the best time to intervene seems to be in emerging adulthood (Carlson et
al., 2016). [Life-Span Link: The major discussions of SUD are in
Chapters 16 and 17.]

WHAT HAVE YOU LEARNED?

1. Why do careful observations not prove “what causes what”?

2. Why do experimenters use a control (or comparison) group as well as an
experimental group?

3. What are the strengths and weaknesses of the survey method?

4. Why would a scientist conduct a cross-sectional study?
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5. What are the advantages and disadvantages of longitudinal research?

6. Why do developmentalists prefer cross-sequential research, even though it
takes longer and is more expensive?
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Cautions and Challenges from
Science

The scientific method illuminates and illustrates human development as
nothing else does. Facts, consequences, and possibilities have emerged
that would not be known without science — and people of all ages are
healthier, happier, and more capable because of it.

For example, thanks to science, infectious diseases in children, illiteracy
in adults, depression in late adulthood, and sexism and racism at every age
are much less prevalent today than a century ago. Young adults, aware of
Black Lives Matter and the Me Too movement, might doubt that progress
is evident, but they need to ask someone over age 70 what life was like for
women, African Americans, and other marginalized groups decades ago.
Early death — from violence, war, or disease — is also less likely, with
scientific discoveries and education as likely reasons (Pinker, 2018).

Developmentalists have also discovered unexpected sources of harm.
Video games, cigarettes, television, shift work, lead, asbestos, and even
artificial respiration are all less benign than people first thought.

The benefits of science are many, in improving lives and discovering
hazards. However, science also entails complications that can lead us all
astray. We now discuss three of them: misinterpreting correlation,
depending on numbers, and ignoring ethics.

Correlation and Causation
Probably the most common mistake in interpreting research is confusing
correlation with causation. A correlation exists between two variables if
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one variable is more (or less) likely to occur when the other does. A
correlation is positive if both variables tend to increase together or
decrease together, negative if one variable tends to increase while the
other decreases, and zero if no connection is evident. (Try the quiz in
Table 1.5.)

correlation
A number between +1.0 and −1.0 that indicates the relationship between two variables,
expressed in terms of the likelihood that one variable will (or will not) change when the
other variable does (or does not). A correlation indicates that two variables are somehow
related, NOT that one variable causes the other to occur.

TABLE 1.5 Quiz on Correlation

Two Variables Positive, Negative,
or Zero Correlation?

Why?
(Third Variable)

1. Ice cream
sales and
murder rate

2. Reading
ability and
number of
baby teeth

3. Adult’s sex
assigned at
birth and
average
number of
offspring



176

For each of these three pairs of variables, indicate whether the
correlation between them is positive, negative, or nonexistent. Then try
to think of a third variable that might determine the direction of the
correlation. The correct answers appear on the next page.

Answers:
1. Positive; third variable: heat
2. Negative; third variable: age
3. Zero. Each child must begin with a sperm from a male and an ovum

from a female. No third variable.

Expressed in numerical terms, correlations vary from +1.0 (the most
positive) to –1.0 (the most negative). Correlations are almost never that
extreme; a correlation of +0.3 or –0.3 is noteworthy; a correlation of +0.8
or –0.8 is astonishing.

Many correlations are unexpected. For instance: First-born children are
more likely to develop asthma than are later-born children; teenage girls
have higher rates of mental health problems than do teenage boys; and
counties in the United States with more dentists have fewer obese
residents. That last study controlled for the number of medical doctors and
the poverty of the community. The authors suggest that dentists provide
information about nutrition that improves health (Holzer et al., 2014).
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A Pesky Third Variable     Correlation is often misleading. In this case, a third variable (the
supply of fossil fuels) may be relevant.

That dentist explanation may be wrong. Every scientist knows the mantra:
Correlation is not causation.

Just because two variables are correlated does not mean that one causes
the other — even if it seems logical that it does. It proves only that the
variables are connected somehow. Either one could cause the other or a
third variable may cause the correlation. Unless people remember that
correlation is not causation, they may draw mistaken and even dangerous
conclusions.

Quantity and Quality
A second caution concerns whether scientists should rely on data
produced by quantitative research (from the word quantity). Quantitative
research data can be ranked or numbered, allowing easy translation across
cultures. One example of quantitative research is using children’s
achievement scores to assess education within a school or a nation.

quantitative research
Research that provides data that can be expressed with numbers, such as ranks or scales.

Since quantities can be easily summarized, compared, charted, and
replicated, many scientists prefer quantitative research. Statistics require
numbers. Quantitative data are easier to replicate and less open to bias.

However, when data are presented in categories and numbers, some
nuances and individual distinctions are lost. Many developmental
researchers thus turn to qualitative research (from the word quality) —
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asking open-ended questions, reporting answers in narrative (not
numerical) form.

qualitative research
Research that considers qualities instead of quantities, and hence includes narratives and
other aspects of development that express individuality.

Qualitative researchers are “interested in understanding how people
interpret their experiences, how they construct their worlds …” (Merriam,
2009, p. 5). Qualitative research reflects cultural and contextual diversity,
but it is also more vulnerable to bias and harder to replicate. Both types of
research are needed (Morgan, 2018).

For that reason, some studies now use both methods, which provides
richer, but also more verifiable, details. For example, one study compared
the very old (over age 90) and their children (age 51–75) (Scelzo et al.,
2018). Research compared scores on various measures of psychological
and physical health and reported the numbers. Generally, the very old
were in poorer physical shape but better psychological health than the
merely old.

This study also reported qualitative data. For example, one man over age
90 said:

I lost my beloved wife only a month ago and I am very sad for this. We were
married for 70 years. I was close to her during all her illness and I have felt
very empty after her loss. But thanks to my sons I am now recovering and
feeling much better. I have 4 children, 10 grandchildren, and 9 great-
grandchildren. I have fought all my life and I am always ready for changes.
I think changes bring life and give chances to grow. I have had a heart
condition for which I have undergone surgery but I am now okay. I have
also had two very serious car accidents and I have risked losing my life. But
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I am still here!! I am always thinking for the best. There is always a solution
in life. This is what my father had taught me: to always face difficulties and
hope for the best. I am always active. I do not know what stress is. Life is
what it is and must be faced…. I feel younger now than when I was young!

[Scelzo et al., 2018, p. 33]

Ideally, qualitative research illustrates quantitative research, as was true in
this study. This man is in poor physical health (heart condition) but good
psychological health (much hope, no stress). As you see, any one study,
with any one method, benefits from other studies and methods.

Ethics
The most important challenge for all scientists is to follow ethical
standards. Each professional society involved in research of human
development has a code of ethics (a set of moral principles). Most colleges
and hospitals have an Institutional Review Board (IRB), a group that
permits only research that follows certain guidelines set by the federal
government.

Although IRBs often slow down scientific study, some research conducted
before they were established was clearly unethical, especially when the
participants were children, members of minority groups, prisoners, or
animals. Even with IRBs, serious ethical dilemmas remain, particularly
when research occurs in developing nations (Leiter & Herman, 2015).

Ebola
Many ethical dilemmas arose in the 2014–2015 West African Ebola
epidemic (Rothstein, 2015; Gillon, 2015). Among them:
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Is it fair to use vaccines whose safety is unproven when such proof
would take months?
What kind of informed consent is needed to avoid both false hope and
false fears?
Is it justified to keep relatives away from people who have Ebola,
even though social isolation might harm patients and their families?
Is justice served by a health care system that is inadequate in some
countries and high-tech in others?

 Especially for Future Researchers and Science Writers: Do any ethical
guidelines apply when an author writes about the experiences of family
members, friends, or research participants? (see response, page 30)

Medicine tends to focus on individuals, ignoring the customs and systems
that make some people more vulnerable. One observer noted:

When people from the United States and Europe working in West Africa
have developed Ebola, time and again the first thing they wanted to take
was not an experimental drug. It was an airplane that would cart them home.

[Cohen, 2014, p. 911]

A systemic understanding of the Ebola crisis has led to an effort to
establish secure, biocontainment laboratories in many nations, in order to
quickly recognize deadly diseases (Le Duc & Yuan, 2018).

Public health doctors note that the political and economic cooperation
necessary for world health tends to respond only when a crisis is
immediate: A life-span perspective is needed. Developmental scientists
need to bring their expertise to international research, with a longitudinal,
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multicultural, multidirectional perspective — and understanding of
plasticity.

Risky Shot?     Most vaccines undergo years of testing before they are used on
people, but vaccines protecting against Ebola were not ready until the 2014 West
African epidemic finally waned after 11,000 deaths. Thus, the effectiveness of
Ebola vaccines is unknown. However, when deadly Ebola surfaced again in the
Democratic Republic of Congo in 2018, public health doctors did not wait for
longitudinal data. Here Dr. Mwamba, a representative of Congo’s Expanded
Program on Immunization, receives the vaccine. He hopes that it will protect him
and thousands of other Congolese. We will know by 2021 if the vaccine halted an
new epidemic.

But before coasting on that optimism, remember that everyone has strong
opinions that they expect research to confirm. Scientists might try
(sometimes without noticing it) to achieve the results they want while
maintaining national and cultural values. As one team explains:

Our job as scientists is to discover truths about the world. We generate
hypotheses, collect data, and examine whether or not the data are consistent
with those hypotheses…. [but we] often lose sight of this goal, yielding to
pressure to do whatever is justifiable to compile a set of studies we can
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publish. This is not driven by a willingness to deceive but by the self-
serving interpretation of ambiguity …

[Simmons et al., 2011, pp. 1359, 1365]

Obviously, collaboration, replication, and transparency are essential
ethical safeguards. Hundreds of questions regarding human development
need answers, and researchers have yet to find them. That is the most
important ethical mandate of all. For instance:

Do we know enough about prenatal drugs to protect every fetus?
Do we know enough about world poverty to enable everyone to be
healthy?
Do we know enough about transgender children, or single
parenthood, or divorce, or same-sex marriages to ensure optimal
development?
Do we know enough about dying to enable everyone to die with
dignity?

The answers to these questions are NO, NO, NO, and NO.

Scientists and funders tend to avoid questions that might produce
unwanted answers. People have strong opinions about drugs, income,
families, and death (the four questions above) that may conflict with
scientific findings and conclusions. Religion, politics, and customs shape
scientific research, sometimes stopping investigation before it begins.
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VIDEO ACTIVITY: Eugenics and the “Feebleminded”: A Shameful History
illustrates what can happen when scientists fail to follow a code of ethics.

In one final example, consider gun legislation. In 1996, the U.S. Congress,
in allocating funds for the Centers for Disease Control, passed a law
stating that “None of the funds made available for injury prevention and
control at the Centers for Disease Control and Prevention may be used to
advocate or promote gun control.” This has stopped some research on the
most common means of suicide in the United States, or the most used
weapons in homicides, because it might — or might not — be used to
advocate gun control.

As two highly respected scientists explain:

There is only very sparse scientific evidence [regarding] … which policies
will be effective…. Even the seemingly popular view that violent crime
would be reduced by laws prohibiting the purchase or possession of guns by
individuals with mental illness was deemed to have only moderate
supporting evidence.

[Leshner & Dzau, 2018, p. 1195]

It may be unfair to blame Congress or focus on guns. Indeed, there are
unanswered questions about almost every aspect of human development.
Even worse are the “unknown unknowns,” the topics that we think we
understand but do not or the hypotheses that have not yet occurred to
anyone because human thinking is limited by culture and context.

THINK CRITICALLY: Can you think of an additional question that
researchers should answer?
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The next cohort of developmental scientists will build on what is known,
mindful of what needs to be explored, raising questions that no one has
asked before. Remember that the goal is to help everyone fulfill their
potential. The next 24 chapters are a beginning.

WHAT HAVE YOU LEARNED?

1. Why does correlation not prove causation?

2. What are the advantages and disadvantages of quantitative research?

3. What are the advantages and disadvantages of qualitative research?

4. What is the role of the IRB?

5. Why might a political leader avoid funding developmental research?

6. What questions about human development remain to be answered?
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Chapter 1 Review

SUMMARY

Understanding How and Why

1. The study of human development is a science that seeks to
understand how people change or remain the same over time. As a
science, it begins with questions and hypotheses and then gathers
empirical data.

2. Replication confirms, modifies, or refutes conclusions, which are
not considered solid until they are confirmed by several studies. A
replication crisis has strengthened the science of human
development.

3. The universality of human development and the uniqueness of each
individual’s development are evident in both nature (the genes) and
nurture (the environment); no person is quite like another. Nature
and nurture always interact, and each human characteristic is
affected by that interaction.

4. Differential susceptibility is evident when we study nature and
nurture. Each person’s genes and experiences affect his or her
vulnerability to developmental change, for better or worse. Asthma
is an example.

The Life-Span Perspective

5. The assumption that growth is linear has been replaced by the
realization that both continuity and discontinuity are part of every
life. Developmental gains and losses are apparent lifelong.

6. Time is a crucial variable. Everyone changes with age. Critical
periods are times when something must occur for normal



186

development; sensitive periods are times when a particular kind of
development occurs most easily.

7. Development occurs within many contexts and cultures, as Urie
Bronfenbrenner’s ecological-systems approach emphasizes. Each
person is situated within larger systems of family, school,
community, and culture.

8. Each cohort is influenced by the innovations and events of their
historical period, and each person is affected by their
socioeconomic status (SES), with affects of both cohort and SES
varying depending on the age and circumstances of the person.

9. Culture, ethnicity, and race are social constructions, concepts
created by society. Culture includes beliefs and patterns; ethnicity
refers to ancestral heritage. Race is also a social construction,
sometimes mistakenly thought to be biological.

10. Humans have many ways to think or act, influenced by age,
gender, and culture. Developmentalists try to avoid the difference-
equals-deficit error. A multidisciplinary, dynamic-systems
approach is needed because each person develops in many ways —
biosocially, cognitively, and psychosocially — simultaneously.

11. Throughout life, human development is plastic. Brains and
behaviors are molded by experiences. Cultures also adjust to social
needs.

Using the Scientific Method

12. Commonly used research methods are observation, experiments,
and surveys. Each can provide insight, yet each is limited.
Replication, or using other methods to examine the same topic, is
needed. Meta-analyses summarize conclusions of many studies.

13. Developmentalists study change over time, often with cross-
sectional and longitudinal research. Cross-sequential research,
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which combines the other two methods, attempts to avoid the
pitfalls of cross-sectional and longitudinal studies.

Cautions and Challenges from Science

14. A correlation is a statistic that indicates that two variables are
connected, both increasing in tandem or in opposite directions.
Correlation does not prove cause. Even when it seems logical that
one variable causes the other to occur, the cause may be in the
opposite direction, or a correlation between two variables may
occur because of a third variable.

15. Quantitative research provides numerical data. This makes it best
for comparing contexts and cultures via verified statistics. By
contrast, more nuanced data come from qualitative research, which
reports on individual lives. Both are useful.

16. Ethical behavior is crucial in all of the sciences. Results must be
fairly gathered, reported, and interpreted. Participants must be
informed and protected.

17. The most important ethical question is whether scientists are
designing, conducting, analyzing, publishing, and applying the
research that is most critically needed. This does not always occur:
The next cohort of developmental scholars will add to our
scientific knowledge.

KEY TERMS

science of human development
scientific method
hypothesis
empirical evidence
replication
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nature
nurture
differential susceptibility
life-span perspective
critical period
sensitive period
ecological-systems approach
microsystem
exosystem
macrosystem
chronosystem
mesosystem
cohort
socioeconomic status (SES)
culture
social construction
difference-equals-deficit error
ethnic group
race
intersectionality
plasticity
dynamic-systems approach
scientific observation
experiment
independent variable
dependent variable
survey
meta-analysis
cross-sectional research
longitudinal research
cross-sequential research
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correlation
quantitative research
qualitative research

APPLICATIONS

1. It is said that culture is pervasive but that people are unaware of it. List
30 things you did today that you might have done differently in another
culture. Begin with how and where you woke up.

2. How would your life be different if your parents were much higher or
lower in SES than they are? Consider all three domains.

3. A longitudinal case study can be insightful but is also limited in
generality. Interview one of your older relatives, and explain what
aspects of his or her childhood are unique, what might be relevant for
everyone of their cohort, and what might be relevant today.

Especially For ANSWERS

Response for Nurses (from p. 20) Experiments are the only way to
determine cause-and-effect relationships. If we want to be sure that a new
drug or treatment is safe and effective, an experiment must be conducted to
establish that the drug or treatment improves health.

Response for Future Researchers (from p. 24) There is no best method for
collecting data. The method used depends on many factors, such as the age
of participants (infants can’t complete questionnaires), the question being
researched, and the time frame.

Response for Future Researchers and Science Writers (from p. 27) Yes.
Anyone you write about must give consent and be fully informed about your
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intentions. They can be identified by name only if they give permission. For
example, family members gave permission before anecdotes about them
were included in this text. My nephew David read the first draft of his story
(see pages 16–17) and is proud to have his experiences used to teach others.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 16) Surveys rarely ask children their
opinions, and the youngest cohort on this graph did not reach adulthood until
about 2005.

Answer to Observation Quiz (from p. 23) Of course, much changed and
much did not change, but evident in the photos is continuity in Sarah-Maria’s
happy smile and discontinuity in her hairstyle (which shows dramatic age
and cohort changes).

VISUALIZING DEVELOPMENT

Diverse Complexities
It is often repeated that “the United States is becoming more diverse,” a phrase
that usually refers only to ethnic diversity and not to economic and religious
diversity (which are also increasing and merit attention). From a developmental
perspective, two other diversities are also important — age and region, as shown
below. What are the implications for schools, colleges, employment, health care,
and nursing homes in the notable differences in the ages of people of various
groups? And are attitudes about immigration, or segregation, or multiracial
identity affected by the ethnicity of one’s neighbors?
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Description
A graph plots the Changing ethnic makeup of the United States. The population of
European Americans under age 5 to 49 years is nearly 12.5 million, from 50 to 60
years is around 15 million, and declines gradually to below 2.5 million after 85 to 89
years age group. The population of Hispanic Americans is 5 million under age 5,
which gradually declines with an increase in age. The population reaches to around
2.5 million by the age group 50 to 54 years. The population of African Americans is
around 2.5 million between the age groups under 5 years and 55 to 59 years, then
declines below 1 million after 75 years. Native American/ Hawaiian population is
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close to 1 million between the age groups under 5 years and 55 to 59 years. The
population then dwindles to below 100,000 by 90 to 94 years. The population of
Asian Americans is close to 100,000 between the age groups under 5 years and 70 to
74 years, and that of Multiethnic is close to 250,000 between the same age group.

A subheading reads, Regional Differences in Ethnicity across the United States. The
following text reads, In the United States, there are regional as well as age differences
in ethnicity. This map shows which counties have an ethnic population greater than
the national average. Counties where more than one ethnicity or race is greater than
the national average are shown as multiethnic. Areas for which data are unavailable
are left unshaded.

The U. S. map shows that the Northeast and Mid-Atlantic States and the eastern part
of the Midwest region have a majority of European Americans. Several counties in
the Northwest, Southwest, and Southeast United States also have a majority of
European Americans. The eastern part of the Southwest region and some counties in
the Northwest and Southeast regions show Hispanic Americans as the major ethnic
group. African American is the major ethnic group in the counties in the Southeast
region of the United States. A few counties in the Mid-Atlantic and Midwest regions
also have a majority of African Americans. The northern counties of Maine and
several counties in the Midwest, Northwest, Southwest, and West regions have a
majority of Native Americans. Pacific Islander is the major ethnic group in a few
counties in the Mid-Atlantic, Midwest, and Northwest regions. The population of
Asian Americans is greater than the national average in some of the counties in the
Mid-Atlantic, Midwest, and Southwest regions. There is a strong presence of
multiethnic groups in most of the counties in the West, in the western part of
Northwest, and the central part of the Southwest region. Several counties in the
Southeast and Midwest regions also show multiethnic groups as the majority. Hawaii
and the northern and southern parts of Alaska have a multiethnic majority. The
central region of Alaska has a majority of Native Americans.
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Chapter 2 Theories
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✦ Grand Theories
What Theories Are
Psychodynamic Theory: Freud and Erikson
Behaviorism: Conditioning and Learning
Cognitive Theory: Piaget and Information Processing
A VIEW FROM SCIENCE: Walk a Mile
INSIDE THE BRAIN: Measuring Mental Activity

✦ Newer Theories
Sociocultural Theory: Vygotsky and Beyond
Evolutionary Theory

✦ What Theories Contribute
OPPOSING PERSPECTIVES: Toilet Training — How and When?

✦ VISUALIZING DEVELOPMENT: Highlights of the Science of
Human Development

What Will You Know?

1. Do childhood experiences affect adults?
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2. Would you be a different person if you grew up in another place or
century?

3. Why do we need so many theories?

Linda (not her real name) has been my friend since 2002, when she was
single and childless. She swore me to secrecy about her exciting romance
with a man we both idealized. She thought our other friends would gossip
and criticize them both. A year later she was furious at him for lying to
her. No one, including the man himself, knew that I knew.

Happily, Linda soon became involved with another man, Mike, who was
honestly devoted to her. I liked him, but Linda wanted a husband and a
baby and she worried that Mike was afraid of commitment: He had no
steady job, and he feared marriage because his parents’ marriage was
unhappy. Mike and Linda were together for a year. Then Linda said,
“Marry me or leave.”

In all this, Linda was following her own theories. My role was to be a
friend — someone who listened. I kept my opinions and theories quiet,
although I thought her ultimatum to Mike was harsh. It turned out well:
He found a steady job; I was part of their large church wedding.

Two years later, Linda became pregnant and my role changed from friend
to expert. She asked me about nutrition, c-sections, mothers-in-law,
breast-feeding, postpartum depression, hired caregivers, and more. I
happily answered; she made good decisions. Her marriage and daughter
thrived; I was proud of both of us.
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But when her daughter, Mya, was 1 year old, Linda asked about sleep
training. Should Mya go to sleep in her arms? Should Linda let Mya cry
herself to sleep?

When Mya had a cold, both parents responded immediately to their
congested, unhappy daughter. When the cold was gone, Mya’s demanding
cries continued every few hours all night long. Linda was exhausted but
feared that if she did not respond, Mya would be traumatized and Mike
would awaken, tend to the baby, and resent his wife.

Linda was asking me to choose between two opposing grand theories.
This chapter describes those two, and three others. At the end of this
chapter, you will read how Linda managed to get everyone in the family to
sleep in peace.
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Grand Theories
In the first half of the twentieth century, two opposing theories — psychodynamic and

behaviorism — dominated psychology, each with extensive applications to human
development from birth to death. In about 1960, a third theory — cognitive — arose, and
it, too, was applied to the entire life span.

These three are called “grand theories” because they are comprehensive, enduring, and far-
reaching. But before describing them, we must explain why we need theories.

The Test of Time     Grand theories have endured for decades and still guide contemporary scientists.

What Theories Are
A developmental theory is a comprehensive statement of general principles that provides
a framework for understanding how and why people change as they grow older. Theories
organize scattered facts and confusing observations into patterns, weaving the details into a
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meaningful whole. A developmental theory is more than a hunch or a hypothesis; it has
emerged from data, survived analysis, led to experiments, and raised new questions.

developmental theory
A group of ideas, assumptions, and generalizations that interpret and illuminate the thousands of observations
that have been made about human growth.

To be more specific:

Theories produce hypotheses.
Theories generate discoveries.
Theories offer practical guidance.

Sometimes people say dismissively, “that’s just a theory,” as if theories were disconnected
from facts. However, facts — accepted as true — are crucial for every good theory. When
scientists imagine a world without facts, “a world of ignorance where many possibilities
seem equally likely…. [with] unreliable conclusions…. [and] shoddy evidence,” they
confirm that science must collect empirical facts (Step 3 of the scientific method) (Berg,
2018, p. 379).

Step 3 is the pivot, but notice that it is in the middle of the five steps. Scientists begin with
a question and then a hypothesis (Steps 1 and 2), which often arises from a theory, and then
collect facts to be analyzed, interpreted, and shared with other scientists (Steps 4 and 5),
which again relates to a theory.

As Kurt Lewin (1945) once quipped, “Nothing is as practical as a good theory.” Like many
other scientists, he knew that theories help analysis and move us toward understanding.

For example, imagine trying to build a house without a design. You might have all the raw
materials — the bricks, the wood, the nails. But without tools and a plan you could not
proceed. Science provides the tools; theories provide the plan.

Of course, every theory is limited by when and where it arose. Each of the three grand
theories began with a man in Europe more than a century ago (Freud, Pavlov, Piaget).
These theories have inspired thousands of scientists to revise, refute, and then restructure
them, and each has led to newer, better theories (Erikson, Skinner, information processing).
That ongoing process is evidence that these grand theories are still useful, which is why we
begin with them.
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Psychodynamic Theory: Freud and Erikson
Inner drives, deep motives, and unconscious needs rooted in childhood — especially the
first six years — are the focus of the first grand theory. These unconscious forces are
thought to influence every aspect of thinking and behavior, from the smallest details of
daily life to the crucial choices of a lifetime.

Freud’s Ideas
Sigmund Freud (1856–1939) was an Austrian physician who treated patients with mental
illness. He listened to their remembered dreams and to their uncensored streams of
thought. From that, he constructed an elaborate, multifaceted theory.

According to Freud, development in the first six years of life occurs in three stages. His
theory is sometimes called a theory of psychosexual development, because each stage is
characterized by sexual interest and pleasure arising from a particular part of the body.

Freud at Work     In addition to being the world’s first psychoanalyst, Sigmund Freud was a prolific
writer. His many papers and case histories, primarily descriptions of his patients’ symptoms and sexual
urges, helped make the psychoanalytic perspective a dominant force for much of the twentieth century.

In infancy, the erotic body part is the mouth (the oral stage); in early childhood, it is the
anus (the anal stage); in the preschool years, it is the penis (the phallic stage), a source of
pride and fear among boys and a reason for sorrow and envy among girls. After a quiet,
nonsexual period (latency), the genital stage arrives at puberty, lasting throughout
adulthood. (Table 2.1 describes the stages in Freud’s theory.)

TABLE 2.1 Comparison of Freud’s Psychosexual and Erikson’s



200

Psychosocial Stages

Approximate Age Freud (psychosexual) Erikson (psychosocial)

Birth to 1 year Oral Stage
The lips, tongue, and gums are the focus of
pleasurable sensations in the baby’s body;
sucking and feeding are the most stimulating
activities.

Trust vs. Mistrust
Babies either trust that others will satisfy
their basic needs, including nourishment,
warmth, cleanliness, and physical contact,
OR develop mistrust about the care of others.

1–3 years Anal Stage
The anus is the focus of pleasurable sensations
in the baby’s body, and toilet training is the
most important activity.

Autonomy vs. Shame and Doubt
Children either become self-sufficient in
many activities, including toileting, feeding,
walking, exploring, and talking, OR doubt
their own abilities.

3–6 years Phallic Stage
The phallus, or penis, is the most important
body part, and pleasure is derived from genital
stimulation. Boys are proud of their penises;
girls wonder why they don’t have them.

Initiative vs. Guilt
Children either try to undertake many
adultlike activities OR internalize the limits
and prohibitions set by parents. They feel
either adventurous OR guilty.

6–11 years Latency
Not really a stage, latency is an interlude.
Sexual needs are quiet; psychic energy flows
into sports, school work, and friendship.

Industry vs. Inferiority
Children busily practice and then master new
skills OR feel inferior, unable to do anything
well.

Adolescence Genital Stage
The genitals are the focus of pleasurable
sensations, and the young person seeks sexual
stimulation and satisfaction in heterosexual
relationships.

Identity vs. Role Confusion
Adolescents ask themselves “Who am I?”
They establish sexual, political, religious, and
vocational identities OR are confused about
their roles.

Adulthood Freud believed that the genital stage lasts
throughout adulthood. He also said that the
goal of a healthy life is “to love and to work.”

Intimacy vs. Isolation
Young adults seek companionship and love
OR become isolated from others, fearing
rejection.
Generativity vs. Stagnation
Middle-aged adults contribute to future
generations through work, creative activities,
and parenthood OR they stagnate.
Integrity vs. Despair
Older adults try to make sense of their lives,
either seeing life as a meaningful whole OR
despairing at goals never reached.

One of Freud’s most influential ideas was that each stage includes its own struggles.
Conflict occurs, for instance, when parents wean their babies (oral stage), toilet-train their
toddlers (anal stage), deflect the sexual curiosity and fantasies of their 5-year-olds (phallic
stage), and limit the sexual interests of adolescents (genital stage). Freud thought that the
experiences surrounding these conflicts determine adult personality.

Freud did not believe that new stages occurred after puberty; rather, he believed that adult
personalities and habits were influenced by unconscious memories of childhood
experiences. Unconscious conflicts rooted in early life are evident in adulthood — for
instance, in smoking cigarettes (oral) or cleaning house (anal) or falling in love with a
much older partner (phallic).
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Erikson’s Ideas
Many of Freud’s followers became famous theorists themselves — Carl Jung, Alfred
Adler, and Karen Horney among them. They agreed with Freud that early-childhood
emotions affect everyone, often unconsciously, but they also expanded and modified
Freud’s ideas.

For scholars in human development, one neo-Freudian, Erik Erikson (1902–1994), is
particularly insightful. He proposed a comprehensive developmental theory of the entire
life span. [Life-Span Link: Each of Erikson’s stages is described in detail in the relevant
psychosocial chapter — Chapters 7, 10, 13, 16, 19, 22, and 25.]

A Legendary Couple     In his first 30 years, Erikson never fit into a particular local community, since he
frequently changed nations, schools, and professions. Then he met Joan. In their first five decades of marriage, they
raised a family and wrote several books. If Erikson had published his theory at age 73 (when this photograph was
taken) instead of in his 40s, would he still have described life as a series of crises?

Erikson emphasized the social contexts of development; his theory is called psychosocial.
He understood that the people — family, friends, and the larger community — who nurture
each person are crucial for that person’s development. Those people follow the norms of
their culture in raising their children. Erikson was intrigued by Native American child
rearing, for instance.

Erikson described eight developmental stages, each characterized by a particular challenge,
or developmental crisis (summarized in Table 2.1). Typically, development at each stage
leads to neither extreme but to something in between.
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 Especially for Teachers: Your kindergartners are talkative and always moving. They almost
never sit quietly and listen to you. What would Erik Erikson recommend? (see response, page 57)

For example, in the fifth stage (intimacy versus isolation), young adults seek closeness
with another person — a socially recognized commitment such as marriage that involves
emotional, practical, and sexual intimacy. The opposite would be people who always keep
to themselves, trusting no one, never sharing, unable to commit to another person.

In actuality, of course, it is rare for a romance to be totally open and intimate for years. The
other extreme is also rare: Very few people keep to themselves all the time. What Erikson
recognized is that the prime emotional need for young adults is to connect with other
people — a drive that is far stronger than it was earlier or will be in later stages. Intimacy
is not always totally achieved.

In two crucial aspects, Erikson’s theory diverges from Freud’s:

1. Erikson’s stages emphasized family and culture, not sexual urges.
2. Erikson recognized that development continues lifelong, with three stages after

adolescence.

Behaviorism: Conditioning and Learning
The comprehensive theory that dominated psychology in the United States for most of the
twentieth century was behaviorism. This theory began in Russia, with Pavlov (1849–
1936), who first described conditioning.

behaviorism
A grand theory of human development that studies observable behavior. Behaviorism is also called learning
theory because it describes the laws and processes by which behavior is learned.

Classical Conditioning
In the first years of the twentieth century, Ivan Pavlov performed hundreds of experiments
to examine the link between something that affected a living creature (such as a sight, a
sound, a touch) and the reaction of that creature. Technically, he was interested in how a
stimulus effects a response.

This began with Pavlov’s medical research on salivation. He noticed that the dogs in his
research drooled (response) not only at the smell of food (stimulus) but also, eventually, at



203

the sound of the footsteps of the people bringing food. This observation led him to perform
a famous experiment: He conditioned dogs to salivate (response) when hearing a particular
noise (stimulus).

A Contemporary of Freud     Ivan Pavlov was a physiologist who received the Nobel Prize in 1904 for his
research on digestive processes. It was this line of study that led to his discovery of classical conditioning, when his
research on dog saliva led to insight about learning.

 Observation Quiz: How is Pavlov similar to Freud in appearance, and how do both look
different from the other theorists pictured? (see answer, page 57) 

Pavlov began by sounding a tone just before presenting food. After a number of repetitions
of the tone-then-food sequence, dogs began salivating at the sound even when there was no
food. This simple experiment demonstrated classical conditioning (also called respondent
conditioning).

classical conditioning
The learning process in which a meaningful stimulus (such as the smell of food to a hungry animal) is
connected with a neutral stimulus (such as the sound of a tone) that had no special meaning before
conditioning. (Also called respondent conditioning.)



204

In classical conditioning, a person or animal learns to associate a neutral stimulus with a
meaningful one, gradually responding to the neutral stimulus in the same way as to the
meaningful one.

In Pavlov’s original experiment, the dog associated the tone (the neutral stimulus) with
food (the meaningful stimulus) and eventually responded to the tone as if it were the food
itself. The conditioned response to the tone (no longer neutral but now a conditioned
stimulus) was evidence that learning had occurred.

Behaviorists see dozens of examples of classical conditioning in humans. Infants learn to
smile at their parents because they associate them with food and play; toddlers become
afraid of busy streets if the noise of traffic repeatedly frightens them; students enjoy — or
fear — school, depending on what happened in kindergarten.

One application of this theory regards substance use disorder (SUD). Of course, some
reasons for addiction are biological — the body depends on the specific ingredients of the
drug. But addiction is also a product of learning. The neutral objects that accompany drug
use — the shape of the glass, the picture on the package, the line of the powder — become
meaningful, triggering craving.

Behaviorists notice many reactions linked to stimuli that once were neutral. Think of how
some people react to a bumblebee, or a baby’s cry, or a final exam, or a police car in the
rearview mirror. Such reactions are learned. An announcement about a future exam makes
some students get chills — as no young child would. Many students, taking an exam, find
that the stress makes them forget what they know — again, a conditioned response from
past learning.

Behaviorism in the United States
Pavlov’s ideas seemed to bypass most Western European developmentalists but were
welcomed in the United States, since many North American scientists disputed Freud’s
emphasis on the unconscious.
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An Early Behaviorist     John Watson was an early proponent of learning theory. His ideas are still influential and
controversial today.

The first of three famous Americans who championed behaviorism was John B. Watson
(1878–1958). He argued that if psychology was to be a true science, psychologists should
examine only what they could see and measure, not invisible impulses. In his words:

Why don’t we make what we can observe the real field of psychology? Let us limit ourselves
to things that can be observed, and formulate laws concerning only those things…. We can
observe behavior — what the organism does or says.

[Watson, 1924/1998, p. 6]

According to Watson, everything is learned. He wrote:

Give me a dozen healthy infants, well-formed, and my own specified world to bring them up
in and I’ll guarantee to take any one at random and train him to become any type of specialist I
might select — doctor, lawyer, artist, merchant-chief, and yes, even beggar-man and thief,
regardless of his talents, penchants, tendencies, abilities, vocations, and race of his ancestors.

[Watson, 1924/1998, p. 82]
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Other North American psychologists agreed. They developed behaviorism to study
observable behavior, objectively and scientifically. For living creatures at every age, they
believe that behavior follows natural laws.

They seek to uncover those laws, experimenting with mice, dogs, and birds, because they
believe that all learning follows the same laws. For behaviorists, everything that people do
and feel is learned, step by step, via conditioning.

For example, newborns need to learn to suck on a nipple; infants learn to smile at a
caregiver; preschoolers learn to hold hands when crossing the street. Such learning is
conditioned and generalized to other situations and stimuli.

Once they are conditioned to suck on nipples for nourishment, children suck lollipops, and
adults suck on cigars. Similarly, I still grab my adult children’s hands when we cross the
street. They say, “Mom, I know how to avoid cars now.” I have been conditioned to help
them cross. They have been conditioned to feel joy when they see me but to resist my
impulse to restrict their independence.

Behaviorists believe that development occurs not in stages but bit by bit. A person learns
to talk, read, socialize, and even love — one tiny step at a time.

Operant Conditioning
The most influential North American proponent of behaviorism was B. F. Skinner (1904–
1990). Skinner agreed with Watson that psychology should focus on observable behavior.
He did not dispute Pavlov’s classical conditioning, but, as a good scientist, he built on
Pavlov’s conclusions.

Skinner’s most famous contribution was to recognize another type of conditioning —
operant conditioning (also called instrumental conditioning) — in which animals
(including people) act and then something follows that action.

operant conditioning
The learning process by which a particular action is followed by something desired (which makes the person
or animal more likely to repeat the action) or by something unwanted (which makes the action less likely to be
repeated). (Also called instrumental conditioning.)
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In other words, Skinner went beyond learning by association, in which one stimulus is
paired with another stimulus (in Pavlov’s experiment, the tone with the food). He focused
instead on what happens after the response. If the consequence that follows is enjoyable,
the creature (any living thing — a bird, a mouse, a child) tends to repeat the behavior; if
the consequence is unpleasant, the creature does not do that action again.

Rats, Pigeons, and People     B. F. Skinner is best known for his experiments with rats and pigeons, but he also
applied his knowledge to human behavior. For his daughter, he designed a glass-enclosed crib in which temperature,
humidity, and perceptual stimulation could be controlled to make her time in the crib enjoyable and educational. He
encouraged her first attempts to talk by smiling and responding with words, affection, or other positive
reinforcement.

This learning process is called reinforcement (Skinner, 1953). According to behaviorism,
almost all of our daily behavior, from saying “Good morning” to earning a paycheck, is the
result of past reinforcement.

reinforcement
When a behavior is followed by something desired, such as food for a hungry animal or a welcoming smile for
a lonely person.

Pleasant consequences are reinforcers. Behaviorists do not like to call them rewards
because what some people consider a reward may actually be a punishment, an unpleasant
consequence. For instance, a teacher might reward good behavior by giving the class extra
recess time, but some children hate recess. Then recess is not a reinforcer.
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The opposite is true as well: Something thought to be a punishment may actually be a
reinforcement. For example, parents “punish” their children by withholding dessert. But a
particular child might dislike the dessert, so being deprived of it is no punishment. The
crucial question is “what works as a reinforcement or punishment for that individual?”

The answer varies by age. For instance, adolescents find risk and excitement particularly
reinforcing and consider punishments much less painful than adults do. That was one
conclusion of a study of violent teenagers: For them, the thrill of breaking the law was
reinforcing, outweighing the possible pain of getting caught (Shulman et al., 2017).

Consider a common practice in some schools, punishing children by suspending them.
Most children who are suspended once are suspended again, and those children who are
repeatedly suspended are more likely to be boys, to be African American, and/or to have
special educational needs.

Those statistics raise a troubling question: Is suspension a punishment or reinforcement for
those children? Might suspension be reinforcing for the teachers, who temporarily are rid
of a misbehaving child (Tajalli & Garba, 2014; Shah, 2011)?

Children who are suspended from school are more likely to be imprisoned years later, the
infamous school-to-prison pipeline (Barnes & Motz, 2018). That is a correlation; it does
not prove that suspension causes later prison. [Life-Span Link: See the discussion of
correlation and causation in Chapter 1.] But behaviorists suggest that it might (Mallett,
2016).

Remember, behaviorists focus on the effect that a consequence has on future behavior, not
whether it is intended to be a reward or a punishment. Children who misbehave again and
again have been reinforced, not punished, for their actions, perhaps by their parents or
teachers, perhaps by their friends, perhaps by themselves.

VIDEO ACTIVITY: Modeling: Learning by Observation features the original footage of Albert
Bandura’s famous experiment.
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Social Learning
At first, behaviorists thought all behavior arose from a chain of learned responses, the
direct result of (1) the association between one stimulus and another (classical
conditioning) or (2) past reinforcement (operant conditioning). Thousands of experiments
inspired by learning theory have demonstrated that both classical conditioning and operant
conditioning occur in everyday life. We are all conditioned to react as we do.

However, people at every age are social and active, not just reactive. Instead of responding
merely to their own conditioning, “people act on the environment. They create it, preserve
it, transform it, and even destroy it … [in] a socially embedded interplay” (Bandura, 2006,
p. 167).

That social interplay is the foundation of social learning theory (see Table 2.2), which
holds that humans sometimes learn without personal reinforcement. This learning often
occurs through modeling, when people copy what they see others do (also called
observational learning) (Bandura, 1986, 1997).

social learning theory
An extension of behaviorism that emphasizes the influence that other people have over a person’s behavior.
Even without specific reinforcement, every individual learns many things through observation and imitation of
other people. (Also called observational learning.)
modeling
The central process of social learning, by which a person observes the actions of others and then copies them.

TABLE 2.2 Three Types of Learning

Behaviorism is also called learning theory because it emphasizes the learning process,
as shown here.

Type of
Learning

Learning
Process

Result

Classical
Conditioning

Learning occurs
through
association.

Neutral stimulus becomes conditioned
stimulus leading to a conditioned
response.

Operant
Conditioning

Learning occurs
through

Weak or rare responses become strong
and frequent — or, with punishment,
unwanted responses become extinct.
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reinforcement
and punishment.

Social
Learning

Learning occurs
through modeling
what others do.

Observed behaviors become copied
behaviors.

Modeling is not simple imitation: People copy only some actions, of some individuals, in
some contexts. They may do the opposite of what they observed. All that is social learning.

THINK CRITICALLY: Is your speech, hairstyle, or choice of shoes similar to those of your peers,
or someone famous? Why?

Generally, modeling is most likely when the observer is uncertain or inexperienced
(modeling is especially powerful in childhood) and when the model is admirable,
powerful, nurturing, or similar to the observer. Social learning occurs not only for behavior
(why do teenagers style their hair as they do?) but also for morals, which people may think
they decided for themselves but instead have been powerfully affected by other people
(Bandura, 2016).

Cognitive Theory: Piaget and Information
Processing
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Would You Talk to This Man?     Children loved talking to Jean Piaget, and he learned by listening carefully
— especially to their incorrect explanations, which no one had paid much attention to before. All his life,
Piaget was absorbed with studying the way children think. He called himself a “genetic epistemologist” — one
who studies how children gain knowledge about the world as they grow.

According to cognitive theory, thoughts and expectations profoundly affect attitudes,
values, emotions, and actions. This is obvious now, but it was not always so. Social
scientists describe a “cognitive revolution,” around 1980, when how and what people think
became important to understanding how and what people do.

This added to psychodynamic theory (which emphasized hidden impulses) and
behaviorism (which emphasized observed actions). Thoughts come between those
impulses and actions, and they are crucial.

cognitive theory
A grand theory of human development that focuses on changes in how people think over time. According to
this theory, our thoughts shape our attitudes, beliefs, and behaviors.

Piaget’s Stages of Development
Jean Piaget (1896–1980) transformed our understanding of cognition, leading some people
to consider him “the greatest developmental psychologist of all time” (Haidt, 2013, p. 6).
His academic training was in biology, with a focus on shellfish — a background that taught
him to look closely at small details.

Before Piaget, most scientists believed that babies could not yet think. But Piaget used
scientific observation with his own three infants. He took meticulous notes, finding the
infants to be curious and thoughtful, developing new concepts month by month.

Later he studied hundreds of schoolchildren. From this work emerged the central thesis of
cognitive theory: How children think changes with time and experience, and those thought
processes affect behavior. According to cognitive theory, to understand humans of any age,
one must understand what they are thinking.

Piaget maintained that cognitive development occurs in four age-related periods, or stages:
sensorimotor, preoperational, concrete operational, and formal operational (see Table
2.3). Each period fosters certain cognitive processes: Infants think via their senses;
preschoolers have language but not logic; school-age children have simple logic;
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adolescents and adults can use formal, abstract logic (Inhelder & Piaget, 1958/2013b;
Piaget, 1952/2011). [Life-Span Link: These stages are described in detail in Chapters 6, 9,
12, and 15.]

TABLE 2.3 Piaget’s Periods of Cognitive Development

Name of
Period

Characteristics of the Period Major Gains During the Period

Birth to 2
years

Sensorimotor Infants use senses and motor
abilities to understand the
world. Learning is active,
without reflection.

Infants learn that objects still exist when out of sight
(object permanence) and begin to think through
mental actions. (The sensorimotor period is
discussed in Chapter 6.)

2–6 years Preoperational Children think symbolically,
with language, yet children are
egocentric, perceiving from
their own perspective.

The imagination flourishes, and language becomes a
significant means of self-expression and social
influence. (The preoperational period is discussed in
Chapter 9.)

6–11
years

Concrete
operational

Children understand and apply
logic. Thinking is limited by
direct experience.

By applying logic, children grasp concepts of
conservation, number, classification, and many other
scientific ideas. (The concrete-operational period is
discussed in Chapter 12.)

12 years
through
adulthood

Formal
operational

Adolescents and adults use
abstract and hypothetical
concepts. They can use
analysis, not only emotion.

Ethics, politics, and social and moral issues become
fascinating as adolescents and adults use abstract,
theoretical reasoning. (The formal-operational
period is discussed in Chapter 15.)

Piaget found that, at every age, intellectual advancement occurs because humans seek
cognitive equilibrium — a state of mental balance. The easiest way to achieve this
balance is to interpret new experiences through the lens of preexisting ideas.

cognitive equilibrium
In cognitive theory, a state of mental balance in which people are not confused because they can use their
existing thought processes to understand current experiences and ideas.

For example, infants grab new objects in the same way that they grasp familiar objects.
Similarly, children’s concept of God as a loving — or punishing — parent depends on their
experience with their own parents. That is true universally, which is why people of many
faiths call themselves “a child of God” and pray to their heavenly Father, or respect
Mother Earth.

At every age, people interpret other people’s behavior by assuming that everyone thinks as
they themselves do. Once people get an idea, they usually stick to it — even when logic or
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facts say otherwise. Have you noticed how hard it is to convince anyone that they are
wrong?

However, a flood of unexpected experiences or questions may be jarring, disturbing one’s
simple thoughts. Then the person experiences cognitive disequilibrium, an imbalance that
creates confusion.

As Figure 2.1 illustrates, disequilibrium advances cognition if it leads to adaptive thinking.
Piaget describes two types of adaptation:

Assimilation: New experiences are reinterpreted to fit, or assimilate, into old ideas.
Accommodation: Old ideas are restructured to include, or accommodate, new
experiences.

assimilation
The reinterpretation of new experiences to fit into old ideas.
accommodation
The restructuring of old ideas to include new experiences.
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FIGURE 2.1

Challenge Me     Most of us, most of the time, prefer the comfort of our conventional conclusions. According to
Piaget, however, when new ideas disturb our thinking, we have an opportunity to expand our cognition with a
broader and deeper understanding.

Accommodation is more difficult than assimilation, but it advances thought. New concepts
are developed when old ones fail. In Piagetian terms, people construct ideas based on their
experiences; the idea of constructed knowledge implies that people build their cognition.
One purpose of college is to challenge students, helping them build a new worldview.
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Ideally, when two people disagree, adaptation is mutual. Think of a lovers’ quarrel. If both
parties listen to the other, they both accommodate. Then the quarrel strengthens their
relationship, and they reach a new, better equilibrium.

Information Processing
Piaget is credited with discovering that mental constructs affect behavior, an idea that is
now accepted by most social scientists. However, many think Piaget’s theories were
limited. Neuroscience and cross-cultural studies have extended our understanding of
cognition.

This is most evident in information-processing theory, a newer expression of cognitive
theory inspired by the input, programming, memory, and output of the computer. When
conceptualized in that way, thinking is affected by the synapses and neurons of the brain.
(See Inside the Brain.)

information-processing theory
A perspective that compares human thinking processes, by analogy, to computer analysis of data, including
sensory input, connections, stored memories, and output.

 INSIDE THE BRAIN

Measuring Mental Activity
A hundred years ago, people thought that emotions came from the heart. That’s why we still send hearts
on Valentine’s Day and why we speak of “broken hearts” or people who are “soft-hearted” or have
“hardened their hearts.”

But now we know that everything begins inside the brain. It is foolish to dismiss a sensation with “It’s
all in your head.” Of course it is in your head; everything is.

Until quite recently, the only way scientists estimated brains was to measure heads. Of course, measuring
produced some obvious discoveries — babies with shrunken brains (microcephaly) suffered severe
intellectual disability, and brains grew bigger as children matured.

Measuring also led to some obvious errors. In the nineteenth and early twentieth centuries, many
scientists believed the theory that bumps on the surface of the head reflected intelligence and character, a
theory known as phrenology. Psychiatrists would run their hands over a person’s skull to measure 27
traits, including spirituality, loyalty, and aggression.

Another discredited example was suggesting that women could never be professors because their brains
were too small (Swaab & Hofman, 1984).
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Within the past half-century, neuroscientists developed ways to use electrodes, magnets, light, and
computers to measure brain activity, not just brain size (see Table 2.4). Raised areas on the head and
head size (within limits) were proven irrelevant to intellectual processes. Researchers now study
cognitive processes between input and output. Some results are cited later. In this feature we describe
methods.

As you see from the table, measurement and interpretation of brain activity is still difficult, but newer
techniques are developing. Neuroscientists and developmentalists often disagree about the specific
meaning of various results.

Nonetheless, brain imaging has revealed many surprises. For example, fNIRS finds that the brains of
newborns are more active when they hear the language that their mother spoke when they were in the
womb than when they hear another language (May et al., 2011).

fMRI on adolescents has found that a fully grown brain is not always fully functioning: The prefrontal
cortex is not completely connected to the rest of the brain until about age 25.

Individual differences in brain development are intriguing. Some adolescents are much more cognitively
mature than others, as measured by their brains (Foulkes & Blakemore, 2018), and brain scans of new
mothers reveal that babies change their mothers’ brains (P. Kim et al., 2016).

All of the tools indicated in Table 2.4 have discovered brain plasticity and variations not imagined in
earlier decades. However, sensitive machines and advanced computer analysis are required for accurate
readings.

Changes in light absorption, or magnetism, or oxygenated blood flow in the brain are miniscule from
one moment to the next. Interpretation is complex.

Variations within and between people make it difficult to know what someone is thinking via brain
scans. Once again, this confirms the need for theory: Without an idea of what to look for, or what it
might mean, the millions of data points from all brain images might lead to the same trap as earlier
measurements of the skull — human bias.

TABLE 2.4 Some Techniques Used by Neuroscientists to Understand
Brain Function

EEG (electroencephalogram) ERP (event-related potential)
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The EEG measures electrical activity in the cortex. This
can differentiate active brains (beta brain waves — very
rapid, 12 to 30 per second) from sleeping brains (delta
waves — 1 to 3 per second) and brain states that are half-
awake, or dreaming. Complete lack of brain waves,
called flat-line, indicates brain death.

The amplitude and frequency of brain electrical activity
changes when a particular stimulus (called an event)
occurs. First, the ERP establishes the usual patterns, and
then researchers present a stimulus (such as a sound, an
image, a word) that causes a blip in electrical activity.
ERP indicates how quickly and extensively people react
— although this method requires many repetitions to
distinguish the response from the usual brain activity.

MRI (magnetic resonance imaging)

The water molecules in various parts of the brain each
have a magnetic current, and measuring that current
allows measurement of myelin, neurons, and fluid in the
brain.

fMRI (functional magnetic resonance imaging)

In advanced MRI, function is measured as more oxygen
is added to the blood flow when specific neurons are
activated. The presumption is that increased blood flow
means that the person is using that part of the brain. fMRI
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has revealed that several parts of the brain are active at
once — seeing something activates parts of the visual
cortex, but it also may activate other parts of
the brain far from the visual areas.

PET (positron emission tomography)

When a specific part of the brain is active, the blood
flows more rapidly in that part. If radioactive dye is
injected into the bloodstream and a person lies very still
within a scanner while seeing pictures or other stimuli,
changes in blood flow indicate thought. PET can reveal
the volume of neurotransmitters; the rise or fall of brain
oxygen, glucose, amino acids; and more. PET is almost
impossible to use with children (who cannot stay still)
and is very expensive with adults.

fNIRS (functional near-infrared spectroscopy)

This method also measures changes in blood flow. But, it
depends on light rather than magnetic charge and can be
done with children, who merely wear a special cap
connected to sensors and do not need to lie still in a noisy
machine (as they do for PET or fMRI). By measuring
how each area of the brain absorbs light, neuroscientists
infer activity of the brain (Ferrari & Quaresima, 2012).

DTI (diffusion tensor imaging)

DTI is another technique that builds on the MRI. It
measures the flow (diffusion) of water molecules within

For both practical and ethical reasons, it is difficult to
use these techniques on large, representative samples.
One of the challenges of neuroscience is to develop
methods that are harmless, quick, acceptable to parents
and babies, and comprehensive. A more immediate
challenge is to depict the data in ways that are easy to
interpret and understand.
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the brain, which shows connections between one area and
another. This is particularly interesting to
developmentalists because life experiences affect which
brain areas connect with which other ones. Thus, DTI is
increasingly being used by clinicians who want to
individualize treatment and monitor progress (Van Hecke
et al., 2016).

Information processing is “a framework characterizing a large number of research
programs” (Miller, 2011, p. 266). Instead of interpreting responses by infants and children,
as Piaget did, this cognitive theory focuses on the processes of thought — that is, when,
why, and how neurons fire before a response.

Brain Cells in Action     Neurons reach out to other neurons, shown here in an expansion microscopy photo that
was impossible even a decade ago. No wonder Piaget’s description of the four stages of cognition needs revision
from the information-processing perspective.

Brain activity is traced back to what activated those neurons. Information-processing
theorists examine stimuli and responses from the senses, body movements, hormones, and
organs, all of which affect thinking (Glenberg et al., 2013). These scientists believe that
details of cognitive processes shed light on what people think and know. We can
understand the product of the mind when we better understand how ideas originated.
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For example, we sometimes feel happy, or sad, or whatever. Our feelings affect how we
think about everything we experience. But until we consider the origins of those feelings
— the gut and brain connections that led to those emotions — we cannot fully understand
why people feel and think as they do (Damasio, 2018).

Hundreds of scientists focus on biomarkers (signs in the body), such as activity of the
parasympathetic and sympathetic nervous systems, or hormones in the bloodstream, or
heart rate, that reveal how thoughts affect actions (Buss et al., 2018).

With the aid of neuroscience and sensitive technology (see Inside the Brain), information-
processing research has overturned some of Piaget’s findings, as you will later read.
However, the basic tenet of cognitive theory is equally true for Piaget, neuroscience, and
information processing: Ideas matter.

Thus, how children interpret a hypothetical social situation, such as whether they anticipate
welcome or rejection, affects the quality of their actual friendships; how teenagers think
about heaven and hell influences their sexual activity; how adults view the proper role of
women affects whether or not they have sex, marry, become parents, divorce. For
everyone, ideas frame situations and affect actions (see A View from Science).

A VIEW FROM SCIENCE

Walk a Mile
The folk saying “walk a mile in my shoes,” memorialized in a song that asks if “I could be you and you
could be me for just an hour,” reflects the importance of social perspective-taking. When humans
understand the circumstances of each other’s lives, that might lead to more caring behavior because
according to cognitive theory, thoughts guide actions.

As you have read, the information-processing perspective encourages scientists to connect thinking,
behavior, and brain structures, not in stages but bit by bit. An international team of seven scientists did
just that, with 293 participants, aged 7 to 26 (Tamnes et al., 2018).

In that study, the main test of perspective-taking was a modification of the dictator task (Keysar et al.,
2000). In that task, the participants view objects in a display case that has 16 cubicles, 5 of which have
backs so that the contents are not seen by someone on the other side while the other 11 are open front
and back. A man on the other side (the dictator) supposedly tells the participant to move one of the
objects. (See Figure 2.2.)
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FIGURE 2.2

Do You See What I See?     If a man behind a set of shelves, some open and some closed, told you to move
the small hat or the big ball, what would you do? Probably you would move the mid-sized objects because
you would realize that he could not see what you see. Young children, however, might move the wrong
objects. (This illustration is more complex than the one in the experiment, to help you understand the
complications of perspective-taking.)

The objective of this perspective-taking challenge is for the participant to realize that the dictator cannot
see the objects in some of the boxes. For example, three of the cubicles hold balls — large, medium, and
small — but the dictator can see only the first two.

Thus, when the dictator commands “Move the small ball,” the participant must decide whether to move
the medium ball or the smallest ball. The correct answer would be the medium ball, because, from the
dictator’s restricted view, that ball is smallest.

Perspective-taking increases gradually with development. In this study, children (up to age 11) were
wrong about one-third of the time; adolescents (ages 12 to 18) were wrong about one-seventh of the
time; and emerging adults were wrong about one-twentieth of the time, (Tamnes et al., 2018).

This replicates many other studies: Maturation brings gradual increases in perspective-taking, with
adults still not able to always understand another person’s views. Contrary to Piaget, there is no
discontinuity, that is, no stage at which perspective-taking suddenly appears.

The researchers in this study then gave many of the participants a survey called the Strength and
Difficulties questionnaire, which asks children and adults 25 questions about behavior — their own or
someone else’s. This questionnaire has been carefully vetted and often used (Goodman et al., 1998).

In the social perspective-taking study, the participants were asked six questions from that questionnaire,
including whether they never, sometimes, or always were “helpful if someone is hurt, upset, or feeling
ill.”

Accuracy on perspective-taking in the dictator task correlated with prosocial behavior on the Strength
and Difficulties questionnaire. Even when the effects of age were taken into account, those participants
who were better at figuring out what the dictator could see were also better at caring for other people
(Tamnes et al., 2018).
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Finally — and this is the feature that makes this study innovative — the scientists used neurological
measures, specifically how thick the distance was between gray and white matter in various regions of
the cortex. Previous work had shown that the cortex thins with maturation: When a particular region is
thinner, that suggests more advanced thinking in that area.

Each of the three components above had been studied in isolation many times before. The information-
processing perspective led these scientists to put all three together.

Cognition, behavior, and brain were correlated: Those with the thinner cortexes — especially in regions
of the brain known for social cognition (the medial prefrontal, lateral prefrontal, and anterior cingulate)
— were most likely to help other people and to understand the views of others.

This study is far from definitive, as the scientists themselves reported, using the words “might,” “may,”
“modest,” and the need for “further study.” The behavior was self-reported and cross-sectional
(remember the limitations described in Chapter 1), and correlations among the three kinds of measures
was relatively low (although significant).

Nonetheless, this raises the possibility that advancing perspective-taking (perhaps by having people read
biographies, or engage in conversations with people unlike them) might increase prosocial behaviors and
might be seen longitudinally in brain imaging. Longitudinal research might verify with brain imagery
that empathy benefits from experience.

In this way, cognitive theory can promote social understanding via social interactions in schools, camps,
workplaces. As you see, the information-processing perspective can suggest new ways to help humans
advance their cognition and thus their actions.

This is not what Piaget advocated. He dubbed “How to accelerate cognition?” the American question,
because Americans asked him that much more often than Europeans.

However, many developmentalists think that the American question is not an obsession but a goal. They
hope to understand how people process information, and that might advance the goal of our study — to
help all 8 billion people on Earth fulfill their potential.

WHAT HAVE YOU LEARNED?

1. What is the basic emphasis of psychodynamic theory?

2. What similarities and differences are found between Freud’s and Erikson’s theories of adulthood?

3. How does the central focus of behaviorism differ from psychodynamic theory?

4. When is social learning most powerful?

5. What did Piaget discover that earlier psychologists did not realize?

6. How does information processing contribute to the cognitive revolution?
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7. What does neuroscience make possible that was impossible for Freud, Skinner, or Piaget?
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Newer Theories
You have surely noticed that the seminal grand theorists — Freud,

Pavlov, Piaget — were all European men who were born in the late
nineteenth century. That limited them. (Of course, female, non-European,
contemporary theorists also are limited.)

A new wave of research and understanding has come from scientists who
benefited from extensive global, cross-cultural, and historical research.
The multidisciplinary nature of the two emerging theories is apparent:
Sociocultural theorists benefit from anthropologists, and evolutionary
psychologists use data from archeologists who study the bones of humans
who died 100,000 years ago.

Sociocultural Theory: Vygotsky and
Beyond
One hallmark of newer theories is that they are decidedly multicultural,
influenced by recognition that cultures shape experiences and attitudes.
Whereas once “culture” referred primarily to oddities outside the
normative Western experience, it is now apparent that cultural differences
occur within each nation.

Some cultural differences within the United States arise from ethnic and
national origins — people with grandparents in Pakistan versus those with
grandparents from Poland, for instance. Some arise from education, when
college graduates are contrasted with high school dropouts. And some are
related to region, age, and gender: The sociocultural perspective of an 80-
year-old woman in Montana differs from that of a 15-year-old boy in
Mississippi, even if they share SES, citizenship, and ethnicity.
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Sociocultural theory values all of those differences, not in insolation but in
intersectionality. [Life-Span Link: The concept of intersectionality is
introduced in Chapter 1.]

The central thesis of sociocultural theory is that human development
results from the dynamic interaction between developing persons and their
surrounding society. Culture is not something external that impinges on
developing persons but is internalized, integral to everyday attitudes and
actions. This idea is so central to our current understanding of human
development that it was already stressed in Chapter 1. Now we explain
sociocultural theory in more detail.

sociocultural theory
A newer theory which holds that development results from the dynamic interaction of
each person with the surrounding social and cultural forces.
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Affection for Children     Vygotsky lived in Russia from 1896 to 1934, when war, starvation,
and revolution led to the deaths of millions. Throughout this turmoil, Vygotsky focused on
learning. His love of children is suggested by this portrait: He and his daughter have their
arms around each other.

Teaching and Guidance
The pioneer of the sociocultural perspective was Lev Vygotsky (1896–
1934), a psychologist from the former Soviet Union. Like the other
theorists, he was born at the end of the nineteenth century, but unlike
them, he traveled extensively as he was developing his ideas. Russia was a
huge, multicultural nation: Vygotsky studied Asian and European groups
of many faiths, languages, and social contexts.

Vygotsky saw that people were taught whatever beliefs and habits were
relevant within their culture, from rural Siberia to urban Moscow. He was
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particularly struck by the many variations, a contrast to the universal
stages and laws favored by the grand theories. For example, Vygotsky
chronicled how farmers think about tools, how nonreading people grasp
abstract ideas, and how deaf children learn to communicate.

In Vygotsky’s view, everyone, schooled or not, develops with the guidance
of more skilled members of their society. Those skilled people become
mentors in an apprenticeship in thinking (Vygotsky, 2012).

apprenticeship in thinking
Vygotsky’s term for how cognition is stimulated and developed in people by more skilled
members of society.

The word apprentice once had a quite specific meaning, sometimes
spelled out in a legal contract that detailed what an apprentice would learn
from a master. For example, in earlier centuries, a young person wanting
to repair shoes might become a cobbler’s apprentice, learning the trade
while assisting the teacher.

Vygotsky believed that children become apprentices to people who know
more. Mentors teach them how to think within that culture, explaining
ideas, asking questions, and reinforcing values.

To describe this process, Vygotsky developed the concept of guided
participation, the method used by parents, teachers, and entire societies to
teach novices the skills and habits expected within their culture. Tutors
engage learners (apprentices) in joint activities, offering “mutual
involvement in several widespread cultural practices with great
importance for learning: narratives, routines, and play” (Rogoff, 2003, p.
285).
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guided participation
The process by which people learn from others who guide their experiences and
explorations.

Active apprenticeship and sensitive guidance are central to sociocultural
theory because everyone depends on others to learn. All cultural beliefs
are social constructions, not natural laws, according to sociocultural
theorists.

Customs are needed to protect and unify a community, yet some cultural
assumptions need to change. Because they are social constructions,
communities can reconstruct them. For example, Vygotsky stressed that
children with disabilities should be educated (Vygotsky, 1994b). This
belief has been enshrined in U.S. law since about 1970, a sociocultural
shift.

The Zone of Proximal Development
According to sociocultural theory, all learning is social, whether people
are learning a manual skill, a social custom, or a language. As part of the
apprenticeship of thinking, a mentor (parent, peer, or professional) finds
the learner’s zone of proximal development, an imaginary area
surrounding the learner that contains the skills, knowledge, and concepts
that are close (proximal) to being grasped but not yet reached.

zone of proximal development
In sociocultural theory, a metaphorical area, or “zone,” surrounding a learner that includes
all of the skills, knowledge, and concepts that the person is close (“proximal”) to acquiring
but cannot yet master without help.

Through sensitive assessment of each learner, mentors engage mentees
within their zone. Together, in a “process of joint construction,” new
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knowledge is attained (Valsiner, 2006). The mentor must avoid two
opposite dangers: boredom and failure. Some frustration is permitted, but
the learner must be actively engaged, never passive or overwhelmed (see
Figure 2.3).

FIGURE 2.3

The Magic Middle     Somewhere between the boring and the impossible is the zone of
proximal development, where interaction between teacher and learner results in knowledge
never before grasped or skills not already mastered. The intellectual excitement of that zone is
the origin of the joy that both instruction and study can bring.

Description
The inner zone - The learner: What the learner already knows (don’t reteach;
too boring). The middle zone - Zone of proximal development: What the
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learner could understand with guidance (do teach; exciting, challenging). The
outer zone - What the learner is not yet ready or able to learn (don’t teach; too
difficult). The background shows a silhouette of a learner, seated at a desk,
using a computer and a teacher standing behind.

A mentor must sense whether support or freedom is needed and how peers
can help (they may be the best mentors). Skilled teachers know when a
person’s zone of proximal development expands and shifts.
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Excursions into and through the zone of proximal development are
everywhere. One recent innovation from the medical profession is for
adults with illnesses of many sorts. The strategy builds on adults’ need to
thrive within their particular context. For that reason, adults are given the
tools they need to monitor their health, such as wearable technology that
measures insulin, or blood pressure, or heart rate, or whatever. They are
then sent text messages encouraging and advising them about diet,
exercise, and prescriptions.

Text messages are geared to each person’s particular zone, helping that
person take the next best step toward health. For example, if people want
to stop smoking cigarettes, it is effective to have them receive text
messages geared to their level and stage of quitting (Head et al., 2013).

The success of sensitive mentoring is evident. For example, for those 84
million U.S. adults who are considered prediabetic, text messages alone
were shown to be as effective as formal education in diabetes prevention
(Fischer et al., 2018).

Mentoring within the zone of proximal development requires sensitive
teachers (who know exactly what the next step is for the individual) and
motivated learners (who are willing the leave their familiar comfort zone
to learn something new).

Examples from other people and equipment provided by the culture also
teach children, according to sociocultural theory. Children in the United
States want to learn to ride a bike because they have seen other children
biking. Unlike a few decades ago, training wheels and small bikes without
pedals are available to advance learning, and laws require helmets even for
the youngest children. Those cultural artifacts guide safe learning.
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In another culture, everything might be different. Perhaps no children ride
bicycles. Recognizing such cultural differences is crucial for
understanding development, according to this theory.

Universals and Specifics
By emphasizing the impact of all the specific aspects of each culture,
sociocultural theory aims to apply to everyone, everywhere. Perhaps
paradoxically, becoming attuned to the specifics of each time and place
furthers what sociocultural theorists believe is universal for humans —
everyone learns and thrives within a particular community.

Thus, mentors, attuned to ever-shifting abilities and motivation,
continually urge a new competence — the next level, not the moon. For
their part, learners ask questions, show interest, and demonstrate progress,
all of which informs and inspires the mentors. When education goes well,
both mentor and learner are fully engaged and productive within the zone.
Particular skills and processes vary enormously, but the overall process is
the same.

Within each culture, learners have personal traits, experiences, and
aspirations, all part of the differential susceptibility described in Chapter 1.
Consequently, education must be attuned to the individual. Some people
need more assurance; some seek independence. However, the idea that
each person has a particular learning style (e.g., by listening or watching)
is more myth than fact; all humans learn using all of their modalities
(Kirschner, 2017).

Consequently, mentors need to be sensitive to the needs, abilities, and
motives of the learner; but they must not pigeonhole anyone’s learning
mode. The sociocultural perspective likewise notes that it is shortsighted
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to consider any culture exclusively one type or another; everyone, and
every culture, expresses common humanity, albeit in various ways.

For example, every Western adult has learned to sit at the dinner table and
eat with a knife and fork. The learning process begins with babies being
fed and ends with adults eating with utensils, sometimes using salad forks,
soup spoons, and butter knives all appropriately.

Adults teach others how to eat, including the manners of a particular
culture, while providing appropriate tools and guidance — beginning with
the sippy cup and baby spoon.

However, given that a third of the world’s people eat with knives and
forks, a third with chopsticks, and a third with their hands, it would be
foolish to measure a 3-year-old’s dexterity by noting how that child used
utensils, unless culture were considered first. Further, many table manners
are quite specific to each culture. When I lived in Germany, I ate with my
fork in my left hand, changing my American habit.

Likewise, insights from sociocultural theory have revealed the limitations
of a Western analysis of children’s drawings (Rübeling et al., 2011).
Specifically, some psychologists thought that children who drew their
families as small people with neutral facial expressions and arms
downward were less securely attached to their families than those who
drew smiling, arms-up families (Fury et al., 1997).

But comparing drawings from children in Berlin with those from children
in Cameroon found that the latter usually drew small figures with neutral
expressions and often with arms down (see Figure 2.4). Nonetheless,
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those children in Cameroon were well adjusted and flourished within their
families (Gernhardt et al., 2016).

FIGURE 2.4

Standing Firm     When children draw their families, many child therapists look for signs of
trouble — such as small, frowning people with hands down floating in space. But cross-
cultural research shows that such depictions reflect local norms. The Cameroonian 6-year-
olds were as well adjusted in their local community as the three German children.

Description
The pages are labeled and numbered from ‘A’ to ‘F’. A: Nso Boy, 6; 6 Years.
It has three members. B: Nso Girl, 6; 5 Years. It has seven members. C: Nso
Girl, 6; 0 Years. It has five members. D: Berlin Boy, 6; 5 Years. It has five
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members. E: Berlin Girl, 6; 6 Years. It has five members. F: Berlin Girl, 6; 5
Years. It has four members.

Evolutionary Theory
You are familiar with Charles Darwin and his ideas, first published 150
years ago, regarding the evolution of plants, insects, and birds over
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billions of years (Darwin, 1859). But you may not realize that serious
research on human development inspired by this theory is quite recent
(Simpson & Kenrick, 2013). As a leader in this theory recently wrote:

Evolutionary psychology … is a revolutionary new science, a true synthesis
of modern principles of psychology and evolutionary biology.

[Buss, 2015, p. xv]

This perspective is increasingly important for understanding life-span
development. A noted scholar wrote that evolutionary theory “is
becoming the foundation of modern psychology and of developmental
psychology” (Bjorklund, 2018, p. 2291).

evolutionary theory
When used in human development, the idea that many current human emotions and
impulses are a legacy from thousands of years ago.

This theory has led to new hypotheses and provocative ideas relevant to
human development. One leading psycholinguist wrote, “there are major
spheres of human experience — beauty, motherhood, kinship, morality,
cooperation, sexuality, violence — in which evolutionary psychology
provides the only coherent theory” (Pinker, 2003, p. 135).

The basic idea of evolutionary theory in development is that in order to
understand the emotions, impulses, and habits of humans over the life
span, we need to understand how those same emotions, impulses, and
habits developed in Homo sapiens over the past 200,000 years.

Why We Fear Snakes More Than Cars
Evolutionary developmental theory has intriguing explanations for many
issues, including a pregnant woman’s nausea, 1-year-olds’ attachment to
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their parents, the obesity epidemic, and psychopathology. All of these may
have evolved to help people survive millennia ago.

For example, many people are terrified of snakes; they scream and sweat
upon seeing one. That is a phobia, which can be a serious psychology
disorder.

Yet snakes currently cause less than one death in a million, while cars
cause more than a thousand times that (OECD, 2014). Why is virtually no
one terrified of automobiles? The explanation is that human fears have
evolved since ancient times, when snakes were common killers. Thus,

ancient dangers such as snakes, spiders, heights, and strangers appear on
lists of common phobias far more often than do evolutionarily modern
dangers such as cars and guns, even though cars and guns are more
dangerous to survival in the modern environment.

[Confer et al., 2010, p. 111]

Since our fears have not caught up to automobiles, we use our minds to
pass laws regarding infant seats, child-safety restraints, seat belts, red
lights, and speed limits. Humanity is succeeding in such measures: The
U.S. motor-vehicle death rate has been cut in half over the past 20 years.

Other modern killers — climate change, opioid addiction, extreme obesity,
particulate pollution — also require social management because long-
standing instincts are contrary to current dangers. Instincts that have
allowed Homo sapiens to survive over 200,000 years — such as the
instinct to stop pain and to drink water from a stream — are now killers.
For example:
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For millennia, the Ganges River, holy to Hindus, has provided livelihoods,
food, and water for Nepal, India, and Bangladesh….[is] now one of the
world’s worst polluted rivers.

[Shah et al., 2018]

A Sacred River?    This is the Ganges river at Allahabad in 2013, which the Indian
government is working to clean — a monumental task. No nation is working to rid the Pacific
Ocean of a much bigger garbage site. What would evolutionary theory recommend?

 Observation Quiz: Beyond the pollution of the Ganges by humans’
garbage, what characteristics of the river, visible here, contribute to the
pollution? (see answer, page 57) 

Evolutionary theory contends that recognizing the ancient origins of
destructive urges — such as the deadly desire to eat calorie-dense, sugary
desserts — is the first step in controlling them (King, 2013).
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Applied to the Ganges, industries and agriculture seeking profit, added to
the once-beneficial practice of funerals that sent corpses down the river,
now destroy life. Protecting the river requires understanding why people
and nations continue to pollute it and finding better ways to express those
same instincts (Shah et al., 2018).

Why We Protect Babies
According to evolutionary theory, every species has two long-standing,
biologically-based drives: survival and reproduction. Understanding these
two drives provides insight into protective parenthood, the death of
newborns, infant dependency, child immaturity, the onset of puberty, the
formation of families, and much more (Konner, 2010).

 Especially for Teachers and Counselors of Teenagers: Teen pregnancy is
destructive of adolescent education, family life, and sometimes even health.
According to evolutionary theory, what can be done about this? (see response,
page 57)

Here is an example. Adults consider babies to be cute — despite the
reality that babies have little hair, no chins, stubby legs, and round
stomachs — none of which is considered attractive in adults. The reason,
evolutionary theory contends, is that adults are instinctually attuned to
protect and cherish infants more than adults. That was essential when
survival of the species was in doubt.

But humans do not always protect every baby. Indeed, another
evolutionary instinct is that all creatures seek to perpetuate their own
descendants more than those of unrelated people. That might lead to the
killing of infants who are not one’s own.
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Some primates do exactly that: Chimpanzee males who take over a troop
kill babies of the deposed male. This occurred among ancient humans as
well. The Bible chronicles many examples, including two in the story of
Moses and one in the birth of Jesus. Modern humans, of course, have
created laws against such practices — necessary because evolutional
instincts are murderous (Hrdy, 2009).

Laws do not always remedy destructive instincts. Even today, humans are
much less concerned about deaths of unknown babies than of their own
kin. From a distance, it is paradoxical that parents willingly sacrifice
sleep, money, and even life itself for their offspring, while adults seem
indifferent to wars and epidemics that kill thousands of children in distant
lands. This makes sense when we consider ancient instincts to protect
one’s own progeny and those of one’s own tribe.

THINK CRITICALLY: What would happen if lust were the only reason one
person would mate with another?

An application of evolutionary theory is found in research on
grandmothers. When female scientists studied grandmothers, they
analyzed historic data from Africa, Japan, India, and elsewhere. That itself
is evidence of the diversity of current research. This scholarship led to the
grandmother hypothesis, that menopause and female longevity were
evolutionary adaptations arising from the need to protect future
generations (Hawkes & Coxworth, 2013).

Genetic Links
This inborn urge to protect is explained by a basic concept from
evolutionary theory: selective adaptation. The idea is that both nature and
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nurture promote survival and reproduction. According to one version of
selective adaptation, genes for traits that aid survival and reproduction
have been selected over time. (see Figure 2.5).

selective adaptation
The process by which living creatures (including people) adjust to their environment.
Genes that enhance survival and reproductive ability are selected, over the generations, to
become more prevalent.

FIGURE 2.5

Selective Adaptation Illustrated    Suppose only one of nine mothers happened
to have a gene that improved survival. The average woman had only one
surviving daughter, but this gene mutation might mean more births and more
surviving children such that each woman who had the gene bore two girls who
survived to womanhood instead of one. As you see, in 100 years, the “odd” gene
becomes more common, making it a new normal.

Description
The data summarized in the illustration is as follows: Women with (sex
linked) advantageous gene: Mothers (1st generation): 1, Daughters (2nd
generation): 2, Granddaughters (3rd generation): 4, Great-granddaughters
(4th generation): 8, Great-great-granddaughters (5th generation): 16; Women
Without (Sex-Linked) Advantageous Gene: Mothers (1st generation): 8,
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Daughters (2nd generation): 8, Granddaughters (3rd generation): 8, Great-
granddaughters (4th generation): 8, Great-great-granddaughters (5th
generation): 8.

Some of the best qualities of people — cooperation, spirituality, and self-
sacrifice — may have originated thousands of years ago when such
qualities protected life in our species (Rand & Nowak, 2016). Overall,
many traits of human development — infant curiosity, adolescent risk
taking, grandmother babysitting — can be harmful to the individuals but
beneficial to the community (Bjorklund, 2018).
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What Next?    Evolution is ongoing, from the first land creature to the current brain
adaptations in humans.

This is evident in selective adaptation. If one person happens to have a
trait that makes survival more likely, allowing them to live long enough to
mate and reproduce, the gene (or combination of genes) responsible for
that trait is passed on to the next generation. That individual would then
have more children than their siblings without that gene — and that trait
would become common.

For example, originally almost all human babies lost the ability to digest
lactose at about age 2, when they were weaned from breast milk. Older
children and adults were lactose-intolerant, unable to digest milk (Suchy
et al., 2010).



244

In a few regions thousands of years ago, cattle were domesticated. In those
places, “killing the fatted calf” provided a rare feast for the entire
community.

In those cattle-raising regions, occasionally a young woman would chance
to have an aberrant but beneficial gene for the enzyme that maintained
digestion of cow’s milk. If she drank milk intended for a calf, she would
gain weight. That would allow her to experience early puberty, sustain
many pregnancies, and have ample breast milk for her offspring.

For all of those reasons, her genes would spread to many children. Thus,
the next generation would include more people who inherited that aberrant
gene, becoming lactose-tolerant unlike most people. With each generation,
their numbers would increase. Eventually, that gene would become the
new norm, as it is for most Americans today.

Interestingly, there are several genetic versions of lactose tolerance:
Apparently distinct aberrant genes appeared in several cattle-raising
regions, among them eastern Africa and northern Europe. Selective
adaptation increased the prevalence of that odd gene (Ranciaro et al.,
2014). No genetic protection evolved in another region that domesticated
livestock (Mongolia); they developed another way — yogurt and cheese
— to allow digestion of milk (Curry, 2018).

CHAPTER APP 2

 My Token Board

iOS:
https://tinyurl.com/yy6hmbuq
RELEVENT TOPIC:
Behaviorism and positive reinforcement for children

https://tinyurl.com/yy6hmbuq
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My Token Board is a visual reward system for children of all ages and abilities that
helps motivate them to learn and complete tasks. The app’s use of reinforcers is
based on the principles of operant conditioning and effective with children who are
on the autism spectrum.

Selective adaptation takes thousands of years, but it is especially useful
when we seek to promote healthy development worldwide. Once
humanitarians understood that milk might make some people sick, better
ways to relieve hunger were found. Malnutrition is less common than it
was, partly because we know which foods are digestible, nourishing, and
tasty for whom. Evolutionary psychology has helped.

Genetic interaction
For groups as well as individuals, evolutionary theory notices how the
interaction of genes and environment affects survival and reproduction.
Plasticity is a basic trait, because genes have evolved to reflect
environmental variations (Bjorklund, 2018).

Plasticity is particularly beneficial when the environment changes, which
is one reason why genetic diversity benefits humanity as a whole. If a
species’ gene pool does not include variants that allow survival in difficult
circumstances (such as exposure to a new disease or to an environmental
toxin), the entire species becomes extinct.

One example is HIV/AIDS, which was deadly in most untreated people
but not in a few who were genetically protected. The same was true for
Ebola. Some people have inborn protection, and genetic influences on
lifestyle, that make contracting Ebola less likely (Kilgore et al., 2015). No
wonder biologists worry when a particular species becomes inbred.
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Inbreeding eliminates variations, risking extinction. Diversity is
protective.

People do not always act as evolutionary theory predicts: Parents
sometimes abandon newborns; adults sometimes handle snakes.
Nonetheless, evolutionary theorists believe that understanding ancient
impulses enables control. Cars are safer and teenage driving is limited,
because we know that risk-taking adolescents find speed irrationally
attractive rather than instinctually frightening.

WHAT HAVE YOU LEARNED?

1. Why is the sociocultural perspective particularly relevant within the United
States?

2. How do mentors and mentees interact within the zone of proximal
development?

3. Why would behaviors and emotions that benefited ancient humans be apparent
today?

4. How are human tastes affected by what people ate 100,000 years ago?

5. What human behaviors were protective centuries ago but are harmful now?
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What Theories Contribute
Considering the entire life span, many more theories have aided

our understanding of human development. Among those that have
inspired developmentalists for decades are humanism (Maslow,
1943), selective adaptation with compensation (Baltes & Baltes,
1986), and socioemotional selectivity (Carstensen et al., 1999) — all
discussed in the second half of this book.

This chapter reviews only the most comprehensive life-span
theories. Each has contributed to our understanding of human
development (see Table 2.5):

Psychodynamic theories make us aware of the impact of early-
childhood experiences, remembered or not, on subsequent
development.
Behaviorism shows the effect that immediate responses,
associations, and examples have on learning, moment by
moment and over time.
Cognitive theories bring an understanding of intellectual
processes, that thoughts and beliefs affect every aspect of our
development.
Sociocultural theories remind us that development is embedded
in a rich and multifaceted cultural context, evident in every
social interaction.
Evolutionary theories suggest that human impulses need to be
recognized before they can be guided.

TABLE 2.5 Five Perspectives on Human
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Development

Theory Area of Focus Fundamental
Depiction of What
People Do

Relative Emphasis
on Nature or
Nurture?

Psychodynamic
theory

Psychosexual
(Freud) or
psychosocial
(Erikson) stages

Battle unconscious
impulses and
overcome major
crises.

More nature
(biological, sexual
impulses, and
parent–child bonds)

Behaviorism Conditioning
through stimulus
and response

Respond to stimuli,
reinforcement, and
models.

More nurture (direct
environment
produces various
behaviors)

Cognitive
theory

Thinking,
remembering,
analyzing

Seek to understand
experiences while
forming concepts.

More nature (mental
activity and
motivation are key)

Sociocultural
theory

Social control,
expressed through
people, language,
customs

Learn the tools, skills,
and values of society
through
apprenticeships.

More nurture
(interaction of
mentor and learner,
within cultures)

Evolutionary Needs and
impulses that
originated
thousands of years
ago

Develop impulses,
interests, and patterns
to survive and
reproduce.

More nature (needs
and impulses apply
to all humans)

Remember that each theory is designed to be practical. This is
evident with a very practical issue for many parents: how to toilet-
train their children (see Opposing Perspectives).

OPPOSING PERSPECTIVES

Toilet Training — How and When?
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Parents hear opposite advice about almost everything regarding infant care,
including feeding, responding to cries, bathing, and exercise. Often a
particular parental response springs from one of the theories explained in this
chapter — no wonder advice is sometimes contradictory.

One practical example is toilet training. In the nineteenth century, many
parents believed that bodily functions should be controlled as soon as possible
in order to distinguish humans from lower animals.

Pushed by that theory (and opposed to the theory of evolution), many parents
began toilet training in the first months of life (Accardo, 2006). Then, Freud
pegged the first year as the oral stage, not anal (when toilet training was
supposed to occur), and Erikson stressed that infants need to develop trust.

Accordingly, psychoanalytic theory recommended postponing training to
avoid serious personality problems later on. This was soon part of many
manuals on child rearing.

For example, a leading pediatrician, T. Berry Brazelton, wrote a popular book
for parents. He advised delaying toilet training until the child was cognitively,
emotionally, and biologically ready — around age 2 for daytime training and
age 3 for nighttime dryness.

As a society, we are far too concerned about pushing children to be toilet trained
early. I don’t even like the phrase “toilet training.” It really should be toilet
learning.

[Brazelton & Sparrow, 2006, p. 193]

When behaviorism took hold in the United States, that led to the belief that
toilet training could occur whenever the parent wished, not at a particular age.

What did parents want? Early training before disposable diapers (about 1970).
But now, stores carry diapers designed for 4-year-olds, so parents postpone
training. Behaviorism supported that.
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In one application of behaviorism, children drank quantities of their favorite
juice, sat on the potty with a parent nearby to keep them entertained, and then,
when the inevitable occurred, the parent praised and rewarded them — a
powerful reinforcement for the child and soon for the adult as well. Children
were conditioned (in one day, according to some behaviorists) to head for the
potty whenever the need arose (Azrin & Foxx, 1974).

Cognitive theory would consider such a concerted effort unnecessary,
suggesting that parents wait until the child can understand why they should
urinate and defecate in the toilet. Thinking leads to behavior — which
explains why older adults are mortified by urinary incontinence.

This raises the importance of the sociocultural view. In some African
communities, children toilet-train themselves by following slightly older
children to the surrounding trees and bushes. This is easier, of course, if
toddlers wear no diapers — a practice that makes sense in some climates and
ecosystems. Sociocultural practices differ because of the context.

Finally, evolutionary theory notes that control of urination and defecation is
part of every human culture, because it promotes survival by reducing the
spread of pathogens. That is why dogs and cats readily learn where to
eliminate waste (and instinctively scratch to bury their feces) and why
humans worldwide learn bathroom hygiene. The contemporary emphasis on
handwashing is the latest manifestation of ancient impulses.

Note how each of these theories would be critical of one U.S. mother who
began training her baby just 33 days after birth. She noticed when her son was
about to defecate, held him above the toilet, and had trained him by 6 months
(Sun & Rugolotto, 2004).

Psychodynamic theorists would wonder what made her such an anal
person, valuing cleanliness and order without considering the child’s
needs.
Behaviorists would say that the mother was trained, not the son. She
taught herself to be sensitive to his body; she was reinforced when she
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read his clues correctly.
Cognitive theory would question the mother’s thinking. For instance,
did she have an irrational fear of normal body functions?
Sociocultural theory would be aghast that the U.S. drive for personal
control took such a bizarre turn.
Evolutionary theory would expect that such early training would be a
rare event unless it was adaptive to the species — and would note that
every mother reading about this woman would probably consider her
more whacky than wise.

What is best? Some parents are reluctant to train, and the result, according to
one book, is that many children are still in diapers at age 5 (Barone, 2015).
Dueling theories and diverse parental practices have led the authors of an
article for pediatricians to conclude that “despite families and physicians
having addressed this issue for generations, there still is no consensus
regarding the best method or even a standard definition of toilet training”
(Howell et al., 2010, p. 262).

That may return us to the multicontextual, multicultural perspectives of
Chapter 1 that explain the vast differences from one community to another. A
study of parents’ opinions in Belgium found that single mothers who were of
low SES waited until age 3 or so to train their children, which was too long
according to those researchers (van Nunen et al., 2015). Of course, both “too
soon” and “too late” are matters of opinion.

There is no easy answer, but many parents firmly believe in one approach or
another. We all have theories, sometimes strongly held, whether we know it or
not.

No comprehensive view of development can ignore any of these
theories, yet each has encountered severe criticism: psychodynamic
theory for being too subjective; behaviorism for being too
mechanistic; cognitive theory for undervaluing emotions;
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sociocultural theory for neglecting individual choice; evolutionary
theory for ignoring current morals, laws, and norms.

Most developmentalists prefer an eclectic perspective, choosing
what they consider to be the best aspects of each theory. Rather than
adopt any one of these theories exclusively, they make selective use
of all of them.

eclectic perspective
The approach taken by most developmentalists, in which they apply aspects of each
of the various theories of development rather than adhering exclusively to one
theory.

Obviously, all theories reflect the personal background of the
theorist, as do all criticisms of theories. Being eclectic, not tied to
any one theory, is beneficial because everyone, scientist as well as
layperson, is biased. But even being eclectic may be criticized:
Choosing the best from each theory may be too picky or the
opposite, too tolerant.

For developmentalists, all of these theories merit study and respect.
It is easy to dismiss any one of them, but using several perspectives
opens our eyes and minds to aspects of development that we might
otherwise ignore.

As you will see in many later chapters, theories provide a fresh look
at behavior. Imagine a mother, father, teacher, coach, and
grandparent discussing the problems of a particular child. Each
might suggest a possible explanation that makes the others say, “I
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never thought of that.” If they listen to each other with an open
mind, together they might understand the child better and figure out
how best to help the child.

Using five theories is like having five perceptive observers. Each of
the five may sometimes be off target, but each offers another
perspective. Thus, each avoids assumptions that are too narrow and
restrictive. A hand functions best with five fingers, although each
finger is different, and some fingers are more useful than others.

Back to Linda and her crying baby. The real test of theories is how
practical and useful they are, and Linda eventually combined them
all. She understood the psychodynamic view that mother–infant
bonding is important and also the behaviorist perspective that she
was reinforcing frequent nighttime waking.

As a result, she combined three strategies: cuddling Mya often
during the day, giving her a hearty meal at night (evolutionary, so
Mya was not hungry at midnight), and then letting her cry at night
(not reinforcing nighttime waking).

Cognitive theory led her to talk to Mike to explain her strategy, so he
would not think her neglectful. Sociocultural theory led her to talk
with other mothers, including me.

Evolutionary theory helped Linda understand why she herself felt an
urge to tend to her daughter all night long. For that she needed to
recognize that her innate response was no longer adaptive: Neither
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parent had jobs that allowed napping, unlike mothers of old who
slept whenever their baby napped.

After several difficult nights, Linda’s family slept through the night.
The baby adjusted, and the parents were less stressed. Mya is now 3
years old, and Linda, Mike, and Mya are thriving.

WHAT HAVE YOU LEARNED?

1. What are the criticisms of each of the five theories?

2. Why are most developmentalists eclectic in regard to theories?

3. Why is it useful to know more than one theory to explain human
behavior?
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Chapter 2 Review

SUMMARY

Grand Theories

1. A theory provides general principles to guide research and to
explain observations. Each of the three grand theories —
psychodynamic, behaviorist, and cognitive — interprets human
development from a distinct perspective, providing a framework
for understanding human emotions, experiences, and actions.

2. Psychodynamic theory emphasizes that adult actions and thoughts
originate from unconscious impulses and childhood conflicts.
Freud theorized that sexual urges arise during three stages of
childhood — oral, anal, and phallic — and continue, after latency,
in the genital stage.

3. Erikson described eight successive stages of development, each
involving a crisis to be resolved. The early stages are crucial, with
lifelong effects, but the emphasis is on social, not just sexual,
needs. Erikson stressed that societies, cultures, and families shape
development.

4. Behaviorists, or learning theorists, believe that scientists should
study observable and measurable behavior. Behaviorism
emphasizes conditioning — a lifelong learning process in which an
association between one stimulus and another (classical
conditioning) or the consequences of reinforcement and
punishment (operant conditioning) guide behavior.

5. Social learning theory recognizes that people learn by observing
others, even if they themselves have not been reinforced or
punished. Children are particularly susceptible to social learning,
but all humans are affected by what they notice in other people.
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6. Cognitive theorists believe that thoughts and beliefs powerfully
affect attitudes, actions, and perceptions, which in turn affect
behavior. Piaget proposed four age-related periods of cognition,
each propelled by an active search for cognitive equilibrium.

7. Information processing focuses on each aspect of cognition —
input, processing, and output. This perspective has benefited from
technology — first from understanding computer functioning and
more recently by the many ways neuroscientists monitor the brain
and body.

Newer Theories

8. Sociocultural theory emphasizes the guidance, support, and
structure provided by each social group through culture and
mentoring. Vygotsky described how learning occurs through social
interactions; mentors guide learners through their zone of proximal
development.

9. Sociocultural learning is also encouraged by the examples and
tools that each society provides. These are social constructions,
which guide everyone but which also can change.

10. Evolutionary theory contends that contemporary humans have
genes and customs that have fostered survival and reproduction for
tens of thousands of years. Through selective adaptation, certain
fears, impulses, and reactions that were useful millennia ago
continue. Sometimes they are now more destructive than
beneficial.

What Theories Contribute

11. Many other theories focus specifically on adult development and
are discussed later. All theories, however, can provide hypotheses
for researchers and insights for us all.
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12. Psychodynamic, behavioral, cognitive, sociocultural, and
evolutionary theories have aided our understanding of human
development. Each is also criticized for being too narrow to
describe the full complexity of human life.

13. Since no single theory captures the diversity of contemporary
human experience, most developmentalists are eclectic, drawing on
many theories.

KEY TERMS

developmental theory
behaviorism
classical conditioning
operant conditioning
reinforcement
social learning theory
modeling
cognitive theory
cognitive equilibrium
assimilation
accommodation
information-processing theory
sociocultural theory
apprenticeship in thinking
guided participation
zone of proximal development
evolutionary theory
selective adaptation
eclectic perspective
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APPLICATIONS

1. Developmentalists sometimes talk about “folk theories,” which are
theories developed by ordinary people who may not know that they are
theorizing. Choose three sayings that are commonly used in your
culture, such as (from the dominant U.S. culture) “A penny saved is a
penny earned” or “As the twig is bent, so grows the tree.” Explain the
underlying assumptions, or theory, that each saying reflects.

2. Cognitive theory suggests the power of thoughts, and sociocultural
theory emphasizes the power of context. Find someone who disagrees
with you about some basic issue (e.g., abortion, immigration, socialism)
and listen carefully to the ideas and reasons. Then analyze how
cognition and experience shaped the other person’s ideas and your own.

3. Ask three people to tell you their theories about male–female
differences in mating and sexual behaviors. Which of the theories
described in this chapter is closest to each explanation, and which
theory is not mentioned?

Especially For ANSWERS

Response for Teachers (from p. 36) Erikson would note that the behavior of
5-year-olds is affected by their developmental stage and by their culture.
Therefore, you might design your curriculum to accommodate active, noisy
children.

Response for Teachers and Counselors of Teenagers (from p. 51)
Evolutionary theory stresses the basic human drive for reproduction, which
gives teenagers a powerful sex drive. Thus, merely informing teenagers of
the difficulty of caring for a newborn (some high school sex-education
programs simply give teenagers a chicken egg to nurture) is not likely to
work. A better method would be to structure teenagers’ lives so that
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pregnancy is impossible — for instance, with careful supervision or readily
available contraception.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 37) Both are balding, with white
beards. Note also that none of the other theorists in this chapter have beards
— a cohort difference, not an ideological one.

Answer to Observation Quiz (from p. 50) The river is slow-moving (see
the boat) and shallow (see the man standing). A fast-moving, deep river is
able to flush out contaminants more quickly.

VISUALIZING DEVELOPMENT

Historical Highlights of Developmental
Science
As evident throughout this textbook, much more research and appreciation of the
brain, social context, and the non-Western world has expanded our understanding
of human development in the 21st century. This timeline lists a few highlights of
the past.
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CHAPTER 3 The New Genetics
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✦ The Genetic Code
46 to 21,000 to 3 Billion
Same and Different
A CASE TO STUDY: Women Engineers
Matching Genes and Chromosomes
OPPOSING PERSPECTIVES: Too Many Boys?

✦ New Cells, New People
Cells and Identity
Twins and More

✦ From Genotype to Phenotype
Many Factors
Gene–Gene Interactions
Nature and Nurture
Practical Applications

✦ Chromosomal and Genetic Problems
Not Exactly 46
Gene Disorders
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Genetic Counseling and Testing
A VIEW FROM SCIENCE: The Genes of Psychological Disorders

✦ VISUALIZING DEVELOPMENT: One Baby or More?

What Will You Know?

1. Genetically, how is each zygote unique?
2. How do twins differ from other siblings?
3. Who is likely to carry genes that they do not know they have?
4. When should people see a genetic counselor?

For 30 years I have spent Thanksgiving with my four daughters. Now
adults, they fly or drive many miles to gather together; they have their
own jobs and homes. One tradition is that each of us says what we are
thankful for in the past year, and that typically includes each other. The
family connections are strong.

It is apparent that we are closely related. Strangers say we look alike,
people on the phone mistake us for one another, we laugh in the same way
at the same jokes. Our similarities go far deeper. We all express strong
opinions (disagreeing on specifics but sharing values); we all make our
living by teaching and writing (in different places and professions); and
we all have similar habits (we pick up litter; yesterday we had a robust
discussion about the best strategy to encourage our neighbors to do so).

Our differences are obvious, at least to us. When we are together, each
prepares her own coffee — caf or decaf, brewed or instant, black or not,
canned or bottled milk, sugar or honey or neither. One daughter was upset
this year that I didn’t have two-percent milk in a carton. Without telling



265

her, I asked our neighbor, who gave me some, and then another daughter
was troubled that I bothered that neighbor. That illustrates a general truth:
We each are distinct — in cooking, eating, cleaning, sleeping, socializing,
… and so on.

In all of this, my family reflects the themes of this chapter. Genes and
family background shape human lives, yet each person is unique. The rest
of this chapter continues those themes — nature and nuture interwoven,
from conception onward.
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The Genetic Code
First, we begin with biology. All living things are composed of cells. The

work of cells is done by proteins, aided by other cells. Cells manufacture
proteins according to a code of instructions stored by molecules of
deoxyribonucleic acid (DNA) at the heart of the cell. These coding DNA
molecules are on a chromosome.

deoxyribonucleic acid (DNA)
The chemical composition of the molecules that contain the genes, which are the chemical
instructions for cells to manufacture various proteins.
chromosome
One of the 46 molecules of DNA (in 23 pairs) that virtually every cell of the human body
contains and that, together, contain all the genes. Other species have more or fewer
chromosomes.

46 to 21,000 to 3 Billion
Humans have 23 pairs of chromosomes (46 in all, half from each parent),
which direct the manufacture of proteins needed for life and growth. The
instructions on the 46 chromosomes are organized into genes, with every
gene usually situated at a precise location on a particular chromosome.

gene
A small section of a chromosome; the basic unit for the transmission of heredity. A gene
consists of a string of chemicals that provide instructions for the cell to manufacture
certain proteins.
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Twelve of 3 Billion Pairs     This is a computer illustration of a small segment of one gene.
Even a small difference in one gene can cause major changes in a person’s phenotype.

When one gamete (a reproductive cell, sperm from a man or ovum from a
woman) combines with another, those two gametes create a new cell
called a zygote. Each gamete is formed from a particular combination of
chromosomes and genes. Each man or woman produces many possible
versions of their 46 chromosomes on each gamete — 8 million possible
combinations of 23 chromosomes (23 , or 8,388,608).

gamete
A reproductive cell. These sperm (for males) and ova (for females) each contain 23
chromosomes, so the zygote will contain 46 chromosomes, in 23 pairs.
zygote
The single cell formed from the union of two gametes, a sperm and an ovum.

Zygotes have a total of about 21,000 coding genes, each directing the
formation of specific proteins made from a string of 20 amino acids. The
instructions on those 21,000 genes are on about 3 billion base pairs, which

23
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are pairs of four chemicals (adenine paired with thymine, and guanine
paired with cytosine).

The entire packet of instructions to make a living organism is called the
genome. There is a genome for every species and variety of plant and
animal — even for every bacterium and virus. Most human genes are also
present in other creatures, yet genes define each species.

genome
The full set of genes that are the instructions to make an individual member of a certain
species.

Having more genes or chromosomes does not necessarily make a more
advanced creature. For instance, chimpanzees have 48 chromosomes, and
rice — the world’s most important food crop — has about 38,000 genes.

A few human genes are ours alone. For example, we are the only species
with extensive language, a genetic innovation that may have originated in
our Neanderthal ancestors (Frayer, 2017). Other animals communicate as
well, but not as elaborately as humans do.

Members of the same species are similar genetically — more than 99
percent of any human’s base pairs are identical to those of any other
person because, although they differ in tiny details, all human
chromosomes contain the same basic genes. The definition of a species is
that its members can interbreed successfully. Since humans are one
species, couples with wide ethnic differences mate and produce new
humans, each with all the genes that define a person.

Same and Different



269

Decoding the genome of Homo sapiens was a major breakthrough in
genetic research in 2001. Since then, the genomes of hundreds of other
species have been decoded and thousands of variations in the human
genome have been discovered.

It is human nature to notice differences. For that reason, before we follow
our usual bent to focus on individuality, keep in mind the most important
truth: All people are basically the same, genetically. Not only do all
humans have similar bodies (two eyes, hands, and feet; the same organs,
blood, and bones), but also we all use words, we all love and hate, we all
hope and fear, for ourselves and for descendants, friends, and strangers.

Yet none of us is exactly like anyone else, and those differences start with
genes. Any variation in a gene, such as a difference in the precise
sequence of the base pairs — sometimes with a seemingly minor
transposition, deletion, or repetition — is called an allele.

allele
A variation that makes a gene different in some way from other genes for the same
characteristics. Many genes never vary; others have several possible alleles.

Most alleles cause small differences (such as the shape of an eyebrow),
but some are crucial. Another way to state this is that some genes are
polymorphic (literally, “many forms”). Many have single-nucleotide
polymorphisms (abbreviated SNPs, pronounced “snips”), which is a
variation in only one part of the code, causing an allele of that gene.

Beyond the Genes
RNA (ribonucleic acid, another molecule) and additional DNA surround
each gene. In a process called methylation, this material enhances,
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transcribes, connects, empowers, silences, and alters genetic instructions.
Methylation continues throughout life, from conception until death.

This noncoding material used to be called junk — but no longer.
Obviously, genes are crucial, but even more crucial is whether and how
genes are expressed. RNA regulates and transcribes genetic instructions,
turning some genes and alleles on or off.

In other words, a person can have the genetic tendency for a particular
trait, disease, or behavior, but that tendency might never appear because it
was never turned on. Think of a light switch: A lamp might have a new
bulb and be plugged into power, but the room stays dark unless the switch
is flipped.

Scientists continually discover new functions — for good or ill — of the
noncoding genetic material (Larsen, 2018). Applications are many —
treating and controlling diseases, genetically modifying crops to resist
pathogens, developing vaccines to protect people and animals.

Scientists are thrilled, the public is wary, and nations differ in their laws
regarding genetic material. No one understands all the implications of
genetic research, which may benefit or harm humankind.

As one article explains, we have “fast science and sluggish policy …
enveloped by UN procedures that promote inclusiveness but are typically
slow, lumbering, and inflexible, making it difficult to adapt to fast-moving
events in the outside world” (Wynberg & Laird, 2018, p. 1). This is only
one of the several ethical dilemmas presented by innovative research.
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Not All Genetic     Every child becomes their own person — not what their parents fantasize.

Description
The cartoon image is entitled the world's first genetically engineered human
hits adolescence. Three people are shown, parents on the left and right, with
the adolescent in the center. The adolescent is dressed with a group t-shirt,
bracelets on both wrists, pants that come mid-calf, and platform shoes with
spurs on the back. He says, “So, I got my nose pierced. So what, man.” The
parents are covering their faces and crying. The father says, “we buy you the
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best genes in the world for this?” And the mother says, “I remember checking
genius on the order form, and now look.”

Epigenetics
The science of the interaction between nature and nurture is explored in
epigenetics, the study of how the environment alters genetic expression,
beginning at conception and continuing lifelong. The Greek root epi-,
meaning “around, above, below,” focuses attention on the vital noncoding
elements.
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epigenetics
The study of how environmental factors affect genes and genetic expression — enhancing,
halting, shaping, or altering the expression of genes.

Events and circumstances surrounding (around, above, below) the genes
determine whether genes are expressed or silenced (Ayyanathan, 2014).
This is contrary to the traditional notion of genetics still held by many
people who think that genes determine whether or not a person can learn a
particular skill or develop a talent. They do not.

We now know that, although brain formation begins with genes inherited
at conception, nutrients and toxins affect prenatal and postnatal brain
development. Epigenetic interactions continue lifelong, part of the
plasticity highlighted in Chapter 1.

The long reach of epigenetics is easy to understand when the force is
biological, such as a poison, but social experiences, such as chronic
loneliness, also can change brain structures (Cacioppo et al., 2014). The
influence of factors other than genes continues throughout the body. For
instance, diet and exercise affect everything genetic — muscles, shape,
skin, and so on.

Sometimes protective factors, either in nature or nurture, outweigh
liabilities. As one review explains, “there are, indeed, individuals whose
genetics indicate exceptionally high risk of disease, yet they never show
any signs of the disorder” (Friend & Schadt, 2014, p. 970). Why?
Epigenetics.

The Microbiome
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One aspect of both nature and nurture that profoundly affects each person
is the microbiome, which refers to all of the microbes (bacteria, viruses,
fungi, archaea, yeasts) that live within every part of the body. The
microbiome includes “germs,” the target of disinfectants and antibiotics.
Nonetheless, most microbes are helpful, enhancing life, not harming it.

microbiome
All the microbes (bacteria, viruses, and so on) with all their genes in a community; here,
the millions of microbes of the human body.

Microbes have their own DNA, reproducing every day. There are
thousands of varieties, and together they have an estimated 3 million
genes — influencing immunity, weight, diseases, moods, and much more
(Dugas et al., 2016; Koch, 2015). Particularly crucial is how the
microbiome affects nutrition, since bacteria in the gut break down food for
nourishment.

Experiments find that obese or thin mice change body size when the
microbiota from another mouse with the opposite problem is added
(Dugas et al., 2016). Thus, when a child weighs too little or too much, the
microbiome may be more to blame than the parents.

One innovation of modern medicine is to implant feces (which are rich in
microbes) from one person into another to cure illnesses. This works
particularly well for certain infections (especially C difficile) and
gastrointestinal diseases (Vaughn et al., 2019).

Siblings Not Alike
Siblings differ in their microbiomes and much more. With a rare exception
(monozygotic twins, discussed soon), siblings have only half of their
genes in common, because each gamete has only one of the two
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chromosomes that a man or a woman has at each of the 23 locations.
Thus, you could have an astronomical number of siblings, from your same
parents, none just like you.

Remember that each parent contributes 23 chromosomes, or half the
genetic material, for each child. When the man’s chromosomes pair with
the woman’s (chromosome 1 from his gamete with chromosome 1 from
hers, chromosome 2 with chromosome 2, and so on), each gene connects
with its counterpart from the other parent, and the interaction between the
two determines the inherited traits of the future person.

Since some alleles from the father differ from the alleles from the mother,
their combination produces a zygote unlike either parent. Thus, each new
person is a product of two parents but is unlike either one.

 Especially for Medical Doctors: Can you look at a person and then write a
prescription that will personalize medicine to their particular genetic
susceptibility? (see response, page 86)

Usually, genetic diversity helps the species, because creativity, prosperity,
and survival are enhanced when one person is unlike another. There is an
optimal balance between diversity and similarity for each species: Human
societies are close to that optimal level (Ashraf & Galor, 2013).

Matching Genes and Chromosomes
The genes on the chromosomes constitute an organism’s genetic
inheritance, or genotype, which endures throughout life. Growth requires
duplication of the code of the original cell again and again, with expansion
of the noncoding material as well.
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genotype
An organism’s entire genetic inheritance, or genetic potential.

Autosomes
In 22 of the 23 pairs of chromosomes, both members of the pair (one from
each parent) are closely matched. As already explained, some of the genes
have alternate alleles, but each chromosome finds its comparable
chromosome, making a pair. Those 44 chromosomes are called autosomes,
which means that they are independent (auto- means “self”) of the sex
chromosomes (the 23rd pair).

Each autosome, from number 1 to number 22, contains hundreds of genes
in the same positions and sequence. If the code of a gene from one parent
is exactly like the code on the same gene from the other parent, the gene
pair is homozygous (literally, “same-zygote”). Most of our gene pairs are
homozygous.

homozygous
Referring to two genes of one pair that are exactly the same in every letter of their code.
Most gene pairs are homozygous.

Indeed, every person in the world has most of the same genes, so it does
not matter who your parents are — you still would be homozygous for the
number of legs, for instance.

However, the match is not always letter-perfect. The mother might have a
different allele of a particular gene than the father has. If a gene’s code
differs from that of its counterpart, the two genes still pair up, but the
zygote (and, later, the person) is heterozygous. This can occur with any of
the gene pairs on any of the autosomes, but a few genes are particularly
likely to be heterozygous.
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heterozygous
Referring to two genes of one pair that differ in some way. Typically one allele has only a
few base pairs that differ from the other member of the pair.

Given that only half of a man’s genes are on each sperm and only half of a
woman’s genes are on each ovum, the combination creates siblings who
will be, genetically, similar and different from each other.

Thus, which particular homozygous or heterozygous genes my brother and
I inherited on our autosomes from our parents is a matter of chance, and it
has no connection to the fact that I am the younger sister, not the older
brother.

Uncertain Sex     Every now and then, a baby is born with “ambiguous genitals,”
meaning that the child’s sex is not abundantly clear. When this happens, analysis
of the chromosomes reveals whether the 23rd pair is XY or XX. The karyotypes
shown here indicate a typical baby boy (left) and girl (right).

Sex Chromosomes
However, for the 23rd pair of chromosomes, a marked difference is
apparent between my brother and me. My 23rd pair matched, but his did
not. In that, he is like all males: When gametes combine to form the
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zygote, half of the time a dramatic mismatch occurs, because some sperm
carry an X and some a Y.

23rd pair
The chromosome pair that, in humans, determines sex. The other 22 pairs are autosomes,
inherited equally by males and females.

This is how it happens. In males, the 23rd pair has one X-shaped
chromosome and one Y-shaped chromosome. It is called XY. In females,
the 23rd pair is composed of two X-shaped chromosomes. Accordingly, it
is called XX.

XY
A 23rd chromosome pair that consists of an X- shaped chromosome from the mother and
a Y- shaped chromosome from the father. XY zygotes become males.

XX
A 23rd chromosome pair that consists of two X-shaped chromosomes, one each from the
mother and the father. XX zygotes become females.

Because a female’s 23rd pair is XX, when her chromosomes split to make
ova, each ovum contains an X from her mother or an X from her father —
but always an X. And because a male’s 23rd pair is XY, half of a man’s
sperm carry an X chromosome from his mother and half a Y from his
father.

The X chromosome is bigger, with about 100 more genes, but the Y has a
crucial gene, called SRY, that directs the embryo to make male hormones
and organs. Thus, sex depends on which sperm penetrates the ovum — a
Y sperm with the SRY gene 1, creating a boy (XY), or an X sperm,
creating a girl (XX) (see Figure 3.1 on page 67).
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FIGURE 3.1

Determining a Zygote’s Sex     Any given couple can produce four possible
combinations of sex chromosomes; two lead to female children and two to male
children. In terms of the future person’s natal sex, it does not matter which of the
mother’s Xs the zygote inherited. All that matters is whether the father’s Y sperm
or X sperm fertilized the ovum. However, for X-linked conditions it matters a
great deal because typically one, but not both, of the mother’s Xs carries the trait.

Description
The father has 44 plus X Y chromosomes. The sperm, therefore, is made of
two sets of 22 plus Y, and two sets of 22 plus X chromosomes. The mother
has 44 plus X X chromosomes. The ova, therefore, is made of four sets of 22
plus X chromosomes. When X and Y combine, the result is 44 plus X Y
chromosome and the sex of the zygote is male. When X and X combine, the
result is 44 plus X X chromosome and the sex of the zygote is female.
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The fact that X deactivation occurs in girls but not in boys is only one
example of the significance of the embryo’s sex. Sometimes the same
allele affects male and female embryos differently. For instance, women
develop multiple sclerosis more often than men, and they usually inherit it
from their mothers, not their fathers, probably for genetic as well as
epigenetic reasons (Huynh & Casaccia, 2013).

It may matter whether a gene came from the mother or the father, a
phenomenon called parental imprinting. The best-known example occurs
with a small deletion or duplication on chromosome 15 (Kalsner &
Chamberlain, 2015).
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She Laughs Too Much     No, not the smiling sister, but the 10-year- old on the right, who
has Angelman syndrome. She inherited it from her mother’s chromosome 15. Her two siblings
inherited the mother’s other chromosome 15 and do not have the condition. If she had
inherited the identical deletion on her father’s chromosome 15, she would have developed
Prader- Willi syndrome, which would cause her to be overweight as well as always hungry
and often angry. With Angelman syndrome, however, laughing, even at someone’s pain, is a
symptom.

If a harmful allele on chromosome 15 came from the father, the child will
develop Prader-Willi syndrome and be obese, slow-moving, and stubborn.
If that same allele came from the mother’s chromosome 15, the child will
have Angelman syndrome and be thin, hyperactive, and happy —
sometimes too happy, laughing when no one else does.

Other diseases and conditions are affected by imprinting, again sometimes
in opposite ways (Couzin-Frankel, 2017).

A CASE TO STUDY
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Women Engineers
Typically, A Case to Study uses quotes from one individual, but here the “case” is
engineering, particularly women in that profession.

It was once thought that genes made females inferior in math, specifically that
prenatal neurological connections made their brains less adept at spatial
understanding. That explained why women scored lower than men on tests of math.

For that reason, if a girl wanted to be an engineer, she was advised to choose another
career because she would not be as capable as the men. Moreover, she was told that
continuing in her ambition would be to deny her feminine and maternal nature —
and no man would marry her. (I myself was the only girl in my high school
trigonometry class, which I might not have chosen if I had realized how odd that
was.)

The only way a woman could be an engineer was as a dutiful wife. For example,
Emily Roebling was called the “secret engineer” of the Brooklyn Bridge (completed
in 1883), because the man designated as chief engineer was her husband, and he
became so ill that he could not leave his bed (Dougherty, 2019; Wagner, 2017). No
college would allow her to study engineering; she educated herself so that she could
do his job.

I identify with another woman, Sheri Sheppard, who became a professor of
engineering. In the 1970s, her father, an engineering professor, suggested that she
take an engineering class. She did, partly to please him. At first she thought that she
did not belong. She remembers:

My second year in college [at the University of Michigan], I hit my first engineering
class. And at the time I was, in most of my engineering classes, the only woman. And
the professor got in front of us and was lecturing and he was using words that I had no
idea what he was speaking. And I’m thinking that every guy in the room knows exactly
what he’s talking about, I mean they were born knowing that. [still feeling that I did not
belong] I went to the next class and one of the other students … raised his hand right at
the beginning of the class and he said to the professor, “I don’t have the foggiest notion
of what you’re talking about.” And it was just like, “they don’t know it either!” And
after that it became really fun because education is all about asking questions.

[Retelas, 2017]
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Beginning in the 1960s, millions of women insisted that nurture, not nature, kept
women from advanced math, and thus from professions that required it. Sheppard
was one of the first women to study engineering; now she is a professor of
engineering at Stanford, mentoring many female students. Adults no longer
discourage girls from studying geometry and calculus. Currently, high school math
achievement of the two sexes is quite similar, with boys slightly ahead in most
nations but girls slightly ahead in others (Russia, Singapore, Algeria, Iran).

More college women now major in engineering, physics, and chemistry (Brown &
Lent, 2016). This does not erase genetic tendencies: Some people excel at math and
others struggle with it, but it does suggest that those genes are not exclusive to
people of one sex or another, or, for that matter, one family or ethnic background or
another.

Genetic sex differences no longer dissuade people from any profession. Of course,
gender-based prejudices still affect career choice. Part of the engineering curriculum
in college is to work as an engineering intern. Male students describe internships as
rewarding, but some women are discouraged by them. One said:

The environment was creepy, with older weirdo man engineers hitting on me all the
time and a sexist infrastructure was in place that kept female interns shuffling papers
while less experienced male counterparts had legitimate engineering assignments.

[Aurora, quoted in Seron et al., 2016, p. 201]

Many women hired as engineers quit, with a third of them citing hostility from male
co-workers as the reason (Silbey, 2016). Others leave because of another genetic
force — the urge to become a mother, coupled with the assumption that motherhood
and engineering are incompatible.

Fortunately, a recent study of female engineers in large British companies found that
social support and role models are changing. Some of the women were explicitly
encouraged and protected by their male colleagues, especially after the women
pointed out the gender-related problems they encountered (Fernando et al., 2018).

Since we know that development — in the brain as well as in daily life — is plastic,
having a role model enhances cognition. For example, one young woman engineer
said:
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My boss’ boss is a woman. She has a daughter. The team leader for one of the other big
assets in the North Sea is a woman and she works four days a week. She’s very well
respected as an engineer…. so there is hope for me — in the beginning I didn’t think
there was any hope especially if I wanted to have children. But now it makes sense to
develop a career here.

[Rosie, quoted in Fernando et al., 2018, p. 489]

Currently, not only are more women employed as engineers, but their brains also
reflect their profession: They can envision spatial relations with the best of them —
and far better than their mothers and grandmothers. That is an epigenetic result.

More Than Sex Organs
Although biology and culture (nature and nurture) constantly interact, the
word sex generally refers to one’s assigned sex at birth, and the word
gender refers to social and cultural constructs. This distinction is useful in
understanding the relationship between genes and male–female
differences.

The Y chromosome directs the embryo to grow a penis, and much more.
Typically, the SRY gene causes hormone production that affects the brain,
skeleton, body fat, and muscles, beginning in the first weeks of prenatal
development and continuing to the last breath in old age. As you have
surely noticed, sex differences vary among individual men and women,
influenced by the genes, hormones, and culture.

One review suggests “gender identity is a multifactorial complex trait with
a heritable polygenic component” (Polderman et al., 2018, p. 95). That
review sought to explain transgender and other gender-nonbinary
individuals, but for everyone many traits are affected by the sex
chromosomes.
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For example, at conception, about 120 male zygotes are conceived for
every 100 females, probably because the sperm with fewer genes have a
slight advantage in the race to the ovum. From that moment on, male life
is more fragile, as more male embryos die.

At birth, the male/female ratio is 105:100 in developed nations and
103:100 in the poorest ones. That ratio not only reveals that male embryos
die at higher rates but also that, when pregnant women are sick and
malnourished, surviving embryos are more often female.

Males continue to have a higher death rate at every age. In the United
States, after age 85, there are two surviving women for each man.

Remember, however, that sex is influential but not determinative. Gender
differences begin at birth, when newborns are named and wrapped in blue
or pink. Gender also influences late life survival: Old women are more
likely to see a doctor and control blood pressure, obesity, and other late-
life hazards.

Although XX or XY is determined at conception, for most of history
people could not learn the sex of the fetus until birth, when someone
looked at the genitals and shouted “It’s a ------!” Because they didn’t know
better, millions of pregnant women ate special foods, slept on one side, or
repeated certain prayers, all to control their baby’s sex — which was
already determined.

Now prospective parents can learn whether a fetus is male or female. One
consequence is that biological sex might be fatal because of gender
differences in the culture (see Opposing Perspectives).
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OPPOSING PERSPECTIVES

Too Many Boys?
In past centuries, millions of newborns were killed because they were the wrong sex,
a practice that would be considered murder today. Now the same goal is achieved
long before birth in three ways: (1) inactivating X or Y sperm before conception, (2)
inserting only male or female zygotes after in vitro conception, or (3) aborting XX or
XY fetuses.

Recently, millions of couples have used these methods to choose their newborn’s
sex. Should this be illegal? It is, in at least 36 nations. It is legal in the United States
(Murray, 2014).

To some prospective parents, those 36 nations are unfair — most allow similar
measures to avoid severely disabled newborns. Why is that permitted but sex
selection is not? There are moral reasons. But, should governments legislate morals?
People disagree (Wilkinson, 2015).

One nation that forbids prenatal sex selection is China. This was not always so. In
about 1979, China began a “one-child” policy, urging and sometimes forcing couples
to have only one child. That achieved the intended goal: fewer children to feed … or
starve. Severe poverty was almost eliminated.

But advances in prenatal testing combined with the Chinese tradition that sons, not
daughters, care for aging parents led many couples to want their only child to be
male. Among the unanticipated results of the one-child policy:

Since 1980, an estimated 9 million abortions of female fetuses
Adoption of thousands of newborn Chinese girls by Western families
By 2010, far more unmarried young men than women

In 1993, the Chinese government forbade prenatal testing for sex selection. In 2013,
China rescinded the one-child policy. Yet from 2005 to 2015, the ratio of preschool
boys to girls was about 116:100, an imbalance that continues (United Nations,
Department of Economic and Social Affairs, Population Division, 2018). Despite
government policies, Chinese couples still prefer to have only one child, a boy, and
abort female embryos.
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The argument in favor of sex selection is freedom from government interference.
Some fertility doctors and many individuals believe that each couple should be able
to decide how many children to have and what sex they should be (Murray, 2014).

Why would anyone object to personal choice? The reason is social harm. This is
evident in China. Thirty years after the one-child policy began, many more young
Chinese men than women die. In part because of the high male mortality, the 2010
Chinese census found that women lived eight years longer than men.

The developmental explanation is that unmarried men take risks to attract women.
They become depressed if they remain alone. Thus, the skewed sex ratio among
adults in China increases early deaths, from accidents, suicide, drug overdoses, and
poor health practices (Srinivasan & Li, 2018).

This is a warning to other nations. A society with an excess of males might also have
an excess of problems, since males are more likely to be drug addicts, commit
crimes, kill each other, die of heart attacks, and start wars. This is true in every
nation.

For instance, the U.S. Department of Justice reports that, since 1980, 85 percent of
the prison population are men, and, primarily because of heart disease, suicide, and
accidents, men are about twice as likely as women to die before age 50 (Centers for
Disease Control and Prevention, 2018). Increasing the number of men might mean
increasing all these problems.

But wait: Chromosomes and genes do not determine behavior. Every gender
difference is influenced by culture. Even traits that originate with biology, such as
the propensity to heart attacks, are affected more by environment (in this case, diet
and cigarettes) than by XX or XY chromosomes.

Already, improved diagnosis and declines in smoking (changes in nurture) have
reduced heart attacks in men. In 1950, four times as many middle-aged men as
women died of heart disease; by 2015, the rate was lower for both sexes, but
especially for men (2:1, not 4:1). Lifelong, rates of cardiovascular deaths in the
United States are currently close to sex-neutral (Centers for Disease Control and
Prevention, 2018).
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Indeed, every sex difference is strongly influenced by culture and policy.
Historically, some cultures have adjusted to an excess of women by accepting
divorce and remarriage, or polygamy, thus providing husbands and children for most
women. Societies could change customs to adapt to an excess of males as well.
Should they?

My Strength, My Daughter     That’s the slogan these girls in New Delhi are shouting
at a demonstration against abortion of female fetuses in India. The current sex ratio of
children in India suggests that this campaign has not convinced every couple.

THINK CRITICALLY: Might laws against prenatal sex selection be
unnecessary if culture shifted?

WHAT HAVE YOU LEARNED?

1. How many chromosomes and genes do people have?

2. What is an allele?

3. What effect does the microbiome have?

4. Does it matter whether a gene pair is homozygotic or heterozygotic?

5. What determines a baby’s sex?
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New Cells, New People
Within hours after conception, the zygote begins duplication and

division. First, the 23 pairs of chromosomes (carrying all of the
genes) duplicate to form two complete sets of the genome. These two
sets move toward opposite sides of the zygote, and the single cell
splits neatly down the middle into two cells, each containing the
original genetic code.

These first two cells duplicate and divide, becoming four, which
duplicate and divide, becoming eight, and so on. The name of the
developing mass changes as cells multiply — the zygote (one cell)
becomes a morula, then a blastocyst, then an embryo, then a fetus —
and then, at birth, a baby. [Life-Span Link: Prenatal growth from
then on is detailed in Chapter 4.]
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First Stages of the Germinal Period     The original zygote as it divides into (a) two
cells, (b) four cells, and (c) eight cells. Occasionally at this early stage, the cells
separate completely, forming the beginning of monozygotic twins, quadruplets, or
octuplets.

Cells and Identity
Nine months after conception, a newborn has about 26 billion cells,
all influenced by nutrients, drugs, hormones, viruses, microbes, and
so on from the pregnant woman. Almost every human cell carries a
complete copy of the genetic instructions of the original cell. Half of
those instructions came from each parent, but every zygote also has a
few mutations — about 40 base pair variations that were not
inherited.

Adults have about 37 trillion cells, each with the same 46
chromosomes and the same thousands of genes of the original zygote.
This explains why DNA testing of any body cell, even from a drop of
saliva or a snip of hair, can identify “the real father,” “the guilty
criminal,” “the long-lost brother.”

DNA lingers long after death. Several living African Americans
claimed Thomas Jefferson as an ancestor: DNA proved some right
and some wrong (Foster et al., 1998).

Indeed, because the Y chromosome is passed down to every male
descendant, and because the Y changes very little from one
generation to the next, men today have the Y of their male ancestors
who died thousands of years ago.
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Female ancestors also live on. Each zygote has mitochondria,
biological material that provides energy for the cell. The
mitochondria come from the mother, and her mother, and her mother,
and thus each person carries evidence of maternal lineage.

As with all genetic material, mitochondria sometimes predispose a
person to disease, especially problems with the heart (Bonora et al.,
2019). Although males are more vulnerable to heart attacks than
females are, the problem may originate with their mothers!

Stem Cells
The cells that result from the early duplication and division are called
stem cells; they can produce any other cell and thus become a
complete person. After about the eight-cell stage, although
duplication and division continue, a third process called
differentiation begins.

stem cells
Cells from which any other specialized type of cell can form.

In differentiation, cells specialize, taking different forms and
reproducing at various rates depending on where they are located. For
instance, some cells become part of an eye, others part of a finger,
still others part of the brain. They are no longer stem cells.

Scientists have discovered several ways in the laboratory to
reprogram cells, making them like stem cells again (Papapetrou,
2016). This can control many genetic illnesses and conditions, but it
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is not yet known how to use reprogrammed cells without risking
serious harm to patients.

Another new method, called CRISPR, has been developed to edit
genes, with the potential to control the mosquitos that spread malaria,
Zika virus, and other diseases. Although human genes could
theoretically be edited with CRISPR, the prospect of “designer
babies” raises serious ethical questions.

Therefore, at least at the moment, CRISPR is forbidden for human
organisms (Lander, 2016; Green, 2015). An attempt (unverified) to
use CRISPR in a human embryo caused a storm of protest (Cohen,
2018).

In Vitro Fertilization
The ethical implications of CRISPR raise the issue of in vitro
fertilization (IVF), which was pronounced “sacrilegious” and
“against God” when first attempted in 1960. That did not stop the
scientists, who finally succeeded with a live baby, Louise Brown, in
1978.

in vitro fertilization (IVF)
Fertilization that takes place outside a woman’s body (as in a glass laboratory dish).
The procedure involves mixing sperm with ova that have been surgically removed
from the woman’s ovary. If a zygote is produced, it is inserted into a woman’s
uterus, where it may implant and develop into a baby.

Over the past half-century, procedures have improved and IVF has
become “a relatively routine way to have children” (C. Thompson,
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2014, p. 361). The European Society of Human Reproduction and
Embryology estimated in 2018 that 8 million IVF babies have been
born, some from every nation.

The two daughters of former president Barack Obama were both
conceived via IVF. So was the younger sister of Louise Brown. Both
Brown daughters have had babies of their own, conceived naturally,
but they have said they would use IVF if need be.

A study of more than 2 million ninth-graders in Sweden reported that
specifics of conception made little difference in school achievement
(Norrman et al., 2018). Psychologically, IVF children have also fared
well. For all children, genes and family life are far more influential
than details of conception.
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From Miracle to Routine     Here is Louise Brown, whose birth was an international
front-page headline when she became the first IVF baby born decades ago. Here she is
holding twins who were also born via IVF, now a routine event at this clinic and
thousands of others worldwide. Or, are all births, IVF or not, now and always a
miracle? Perhaps you agree with an Indian mystic who once said that “every newborn is
a sign that God has not yet given up on the world.”

IVF differs markedly from typical conceptions, almost half of which
are unintended (Finer & Zolna, 2016). When a couple opts for IVF,
the woman takes hormones to increase the number of ripe ova, and
then several are surgically removed while the man ejaculates into a
sterile container. Then a technician combines ova and sperm in a
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laboratory dish (in vitro means “in glass”), often by inserting one
viable sperm into each ovum.

Zygotes that fail to duplicate properly are rejected, but several days
after conception, one or more blastocysts are inserted into the uterus.
Implantation succeeds about half the time, with the age of the couple
an important predictor. Since young eggs are more viable, young
women who do not yet want children may freeze their ova for IVF
years later.

Some nations forbid IVF unless a couple provides proof of
heterosexual marriage, of infertility, and even of financial and
emotional health. Several European nations limit the numbers of
blastocysts inserted into the uterus at one time, partly because
national health care pays for both IVF and infant care.

The United States has no legal restrictions, although income matters.
The cost varies from clinic to clinic within the United States, perhaps
$20,000 for drugs, monitoring, and the procedure itself.

Medical societies provide some oversight. For example, the
California Medical Board revoked the license of the physician who
inserted 12 blastocysts in Nadya Suleman. She gave birth to eight
surviving babies in 2009, a medical miracle but a developmental
disaster.

Another IVF miracle is that adults can have children who are not
biologically theirs because others have donated the sperm, the ova,
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and/or the womb. The word donate is misleading, since most donors
— often college students — are paid. Some couples travel to other
nations (especially India) with less restrictive laws and more women
willing to be surrogate mothers (Reddy et al., 2018). Is that
international exploitation?

As you see, many aspects of fertility and infertility raise moral
questions, within nations and between them. Should anyone other
than the prospective parents decide whether or not a child is born?

Twins and More
Thus far we have described conception as if one sperm and one ovum
resulted in one baby. That is typical, but there is an important
exception. Sometimes one sperm and one ovum results in two babies,
or even four. To understand this, you need to understand the
difference between monozygotic and dizygotic twins.

Monozygotic Twins
Remember that each stem cell contains the entire genetic code. If
parents who carry destructive genes use IVF, at about the eight-cell
stage, before implantation, one cell can be removed and analyzed. If
that cell carries a known destructive gene, or if the chromosomes are
not exactly 46, then that blastocyst is not inserted into the uterus.

If genetic testing finds no problems, the remaining cell mass is
inserted, where it might implant and grow normally. Removing one
stem cell does not harm development, because every one of the
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remaining stem cells has all of the instructions needed to create a
person.

Twins could be created by separating the cells of the blastocyst before
implantation, which could create two or more identical babies if the
separated cells were implanted and then grew. This is illegal with
human zygotes in IVF. However, about once in every 250
pregnancies, nature within the woman’s body does what doctors are
forbidden to do — it splits those early cells. If each separated cell
duplicates, divides, differentiates, implants, grows, and survives,
multiple births occur.

One separation results in monozygotic (MZ) twins, so called because
they came from one (mono-) zygote (also called identical twins).
Separations at the four- or eight-cell stage create monozygotic
quadruplets or octuplets. Because monozygotic multiples originate
from one zygote, they have identical genetic instructions for
appearance, psychological traits, disease vulnerability, and everything
else genetic.

monozygotic (MZ) twins
Twins who originate from one zygote that splits apart very early in development.
(Also called identical twins.) Other monozygotic multiple births (such as triplets and
quadruplets) can occur as well.
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Not Exactly Alike     These two 4-year-old boys in South Carolina are identical twins,
which means they originated from one zygote. But one was born first and heavier, and,
as you see here, one appears to be more affectionate to his brother.

Remember, however, that epigenetic influences begin as soon as
conception occurs: Monozygotic twins look and act very much alike,
but their environment is not identical. Epigenesis begins within hours
of conception, and thus the developing blastocysts may differ.

For example, the particular spot in the uterus where each twin
implants may allow one fetus to be better nourished than the other,
which affects that person lifelong. One twin is born first, and from
that moment on each twin will have a slightly different experience.
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Monozygotic twins are fortunate in several ways. They can donate a
kidney or other organ to their twin with no organ rejection. They can
also befuddle their parents and teachers, who may need visible ways
(such as different earrings or haircuts) to tell them apart.

Usually, the twins themselves establish their own identities. For
instance, both might inherit athletic ability, but one decides to join the
basketball team while the other plays soccer.

As one monozygotic twin writes:

Twins put into high relief the central challenge for all of us: self-
definition. How do we each plant our stake in the ground, decide how
sensitive, callous, ambitious, conciliatory, or cautious we want to be
every day? … Twins come with a built-in constant comparison, but
defining oneself against one’s twin is just an amped-up version of
every person’s life-long challenge: to individuate — to create a
distinctive persona in the world.

[Pogrebin, 2010, p. 9]

That woman and her twin sister married and had a son and then a
daughter within months of each other. Coincidence? Genetic? Sister
pressure?

To improve the chance of implantation, the technician may puncture
(called hatching) a minuscule hole in the blastocyst. This slightly
increases the rate of monozygotic twins (Knopman et al., 2014).
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VIDEO ACTIVITY: Identical Twins: Growing Up Apart gives a real-life
example of how genes play a significant role in people’s physical, social, and
cognitive development.

Dizygotic Twins
Before any fertility treatments, about once in 60 natural conceptions,
dizygotic (DZ) twins are conceived. They begin life when two ova
are fertilized by two sperm at about the same time. Usually, women
release only one ovum per month, so most human newborns are
singletons. However, sometimes multiple ovulation occurs and
dizygotic twins are possible.

dizygotic (DZ) twins
Twins who are formed when two separate ova are fertilized by two separate sperm at
roughly the same time. (Also called fraternal twins.)

Dizygotic twins are sometimes called fraternal twins, although
because fraternal means “brotherly” (as in fraternity), fraternal is
inaccurate. Of course, MZ twins are always the same sex (their 23rd
chromosomes are either XX or XY), but for DZ twins just as for any
two siblings in the same family, some are brothers, some are sisters,
and some are brother and sister.
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People say that twinning “skips a generation,” but really it skips
fathers, not mothers. Since dizygotic twinning requires multiple
ovulation, the likelihood of a woman ovulating two ova and thus
conceiving twins depends on her genes from her parents. The father’s
genes are irrelevant.

However, half of a man’s genes are from his mother. If a male DZ
twin inherited his mother’s gene for multiple ovulation, there is a 50
percent chance that his genes include the multiple ovulating one.
Then his daughters may have twins because their paternal
grandmother did.

When dizygotic twinning occurs naturally, the incidence varies by
ethnicity. For example, about 1 in 11 Yorubas in Nigeria is a twin, as
are about 1 in 45 European Americans, 1 in 75 Japanese and Koreans,
and 1 in 150 Chinese. Age matters, too: Older women more often
double-ovulate and thus have more twins.

Like all children from the same parents, dizygotic twins have about
half of their genes in common. They can differ markedly in
appearance, or they can look so much alike that only genetic tests
determine whether they are MZ or DZ. In the rare incidence that a
woman releases two ova at once and has sex with two men over a
short period, twins can have different fathers. Then they share only
one-fourth of their genes.

WHAT HAVE YOU LEARNED?

1. How does DNA establish identity?
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2. What makes a cell a “stem cell”?

3. Why is CRISPR illegal for humans?

4. What is similar and different in an IVF pregnancy and a traditional
pregnancy?

5. What is the difference between monozygotic and dizygotic twins?

6. For whom is twinning more likely?
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From Genotype to Phenotype
As already explained, when a sperm and an ovum create a zygote, the

genotype (all the genes of the developing person) is established. This
initiates several complex processes that form the phenotype — the
person’s actual appearance, behavior, and brain and body functions.

phenotype
The characteristics of a person, including appearance, personality, intelligence, and all
other traits.

Nothing is totally genetic, not even physical traits such as height or hair
color; but nothing is wholly untouched by genes, either. Genes affect
behavior as well as bodies: People who work overtime, get divorced, or
spank their children do so partly for genetic reasons (Knopik et al., 2017).
(Of course, culture and context are crucial as well.)

Many Factors
The phenotype depends on the combination of the genotype and the
environment, from the moment of conception until the moment of death.
The environment changes genes directly, in epigenesis. It also affects the
phenotype via culture and context. As you remember, human development
is remarkably plastic.

Almost every trait is polygenic (affected by many genes) and
multifactorial (influenced by many factors). A zygote might have the
alleles for becoming, say, a musical genius, but that potential may never
be expressed.
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Remember that nearly all important human characteristics are epigenetic.
This is easiest to see with conditions that are known to be inherited, such
as cancer, schizophrenia, and autism spectrum disorder (Kundu, 2013;
Knopik et al., 2017). It is also apparent with cognitive abilities and
personality traits.

Diabetes is a notable example. People who inherit genes that put them at
risk do not always become diabetic. Lifestyle factors — weight and
exercise — awaken that genetic risk. Yet some people are overweight and
inactive but never develop diabetes because it is not in their genotype.

The same may be true for other developmental changes over the life span.
Substance abuse — cocaine, cigarettes, alcohol, and so on — may produce
epigenetic changes. Once addicted, people who have not used the drug for
years are still vulnerable and can never use that drug again as an
unaffected person could (Bannon et al., 2014). Their brain has changed;
they are “clean” but still have a substance use disorder.

Gene–Gene Interactions
Many discoveries have followed the completion of the Human Genome
Project in 2001. One surprise was shared genes: All humans have
virtually the same genes, and 98 percent of human genes are shared with
other mammals.

Human Genome Project
An international effort to map the complete human genetic code. This effort was
essentially completed in 2001, though analysis is ongoing.

Then why are people markedly unlike other species? Why is each person
so different from any other person? Such questions led to increased



306

interest in the complex interactions between one human gene and its
counterpart from the other parent.

Genetic Mix     Dizygotic twins Olivia and Harrison have half their genes in common, as do
all siblings from the same parents. If the parents are close relatives who themselves share
most alleles, the nonshared half is likely to include many similar genes. That is not the case
here, as mother (Nicola) is from Wales and father (Gleb) is from the nation of Georgia, which
includes many people of Asian ancestry. Their phenotypes, and the family photos on the wall,
show many additive genetic influences.

Additive Heredity
Interactions among genes and alleles are often called additive because
their effects add up to influence the phenotype. The phenotype then
reflects the contributions of every additive gene. Height, hair curliness,
and skin color, for instance, are usually the result of additive genes.
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Indeed, height is probably influenced by 180 genes, each contributing a
very small amount (Enserink, 2011).

Most Americans have ancestors of varied height, hair curliness, skin color,
and so on. Their children’s phenotypes do not mirror the parents’
phenotypes (although the phenotype always reflects the genotype) because
of the interactions of their unique set of genes.

I see this in my family: Our daughter Rachel is of average height, shorter
than her father and me but taller than either of our mothers. She apparently
inherited some of her grandmothers’ height genes via our gametes. And
none of my children has exactly my skin color — apparent when we
borrow clothes from each other and notice that a particular shade is
attractive on one but ugly on another.

 Especially for Future Parents: Suppose you wanted your daughters to be
short and your sons to be tall. Could you achieve that? (see response, page 86)

How any additive trait turns out depends partly on all the genes a child
happens to inherit (half from each parent, which means one-fourth from
each grandparent, one-eighth from each great-grandparent, and so on).
Some of those genes amplify or dampen the effects of other genes, aided
by all the other DNA and RNA (not junk!) in the zygote.

Genetic variations are apparent in every family, particularly among
African Americans in the United States. Historically, the continent of
Africa was, genetically, the most diverse (Choudhury et al., 2018). Added
to that, current North Americans who identify as Black are not only the
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product of African diversity but also carry genes from many parts of
Europe and from many tribes of indigenous Americans.

Dominant–Recessive Heredity
Not all genes are additive. In one nonadditive form, some alleles are
dominant and others are recessive. The dominant gene is more influential
for whatever trait that pair of genes affects. It overpowers a recessive
gene, which may be hidden on the genotype, not apparent in the
phenotype.

dominant
Reflected in the phenotype. Dominant genes have more influence on traits than recessive
genes.
recessive
Hidden, not dominant. Recessive genes are carried in the genotype and are not evident in
the phenotype, except in special circumstances.

A person is called a carrier of the recessive gene when it is on their
genotype but not their phenotype. In other words, they carry that gene in
their DNA, and they will transmit it to half of their sperm or ova. Only
when a person inherits a recessive gene from both parents, and therefore
no dominant gene is inherited for that trait, does the recessive
characteristic appear on the phenotype.

carrier
A person whose genotype includes a gene that is not expressed in the phenotype. The
carried gene occurs in half of the carrier’s gametes and thus is passed on to half of the
carrier’s children. If such a gene is inherited from both parents, the characteristic appears
in the phenotype.
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Sisters, But Not Twins, In Iowa     From their phenotype, it is obvious that these two girls
share many of the same genes, as their blond hair and facial features are strikingly similar.
And you can see that they are not twins; Lucy is 7 years old and Ellie is only 4. It may not be
obvious that they have the same parents, but they do — and they are both very bright and
happy because of it. This photo also shows that their genotypes differ in one crucial way: One
of them has a dominant gene for a genetic condition.

 Observation Quiz: Who has the genetic condition? (see answer, page 86) 

Most recessive genes are harmless. One example is eye color. Brown eyes
are dominant. Everyone with brown eyes has at least one dominant brown-
eye gene. They could, of course, have two brown-eye genes — one from
each parent. But it is not obvious by looking at them, since one brown-eye
gene is enough.
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Blue eyes are determined by a recessive allele. If both parents have blue
eyes — that is, every eye-color gene on every gamete has a blue-eye gene
— their children will all have blue eyes. If a child has one blue-eyed
parent (who always has two recessive blue-eye genes) and one brown-
eyed parent, that child will usually have brown eyes.

Usually, not always. Brown-eyed parents all have one brown-eye gene
(otherwise they would not have brown eyes), but they might carry a blue-
eye gene. In that case, in a blue-eyed/brown-eyed couple, every child has
at least one blue-eye gene (from the blue-eyed parent), and half of the
children will have a blue-eye recessive gene (from the carrier parent).

They will have blue eyes because they have no dominant brown-eye gene.
The other half will have a brown-eye dominant gene. Their eyes will be
brown, but they will be carriers of the blue-eye gene, just like their brown-
eyed parent.

Sometimes both parents are carriers. If two brown-eyed parents both have
the blue-eye recessive gene, the chances are one in four that their child
will have blue eyes (see Figure 3.2).
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FIGURE 3.2

Changeling?     No. If two brown-eyed parents both carry the blue-eye gene,
they have one chance in four of having a blue-eyed child. Other recessive genes
include the genes for red hair, Rh negative blood, and many genetic diseases.

Description
A legend reads, Capital B equals gene for brown eyes and small b equals
gene for blue eyes. The illustration shows a man (to the left) and a woman (to
the right). The man and woman have brown eyes. The man and the woman
have B b (capital and small) genes. Below four similar looking children are
shown, where three of the children have brown eyes and one child has blue
eyes. If a child receives the capital B gene from the man and the woman, it
will have brown eyes. If the child gets the small b gene from the man and the
capital B gene from the woman, it will have brown eyes. If the child gets the
small b gene from the woman and the capital B gene from the man, it will
have brown eyes. If the child gets the small b gene from the woman and the
man, it will have blue eyes.
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 Observation Quiz: Why do these four offspring look identical except for
eye color? (see answer, page 86) 

This example is simplified because it presumes that only one pair of genes
determines eye color. However, as with almost every trait, eye color is
polygenic, so other genes have some influence. Eyes are various shades of
blue and brown, green or gray, because of many genes.

Again, most recessive genes are carried on the genotype but hidden on the
phenotype. A recessive trait appears on the phenotype only when a person
inherits the same recessive gene from both parents. No need for parents to
blame each other’s ancestors if their child has a recessive disease, nor for
fathers to suspect infidelity if a child is unexpectedly blue-eyed.
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Mother to Son
A special case of the dominant–recessive pattern occurs with genes that
are X-linked (located on the X chromosome). If an X-linked gene is
recessive — as are the genes for red–green color blindness (by far the
most common type of color blindness), several allergies, a few diseases,
and some learning disorders — the fact that it is on the X chromosome is
critical (see Table 3.1). Boys might have the phenotype; girls might be
carriers.

X-linked
A gene carried on the X chromosome. If a male inherits an X-linked recessive trait from
his mother, he expresses that trait because the Y from his father has no counteracting gene.
Females are more likely to be carriers of X-linked traits but are less likely to express them.

TABLE 3.1 The 23rd Pair and X-Linked Color Blindness

To understand this, remember that the Y chromosome is much smaller
than the X, containing far fewer genes. Consequently, the X has many
genes that are unmatched on the Y. If one of those X genes is recessive,
there is no chance for a dominant gene on the Y to keep it hidden.

Thus, if a boy (XY) inherits a recessive gene on his X from his mother, he
will have no corresponding dominant gene on his Y from his father to
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counteract it, so his phenotype will be affected. Girls, however, need to
inherit a double recessive to be unable to see red and green.

This explains why males inherit X-linked disorders from mothers, not
fathers. A study of color-blind children from six ethnic groups in northern
India found a sex ratio of nine boys to one girl. The fact that people tend
to marry within their ethnic group revealed that color blindness was
affected by genes: The incidence of color blindness was 7 percent in one
group but only 3 percent in another (Fareed et al., 2015).

Nature and Nurture
One goal of this chapter is for readers to grasp the complex interaction
between genotype and phenotype. This is not easy. For decades, millions
of scientists have struggled to understand this complexity. Each year
brings advances in statistics and molecular analysis with new data to
uncover various patterns, all resulting in hypotheses to be explored.

Now we examine two traits, addiction and visual acuity, in two specific
manifestations, alcohol use disorder and nearsightedness. As you will see,
understanding the progression from genotype to phenotype has many
practical implications.

Alcohol Use Disorder
At various times throughout history, people have considered the abuse of
drugs to be a moral weakness, a social scourge, or a personality defect.
Historically and internationally, the main focus has been on alcohol, since
people everywhere discovered fermentation thousands of years ago — to
the joy of many and the addiction of some.



315

Alcohol has been declared illegal (as in the United States from 1919 to
1933) or considered sacred (as in many religious rituals). Those who
cannot control their drinking have been jailed, jeered, or burned at the
stake.

We now know that inherited biochemistry affects alcohol metabolism.
Punishing those with the genes does not stop addiction. There is no single
“alcoholism gene,” but alleles that make alcohol use disorder more likely
have been identified on every chromosome except the Y (Epps & Holt,
2011).

To be more specific, alleles create an addictive pull that can be
overpowering, extremely weak, or somewhere in between. Each person’s
biochemistry reacts to alcohol in a particular way, causing sleep, nausea,
aggression, joy, relaxation, forgetfulness, or tears.

 Especially for Drug Counselors: Is the wish for excitement likely to lead
to addiction? (see response, page 86)

If metabolism allows people to “hold their liquor,” they might drink too
much; others (including many East Asians) sweat and become red-faced
after just a few sips. That embarrassing response may lead to abstinence.
This inherited “flushing” tendency not only mitigates alcohol use disorder
but also improves metabolism (Kuwahara et al., 2014).

Although scientists first sought the genes that affected the biology of
addiction, they soon learned that genetic personality traits (including a
quick temper, sensation seeking, and high anxiety) are as crucial as
biology (Macgregor et al., 2009).
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Age matters too. Teenagers feel the pressure to drink if their best friends
are drinking, while adults find it easier to say “no thank you” if they
choose. Social contexts also are influential. Fraternity parties encourage
drinking; church socials in a “dry” county make it difficult to swallow
anything stronger than lemonade.

Welcome Home     For many women in the United States, white wine is part of the
celebration and joy of a house party, as shown here. Most people can drink alcohol
harmlessly; there is no sign that these women are problem drinkers. However, danger lurks.
Women get drunk on less alcohol than men, and females with alcohol use disorder tend to
drink more privately and secretly, often at home, feeling more shame than bravado. All that
makes their addiction more difficult to recognize.

Finally, both sex and gender are relevant. For biological reasons (body
size, fat composition, metabolism), women become drunk on less alcohol
than men. Heavy-drinking females double their risk of mortality compared
to heavy-drinking males (Wang et al., 2014). That may be why many
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cultures encourage men to drink but not women (Chartier et al., 2014). Or,
sexism and chauvinism may be the reason.

As you see by all this, explaining a particular habit — drinking alcohol —
quickly becomes very complex. Alcohol use disorder is genetic, but it also
is much more. Again, phenotype is affected by both genotype and
environment.

Nearsightedness
Age, genes, and culture affect vision as well. Consider myopia
(nearsightedness), the most common visual problem.

The effects of age are evident universally, for humans everywhere.
Newborns focus only on things within 1 to 3 feet of their eyes; vision
improves steadily until about age 10. The eyeball changes shape at
puberty (increasing myopia) and again in middle age (decreasing myopia).
Vision of all kinds becomes less acute in late adulthood, and serious
problems increase.

Added to those developmental patterns that affect all people,
nearsightedness is strongly influenced by genes that vary from one person
to another. Heritability is about 75 percent — which is quite high
(Williams & Hammond, 2016). If one monozygotic twin is nearsighted,
the other twin is virtually always nearsighted, too.

However, heritability indicates only how much of the variation in a
particular trait, within a particular population, in a particular context and
era, can be traced to genes. For example, the heritability of height is very
high (about 95 percent) when children receive good medical care and
nutrition, but it is low (about 20 percent) when children are severely
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malnourished. Children who are chronically underfed are quite short, no
matter what their genes. Similarly, although nearsightedness is highly
heritable, nurture may be crucial.

heritability
A statistic that indicates what percentage of the variation in a particular trait within a
particular population, in a particular context and era, can be traced to genes.

Indeed, it is. In some African and Asian communities, heritability of
nearsightedness is close to zero because of diet. Due to severe “vitamin A
deficiency, more than 250,000 children become blind every year, and half
of them die within a year of losing their sight” (Ehrenberg, 2016, p. 25).
Obviously, for them, the genetic tendency to be nearsighted is irrelevant.

To prevent blindness, scientists have developed strains of local staples
such as “golden rice” that are high in vitamin A, although use is limited by
fears of genetically modified food (Ehrenberg, 2016). Some nations
(Zambia and Cameroon) avoid genetic food modification by adding
vitamin A directly to cooking oil and sugar. This must be carefully done
— excessive, nonfood vitamin A causes health problems, but the risks are
far less serious than blindness (Tanumihardjo et al., 2016).

What about children who consume adequate vitamin A in their food? Is
their vision entirely inherited? No. Changes in the environment led one
ophthalmologist to predict “an epidemic of pathological myopia … in the
next few decades in Asia” (Saw, quoted in Seppa, 2013a, p. 23).

That prediction is based on three decades of research. Nearsightedness
increased from 26 percent to 43 percent in one decade (1980 to 1990) in
the army-mandated medical exams of all 17-year-old males in Singapore
(Tay et al., 1992). Similar increases were evident in China. Asia is not the
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only continent with increasing nearsightedness. One summary claims that
myopia is “out of control” in the United States (Holden, 2010).

Applauding Success     These eager young men are freshmen at the opening convocation of
Shanghai Jiao Tong University. They have studied hard in high school, scoring high on the
national college entrance exam. Now their education is heavily subsidized by the government.
Although China has more college students than the United States, the proportions are far
lower, since the population of China is more than four times that of the United States.

 Observation Quiz: Name three visible attributes of these young men that
differ from a typical group of freshmen in North America. (see answer, page 86) 

An article in the leading British medical journal (The Lancet) suggests that
although genes are usually to blame for severe myopia, “any genetic
differences may be small” for common nearsightedness (I. Morgan et al.,
2012, p. 1739). Nurture must somehow be involved. But how?
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One possible culprit is homework. As Chapter 12 describes, contemporary
East Asian children are amazingly proficient in math and science. Fifty
years ago, most Asian children were working outside; now almost all are
diligent students. As their developing eyes focus on their books, those
with a genetic vulnerability to myopia may lose acuity for objects far
away — which is exactly what nearsightedness means.

A related culprit is too much time indoors. Data from the United States on
children playing sports have led some ophthalmologists to suggest that the
underlying cause is inadequate exposure to daylight (I. Morgan et al.,
2012). If North American children spent more time outside, would fewer
need glasses?

Between the early 1970s and the early 2000s, nearsightedness in the U.S.
population increased from 25 percent to 42 percent (Vitale et al., 2009).
Urbanization, screen time, and fear of strangers have kept many U.S.
children indoors most of the time, unlike children of earlier generations.
The result may be reduced visual flexibility.

One ophthalmologist comments that “we’re kind of a dim indoors people
nowadays” (Mutti, quoted in Holden, 2010, p. 17). Decades ago,
genetically vulnerable children did not necessarily become nearsighted;
now they do. Nurture affecting nature, again.

Practical Applications
Since genes affect every disorder, no one should be blamed or punished
for inherited problems. We all have them: They are not our fault, nor the
fault of our parents.
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However, knowing that genes never act alone opens the door to
prevention. For instance, if alcohol use disorder is in the genes, parents
can keep alcohol out of the home and explain the dangers of addiction
(neither exaggerating nor ignoring), hoping their children become
cognitively and socially mature before drinking. If nearsightedness runs in
the family, parents can play outdoors with their children every day.

Of course, avoiding alcohol and playing outdoors are recommended for all
children, as are dozens of other behaviors, such as flossing twice a day,
saying “please,” sleeping 10 hours each night, eating five servings of
vegetables, and promptly writing thank-you notes. It is unrealistic to
expect parents to make their children do all of these; awareness of genetic
risks can guide priorities.

WHAT HAVE YOU LEARNED?

1. Why do humans vary so much in skin color and height?

2. What is the difference between additive and dominant–recessive inheritance?

3. How can a blue-eyed child have brown-eyed parents?

4. Why are sons more likely to inherit recessive conditions from their mothers
instead of their fathers?

5. What genes increase the risk of alcohol use disorder?

6. What suggests that nearsightedness is affected by nurture?

7. What does heritability mean?
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Chromosomal and Genetic
Problems

We now focus on conditions caused by an extra chromosome or a single
destructive gene. Each person carries about 40 alleles that could cause
serious diseases — including some very common ones such as strokes,
heart disease, and cancer — but most of those require at least two SNPs,
plus aspects of the environment (drugs, diet, smoking).

VIDEO: Genetic Disorders offers an overview of various genetic disorders.

If all notable anomalies and disorders are included, 92 percent of people
do not develop a serious genetic condition by early adulthood — but
that means 8 percent have a serious condition in their phenotype as well
as their genotype (Chong et al., 2015).

Not Exactly 46
As you know, most humans have 46 chromosomes, created by two
gametes, each with 23 chromosomes. However, sperm and ova do not
always split exactly in half to make gametes.

About half of all zygotes have more than or fewer than 46 chromosomes
(Milunsky & Milunsky, 2016). Almost all of them fail to duplicate,
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divide, differentiate, and implant, or they are spontaneously aborted
before anyone knows that conception occurred.

If implantation does occur, many embryos with chromosomal miscounts
are aborted, either spontaneously (miscarried) or deliberately. Ninety-
nine percent of fetuses that survive until birth have the usual 46
chromosomes. If a newborn has 45, 47, or, rarely, 48 or 49
chromosomes, their first days of life are often their last (Benn, 2016).

Survival is more common if only some cells have 47 chromosomes and
the others 46 (a condition called mosaicism), or if only a piece of a
chromosome is missing or added. Analysis suggests that mosaicism of
some sort “may represent the rule rather than the exception” (Lupski,
2013, p. 358). Usually mosaicism has no marked effect, although cancer
is more likely with extra or missing genetic material.

Trisomies
If an entire chromosome is missing or added, that leads to a
recognizable syndrome, a cluster of distinct characteristics that tend to
occur together. Usually the cause is three chromosomes at a particular
location instead of the typical two (a condition called a trisomy).

One in 10,000 newborns has three chromosomes at the 13th site (Patau
syndrome), and 1 in 5,000 has three at the 18th (Edwards syndrome).
Most newborns with these trisomies die soon after birth (Acharya et al.,
2017).
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Universal Happiness     All young children delight in painting brightly colored pictures on
a big canvas, but this scene is unusual for two reasons: Daniel has trisomy-21, and this
photograph was taken at the only school in Chile where normal and special-needs children
share classrooms.

A much more common trisomy is at the 21st site, which occurs about
once in 700 births (S. E. Parker et al., 2010). Then survival is likely. In
1868, Dr. Langdon Down and his wife opened a home for children with
three chromosomes at the 21st site (then called “Mongolian Idiots”),
demonstrating that such children could be quite capable. A century
later, Dr. Down was honored by the World Health Organization when
trisomy-21 was called Down syndrome.

Down syndrome
A condition in which a person has 47 chromosomes instead of the usual 46, with 3
rather than 2 chromosomes at the 21st site. People with Down syndrome typically have
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distinctive characteristics, including unusual facial features, heart abnormalities, and
language difficulties. (Also called trisomy-21.)

Some 300 distinct characteristics can result from trisomy-21. No
individual with Down syndrome is identical to another, but this trisomy
usually produces telltale characteristics — a thick tongue, round face,
and slanted eyes, as well as distinctive hands, feet, and fingerprints. The
brain is somewhat smaller; the hippocampus (important for memory) is
especially affected.

The impact of that third chromosome varies over the life span. By the
time they reach middle age, many people with Down syndrome develop
Alzheimer’s disease (AD), because chromosome 21 has a gene that
increases amyloid plaque — a symptom and maybe a cause of AD. A
blood test may indicate that triple gene early enough to forestall the
disease in Down syndrome individuals and perhaps in everyone else
(Hamlett et al., 2018).

 Especially for Teachers: Suppose you know that one of your students
has a sibling who has Down syndrome. What special actions should you take?
(see response, page 86)

That extra chromosome always affects the brain and other organs
lifelong, but specific outcomes depend on other genes and the family,
education, and medical help. Some medication may reduce disability:
“people with Down syndrome are achieving success in school and
employment and are very satisfied with their lives” (Skotko, in
Underwood, February 28, 2014).
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Problems of the 23rd Pair
Every human has at least 44 autosomes and one X chromosome; an
embryo cannot develop without those 45. However, miscounts at the
23rd pair are more common and less deadly than miscounts in the
autosomes. About 1 in every 300 infants is born with only one sex
chromosome (no Y) or with three or more (not just two) (Benn, 2016).
Most of them reach adulthood.

Each particular combination of sex chromosomes results in a specific
syndrome (see Table 3.2), but all affect cognition, fertility, and sexual
maturation (Hong & Reiss, 2014). Sometimes the problem is evident at
birth. For example, Turner syndrome, when a girl has only one X,
causes a wide neck and a low hairline. On the other hand, some children
with an extra sex chromosome (XXY, for instance) are not diagnosed
until adolescence or adulthood.

TABLE 3.2 Common Abnormalities Involving the Sex
Chromosomes

Chromosomal
Pattern

Physical Appearance Psychological
Characteristics

Incidence
i

XXY
(Klinefelter
syndrome)

Males. Usual male
characteristics at puberty do
not develop — penis does not
grow, voice does not deepen.
Usually sterile. Breasts may
develop.

Can have some learning
disabilities, especially in
language skills.

1 in 700
males

XYY (Jacob’s
syndrome)

Males. Typically tall. Risk of intellectual
impairment, especially in
language skills.

1 in 1,000
males

XXX (Triple
X syndrome)

Females. Normal appearance. Impaired in most
intellectual skills.

1 in 1,000
females
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XO (only one
sex
chromosome)
(Turner
syndrome)

Females. Short, often
“webbed” neck. Secondary
sex characteristics (breasts,
menstruation) do not develop.

Some learning disabilities,
especially related to math
and spatial understanding;
difficulty recognizing facial
expressions of emotion.

1 in 6,000
females

Incidence is approximate at birth.

Information from Hamerton & Evans, 2005; Aksglaede et al., 2013; Powell, 2013; Benn, 2016.

Gene Disorders
More common than chromosomal problems are gene disorders.
Everyone carries a dozen or more alleles that could produce diseases or
disabilities in the next generation. Most such genes have no serious
consequences because they are rare and recessive.

The phenotype is affected only when the inherited gene is dominant or
when both parents carry the same allele. Even with such parents, only
one unlucky child in two (for dominant disorders) or four (for recessive
disorders) inherits the genetic problem.

Dominant Disorders
Many of the 7,000 known single-gene disorders are dominant (Milunsky
& Milunsky, 2016). Most of them are relatively mild, because a severe
disorder would result in death. The gene is not passed on to another
generation.

However, a few dominant disorders do not appear until adulthood. One
is Huntington’s disease, a fatal central nervous system condition caused
by a copy number variation — more than 35 repetitions of a particular
set of three base pairs.

i
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Although the Huntington’s gene sometimes affects children or
adolescents (Milunsky & Milunsky, 2016), symptoms usually do not
arise until midlife. By then an adult could have had several children,
half of whom are affected.

The folk singer Woody Guthrie, who wrote “This Land Is Your Land,”
died of Huntington’s, as did two of his daughters. Fortunately, his son
Arlo inherited his talent but not his disorder.

Recessive Disorders
Recessive diseases are more numerous than dominant ones because they
are passed down by carriers. Most are on the autosomes, which means
that either parent could have that gene on their genotype (Milunsky &
Milunsky, 2016).

Only when two carriers have a child who inherits the recessive gene
from both of them (true for one child in four from such a couple) is it
apparent that something is amiss. There are thousands of recessive
diseases; advance carrier detection is currently possible for several
hundred.
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Who Has the Fatal Dominant Disease?     The mother, but not the children. Unless a cure
is found, Amanda Kalinsky will grow weak and experience significant cognitive decline,
dying before age 60. She and her husband, Bradley, wanted children without Amanda’s
dominant gene for a rare disorder, Gerstmann-Straussler-Scheinker disease. Accordingly,
they used IVF and pre-implantation testing. Only zygotes without the dominant gene were
implanted. This photo shows the happy result.

A few recessive conditions are X-linked, including hemophilia,
Duchenne muscular dystrophy, and fragile X syndrome, which is
caused by more than 200 repetitions on one stretch of one gene (Plomin
et al., 2013). (Some repetitions are normal, but not this many.)

fragile X syndrome
A genetic disorder in which part of the X chromosome seems to be attached to the rest
of it by a very thin string of molecules. The cause is a single gene that has more than
200 repetitions of one triplet.
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Common Recessive Disorders
About 1 in 12 North American adults carries an allele on their
autosomes for cystic fibrosis, thalassemia, or sickle-cell disease, all
devastating for those who inherit two recessive genes. These conditions
are common because carriers have benefited from the gene.

Consider the most studied example: sickle-cell disease. Carriers of the
sickle-cell gene die less often from malaria, which is prevalent and
lethal in parts of Africa. Indeed, four distinct alleles cause sickle-cell
disease, each originating in a malaria-prone region.

Visit Data Connections activity: Common Genetic Diseases and Conditions to
learn more about several different types of gene disorders.

Selective adaptation allowed the gene to become widespread because it
protected more people (the carriers) than it killed (those who inherited
the recessive gene from both parents). Odds were that if a couple were
both carriers and had four children, one would die of sickle-cell disease,
one would not be a carrier and thus might die of malaria, and two would
be carriers, protected against a common, fatal disease. Consequently,
carriers were more likely than noncarriers to become parents. Over the
millennia, the recessive trait became widespread.
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This connection between genes and local diseases is not unusual.
Almost every disease and risk of death is more frequent in one place
than in another (Weiss & Koepsell, 2014). Whenever a particular
genetic condition is common, there are benefits for carriers.

About 11 percent of Americans with African ancestors have the
recessive gene for sickle-cell disease — they are protected against
malaria. Cystic fibrosis is more common among people with ancestors
from northern Europe, because carriers may have been protected from
cholera.

Benefits are apparent for additive genes as well. Dark skin is protective
against skin cancer, a benefit if a person is often exposed to direct sun.
Light skin allows more vitamin D to be absorbed from the sun — a
benefit if a baby lives where sunlight is scarce. Being relatively short is
beneficial in cold climates, or when food is scarce.



332

Double Trouble or Genetic Joy?     Six-year-old Ethan Dean inherited two recessive
genes for cystic fibrosis. That may prevent him from fulfilling his wish — to become a
garbage man. But another genetic trait is evident: Humans want to care for children,
especially those with deadly conditions. The Sacramento Department of Sanitation, and the
Make-a-Wish Foundation, gave Ethan a day collecting trash, to his apparent delight.

Genetic Counseling and Testing
Until recently, after the birth of a child with a severe disorder, couples
blamed witches or fate, not genes or chromosomes. That has changed,
with many young adults concerned about their genes long before
parenthood. Virtually everyone has a close family member with a
serious condition that is partly genetic.

Knowing the entire genome of a person takes extensive analysis, but the
cost has plummeted in recent years from more than a million dollars to
less than a thousand. If someone has their entire genome analyzed, the
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results may suggest the best treatment for a disease, or a way to avoid
the condition completely.

Experts do not recommend full genome screening because most SNPs
are “variants of unknown significance” (Couzin-Frankel, 2016, p. 442).
In other words, the screening often finds something unusual, but no one
knows what such oddities signify.

Some people pay for commercial genetic testing, which often provides
misleading information. From the perspective of genetic counselors,
even worse is that the emotional needs of the person are not addressed.

A VIEW FROM SCIENCE

The Genes of Psychological Disorders
Misinformation and mistaken fears are particularly common if someone has a
close relative with a psychological disorder. This is true for many people. Exactly
what qualifies as mental illness, and the line between mild, moderate, and several,
is not obvious.

However, in the United States, the National Institute of Mental Health found the
prevalence of mental illness (usually mild) among adults to be 18 percent. A
study of severe emotional disorders among 13- to 17-year-olds within the
previous year reported a prevalence rate of 8 percent (Kessler et al., 2012).

Among the common disorders with genetic origin are depression, bipolar
disorder, schizophrenia, and autism spectrum disorder. No doubt genes increase
the risk in all of these (Knopik et al., 2017). Yet, as with addiction and vision, the
environment is crucial — not only the microsystem, but also the macrosystem
and exosystem.

This was confirmed by a study of the entire population of Denmark, where good
medical records and decades of free public health care make research accurate
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(Gottesman et al., 2010). If both Danish parents developed schizophrenia, 27
percent of their children developed it; if one parent had it, 7 percent of their
children developed it. Evidence for genes?

These same statistics can be presented in another way: Even if both parents had
schizophrenia, almost three-fourths (73 percent) of their children did not. (Some
of them developed other psychological disorders, again providing evidence for
epigenetics and additive genes.)

The genetic link is particularly obvious in studies of monozygotic twins. If one
identical twin develops schizophrenia, often — but not always — the other twin
also develops a psychological disorder of some sort (Gottesman et al., 2010).

Recent research on MZ twins found specific risk factors (Pepper et al., 2018).
One is age: If one MZ twin is diagnosed with schizophrenia before age 23, almost
half the time (54 percent) the other twin later will be diagnosed with the disorder.
However, if the first diagnosis does not occur until after age 30, the incidence is
less than a third (30 percent).

Another risk factor is the family context. If one parent has schizophrenia, and one
MZ twin develops it as well, chances are 63 percent that the genetic twin will also
develop the disease. However, if neither parent had schizophrenia but one MZ
does, odds are reduced by a third..

Similar results come from studies of mood disorders. No doubt there is a genetic
risk, but also no doubt that childhood experiences matter (Sullivan et al., 2000;
Ottesen et al., 2018). Again, this alerts caretakers to the importance of nurture. If
mental illness is in the family, it is especially important that a child’s life be
stable, not chaotic, and that the child experiences reliable emotional support, not
hostility.

Since we know that prevalent diseases, such as sickle cell, became common
partly because carriers benefited, could genes for psychological disorders ever be
beneficial?

Perhaps. Anxiety, for instance, makes people anticipate problems. Is it beneficial
for some people to anticipate disaster, if that makes the community better
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prepared for hurricanes, earthquakes, ethnic warfare, disease epidemics, and so
on?

The Greek mythological character Cassandra envisioned wars and other
devastation in the future. No one believed her; they thought she was insane. She
became depressed, was shunned and eventually murdered. According to the myth,
she was later considered a prophet, not a madwoman.

Even schizophrenia may have a benefit. Bruce Springsteen’s father was an angry,
emotionally abusive man and probably had schizophrenia (Springsteen, 2017).

Did that somehow help his son become a creative, musical genius? Indeed, many
great artists and writers apparently suffered from serious mental illness, from Van
Gogh to Virginia Woolf, from Anthony Bourdain to Andrew Solomon — you can
think of many more. Is there any connection here?

That is speculation. Many would disagree. However, two conclusions seem solid:

1. Genes are powerful influences on psychological disorders, and
2. No disorder is entirely genetic.

Between those two is the obvious question: How much, for whom, and what are
the triggers, the interactions, the treatments, the outcomes?

Progress is evident regarding the identification of environmental influences on
schizophrenia, including fetal malnutrition, birth in the summer, adolescent use of
psychoactive drugs, emigration in young adulthood, and family emotionality
during adulthood.

Some adults learn to live with mental illness — the rate of recent illness declines
from adolescence on, according to the National Institute of Mental Health (see
Figure 3.3). Is that because experiences gradually allow mastery of harmful
DNA? Plasticity again?
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FIGURE 3.3

Getting Better     How much of this improvement is because of therapy and
medication, and how much is the self-understanding that helps adults know that
feelings are not always facts?

Data from SAMHSDA, 2019.

Description
A picture of a bar graph showing how many people in specific age groups in the
United States suffer from a mental illness. 22 percent of the 18 to 25 year old group,
21 percent of the 26 to 49 year old group, and 14.5 percent of the 50 year old and
above group have suffered from a mental illness in the previous year.
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Many Options
A genetic counselor may explain that serious problems are unusual no
matter the age of the parents. Counselors also know about organizations
of parents with children of all kinds of special needs, about adoption
(both nationally and internationally), about treatment that is
experimental but that might soon be proven (which may suggest that
parents who are carriers might postpone conception), and so on.
Counselors are trained to help clients understand and explore many
possibilities.
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VIDEO: Genetic Testing examines the pros and cons of knowing what diseases
may eventually harm us or our offspring.

This requires up-to-date information. New genetic disorders — and
treatments — are revealed almost weekly. An inherited disorder than
once meant lifelong neurological impairment (e.g., phenylketonuria, or
PKU) might now mean a normal life. Accuracy, effect, and
interpretation of testing varies: Sometimes a particular gene increases
the risk of a problem by only a tiny amount, perhaps 0.1 percent.
Counselors need to help clients understand both risks and uncertainty.

Who Needs Counseling?
Rational and informed understanding is elusive, not only among
prospective parents but also among professionals not trained in
counseling. Consider the experience of one of my students. A month
before she became pregnant, Jeannette’s employer required her to have
a rubella vaccination. Hearing that Jeannette had had the shot, her
obstetrician gave her the following prognosis:

My baby would be born with many defects, his ears would not be normal,
he would be intellectually disabled…. I went home and cried for hours
and hours…. I finally went to see a genetic counselor. Everything was
fine, thank the Lord, thank you, my beautiful baby is okay.

[Jeannette, personal communication]
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Jeannette may have misunderstood what she was told, but that is exactly
why the doctor should have spoken more carefully. Genetic counselors
are trained to make information clear. If sensitive counseling is
available, then preconception, prenatal, or even prenuptial (before
marriage) testing is especially useful for:

individuals who have a parent, sibling, or child with a serious
genetic condition
couples who have had several spontaneous abortions or stillbirths
couples who are infertile
women over age 35 and men over age 40
couples from the same ethnic group, particularly if they are
relatives

The latter is especially crucial among populations who often intermarry.
This is true for Greeks in Cyprus, where about one-third of the
population carries the recessive gene for thalassemia (either A or B). In
the 1970s, about one out of every 158 Cypriot babies was born with
serious thalassemia, which led to repeated hospitalization and premature
death.

Then Cyprus encouraged everyone to be tested, before conception or at
least prenatally. Some couples decided not to marry. Now virtually no
newborns in Cyprus have thalassemia (Hvistendahl, 2013).
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Reassurance and Gratitude     Karen is pregnant and just learned that a relative has the
gene for a serious condition. Here, a genetic counselor is explaining all the possibilities.
Several months after this photo was taken, she gave birth to a healthy baby!

The Ethics of Counseling
Genetic counselors follow two ethical rules:

Tests are confidential, beyond the reach of insurance companies
and public records.
Decisions are made by the clients, not by the counselors.

These guidelines are not easy to follow (A. Parker, 2012). (See the
Career Alert on page 115 to learn more about how genetic counselors
help clients navigate this process.) The current consensus is that
information should be shared if:

1. the person wants to hear it;
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2. the risk is severe and verified;
3. an experienced counselor explains the data; and
4. treatment is available.

That is not as straightforward as it appears. Scientists and physicians
disagree about severity, certainty, and treatment. Some experts advocate
informing patients of any serious genetic disorder, even when the
person does not want to know and when the information might be
harmful (Couzin-Frankel, 2013a).

An added complication is that individuals differ in their willingness to
hear bad news. What if one person wants to know but other family
members — perhaps a parent or a monozygotic twin who has the same
condition — do not? We all are carriers. Do we all want to know?

THINK CRITICALLY: Instead of genetic counseling, should we advocate
health counseling?

Always the professional explains probabilities; always the clients
decide. Often people need time to understand their risks. A wise genetic
counselor notes the many relevant factors in nature and nurture, writes a
letter explaining the genetic facts and future possibilities, and follows
up months and years later to find out what needs more explanation.

CHAPTER APP 3

 Gene Screen

IOS:
https://tinyurl.com/yxvxbzun

https://tinyurl.com/yxvxbzun
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RELEVANT TOPIC:
Genetic disorders, counseling, and testing

The Gene Screen app provides information about the inheritance and prevalence
of recessive genetic diseases in different cultures and ethnicities.

Treatment options are described. For instance, if parents decide to
conceive an embryo with high risk of a disorder, prenatal testing is
described along with newborn diagnosis, early intervention, parental
support groups, and medical specialists. Sometimes experimental
treatments are promising, and parents learn that postponing conception
is the best option.

Overall, the deeper ethical question is whether the twenty-first-century
emphasis on genes distracts us from public health hazards (poverty,
pollution, pesticides, and so on) that harm health more than genes do
(Plows, 2011). Developmentalists recognize genes, but they also know
that context and culture have a major effect; plasticity characterizes
development.

As you have read many times in this chapter, genes are part of the
human story, influencing every page, but they do not determine the plot
or the final paragraph. The remaining chapters describe the rest of the
story.

WHAT HAVE YOU LEARNED?

1. What chromosomal miscounts might result in a surviving child?

2. What is the cause and consequence of Down syndrome?
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3. How common are recessive conditions?

4. Why is sickle-cell disease very common in some parts of Africa?

5. What is the role of the genetic counselor?

6. What ethical mandates are required of genetic counselors?
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Chapter 3 Review

SUMMARY

The Genetic Code

1. Genes are the foundation for all development, first instructing the
developing creature to form the body and brain, and then affecting
thought, behavior, and health lifelong. Human conception occurs
when two gametes (a sperm with 23 chromosomes and an ovum
with 23 chromosomes) combine to form a single cell called a
zygote.

2. A zygote usually has 46 chromosomes (half from each parent),
which carry a total of about 21,000 genes. Genes and chromosomes
from each parent match up to make the zygote, but the match is not
always letter-perfect because of genetic variations called alleles, or
polymorphisms.

3. Genetic variations occur in many ways, from the chromosomes of
the parent to the epigenetic material surrounding the zygote and the
microbiome of every body part. Spontaneous mutations, copy
number variations, and much more make each person unique.

4. The most notable mismatch is in the 23rd pair of chromosomes,
which is XX in females and XY in males. The sex of the embryo
depends on the sperm, since only men have a Y chromosome and
thus can make Y gametes.

New Cells, New People

5. The first duplications of the one-celled zygote create stem cells,
each of which could become a person if it developed.
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6. Monozygotic twins occur if those first stem cells split completely.
Dizygotic twins occur if two ova are fertilized by two sperm at
about the same time. Genetically, they have half of their genes in
common, as do all full siblings.

7. In vitro fertilization (IVF) has led to millions of much-wanted
babies and also to an increase in multiple births, who often are
preterm and of low birthweight. Ethical concerns regarding
standard IVF have quieted, but new dilemmas appear. CRISPR is
the most recent example.

From Genotype to Phenotype

8. Genes interact in many ways, sometimes additively with each gene
contributing to development and sometimes in a dominant–
recessive pattern. If a recessive trait is X-linked, it is passed from
mother to son.

9. Genetic makeup can make a person susceptible to many conditions.
Examples include substance use disorder (especially alcohol use
disorder) and poor vision (especially nearsightedness). Culture and
family affect both of these conditions dramatically.

10. Every adult is a carrier of harmful genes. Their expression depends
on the genes of the other parent, as well as on many influences
from the environment. Genetic understanding can help caregivers
protect people from potentially harmful genes.

Chromosomal and Genetic Problems

11. Often a gamete has fewer or more than 23 chromosomes, which
may create a zygote with 45, 47, or 48 chromosomes. Usually such
zygotes do not duplicate, implant, or grow.

12. Infants may survive if they have three chromosomes at the 21st site
(Down syndrome). These individuals may have fulfilling lives,
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although they are vulnerable to heart and lung problems, and, in
midlife, to Alzheimer’s disease.

13. Another possible problem is a missing or extra sex chromosome.
Such people have intellectual disabilities or other problems, but
they may also lead a fulfilling life.

14. Everyone is a carrier for genetic abnormalities. Usually these
conditions are recessive, not apparent unless the mother and the
father both carry the gene. Serious dominant disorders usually do
not appear until midlife.

15. Serious recessive diseases can become common if carriers have a
health advantage. This is true for sickle-cell disease, which
protected carriers against malaria.

16. Genetic testing and counseling can help many couples. Testing
provides information about possibilities, which are difficult for
people to understand when their emotions are overwhelming. The
final decision about what to do with the information rests with the
client, not the counselor.

KEY TERMS

deoxyribonucleic acid (DNA)
chromosome
gene
gamete
zygote
genome
allele
epigenetics
microbiome
genotype
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homozygous
heterozygous
23rd pair
XY
XX
stem cells
in vitro fertilization (IVF)
monozygotic (MZ) twins
dizygotic (DZ) twins
phenotype
Human Genome Project
dominant
recessive
carrier
X-linked
heritability
syndrome
Down syndrome
fragile X syndrome

APPLICATIONS

1. Pick one of your traits and explain the influences that both nature and
nurture have on it. For example, if you have a short temper, explain its
origins in your genetics, your culture, and your childhood experiences.

2. Many adults have a preference for having a son or a daughter. Interview
adults of several ages and backgrounds about their preferences. If they
give the socially preferable answer (“It does not matter”), ask how they
think the two sexes differ. Listen and take notes — don’t debate.
Analyze the implications of the responses you get.
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3. Draw a genetic chart of your biological relatives, going back as many
generations as you can and listing all serious illnesses and causes of
death. Include ancestors who died in infancy. Do you see any genetic
susceptibility? If so, how can you overcome it?

4. List a dozen people you know who need glasses (or other corrective
lenses) and a dozen who do not. Are there any patterns? Is this
correlation or causation?

Especially For ANSWERS

Response for Medical Doctors (from p. 64): No. Personalized medicine is
the hope of many physicians, but appearance (the phenotype) does not
indicate alleles, recessive genes, copy number variations, and other genetic
factors that affect drug reactions. Many medical researchers seek to
personalize chemotherapy for cancer, but although this is urgently needed,
success is still experimental, even when the genotype is known.

Response for Future Parents (from p. 74): Possibly, but you wouldn’t want
to. You would have to choose one mate for your sons and another for your
daughters, and you would have to use sex-selection methods. Even so, it
might not work, given all the genes on your genotype. More important, the
effort would be unethical, unnatural, and possibly illegal.

Response for Drug Counselors (from p. 76): Maybe. Some people who
love risk become addicts; others develop a healthy lifestyle that includes
adventure, new people, and exotic places. Any trait can lead in various
directions. You need to be aware of the connections so that you can steer
your clients toward healthy adventures.

Response for Teachers (from p. 79): As the text says, “information combats
prejudice.” Your first step would be to make sure you know about Down
syndrome by reading material about it. You would learn, among other things,
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that it is not usually inherited (your student need not worry about his or her
progeny) and that some children with Down syndrome need extra medical
and educational attention. This might mean you need to pay special attention
to your student, whose parents might focus on the sibling.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 74): Ellie has a gene for
achondroplasia, the most common form of dwarfism, which affects her limb
growth, making her a little person. Because of her parents and her sister, she
is likely to have a long and accomplished life: Her problems are less likely to
come from her genotype than from how other people perceive her phenotype.

Answer to Observation Quiz (from p. 75): This figure was drawn to
illustrate the recessive inheritance of blue eyes, and thus eyes are the only
difference shown. If this were a real family, each child would have a distinct
appearance.

Answer to Observation Quiz (from p. 77): Not nearsightedness! Rates of
corrective lenses (estimated at 85 percent) might be as high among university
students in the United States, but Americans would typically have contacts.
Two other visible differences: uniforms and gender. Except for in the
military, no U.S. university issues uniforms, and the majority of North
American students are women. A fourth difference may be inferred from
their attentiveness: The graduation rate of incoming college students in
China is about 90 percent, compared to about 50 percent in the United States.

VISUALIZING DEVELOPMENT

One Baby or More?
Humans usually have one baby at a time, but sometimes twins are born. Most
often they are from two ova fertilized by two sperm (lower left), resulting in
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dizygotic twins. Sometimes, however, one zygote splits in two (lower right),
resulting in monozygotic twins; if each of these zygotes splits again, the result is
monozygotic quadruplets.

Description
The introductory text reads, Humans usually have one baby at a time, but sometimes
twins are born. Most often they are from two ova fertilized by two sperm (lower left),
resulting in dizygotic twins. Sometimes, however, one zygote splits in two (lower
right), resulting in monozygotic twins; if each of these zygotes splits again, the result
is monozygotic quadruplets.
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A flowchart depicts the fertilization process in humans with illustrations of sperm,
ova, and babies. A woman’s 46 chromosomes are depicted using four ova, 23
chromosomes each. Man’s 46 chromosomes are depicted in eight sperm, each
carrying 23 chromosomes. Usually, a sperm fertilizes one ovulated ovum to form a
zygote that bears 46 chromosomes. Hours later, the zygote duplicates into two
identical cells. Months later, the baby forms in the womb. Finally, one baby with 46
chromosomes is born.

In the lower right portion, the flowchart continues from the step showing the
formation of two identical cells from the zygote. Sometimes, monozygotic (identical)
twins are born. One zygote bearing 46 chromosomes splits into two identical cells
hours later that result in two babies in the womb months later. Finally, two identical
babies are born.

In the lower left portion, the flowchart shows that sometimes dizygotic twins are
born. Sperms bearing 23 chromosomes penetrated two ovulated ova to form two
zygotes, each bearing 46 chromosomes. Hours later, each zygote divides into two
identical cells, and months later, a baby forms in the womb from each zygote. Finally,
two fraternal twins are born.
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CHAPTER 4 Prenatal Development and Birth
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✦ Prenatal Development
Germinal: The First 14 Days
Embryo: From the Third Week Through the Eighth Week
Fetus: From the Ninth Week Until Birth
INSIDE THE BRAIN: Essential Connections

✦ Birth
The Newborn’s First Minutes
Medical Assistance at Birth
OPPOSING PERSPECTIVES: Interventions in the Birth Process

✦ Problems and Solutions
Risk Analysis
Harmful Substances
A CASE TO STUDY: Behavioral Teratogens
Prenatal Diagnosis
A VIEW FROM SCIENCE: What Is Safe?
Low Birthweight: Causes and Consequences

✦ The New Family
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The Newborn
New Mothers
New Fathers
Family Bonding

✦ CAREER ALERT: The Genetic Counselor
✦ VISUALIZING DEVELOPMENT: The Apgar

What Will You Know?

1. Why do most zygotes never become babies?
2. Are home births ever best?
3. What can a pregnant woman do to ensure a healthy newborn?
4. Why do new mothers and fathers sometimes become depressed?

My daughter Elissa had a second child. At 6 A.M. she and her husband
were in the labor room of the birthing center; I was with Asa, age 5, in the
family waiting room. Several times Asa walked down the hall to see his
parents. Usually the midwife let us in. Sometimes we had to wait until a
contraction was over, before both parents smiled at Asa again.

When the baby was born, a nurse came to say, “There’s a new person who
wants to meet you.”

“Let me put this last Lego piece in,” Asa said. I was eager to see my
daughter and new grandson, but people at every age have their own
priorities. Soon Asa was ready to bring his new creation to his parents.
They introduced him to Isaac, sucking on his mother’s breast. Six hours
later, the entire family was home again.
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The scientific study of human development is not only about how
individuals change over time; it is about historical change —
Bronfenbrenner’s chronosystem. This struck me forcefully when I
remembered Elissa’s birth.

Back then, midwives and children were banned, fathers sat in waiting
rooms, and new mothers were not allowed to touch their babies for 24
hours. As soon as she was born, Elissa was wiped, weighed, wrapped, and
wheeled away. The nurse told me that I had no milk, that I needed rest,
and that my baby was tired, too.

I now know that Elissa and I would both have benefited if she had sucked
some colostrum from my breasts before she disappeared into the hospital
nursery.

This chapter describes what we know about prenatal growth and birth, and
some of the vast differences from one era, one culture, and even one
family to another. Possible harm is noted: causes and consequences of
diseases, malnutrition, drugs, pollution, stress, and of forbidding the
mother to nurse at birth, as occurred at Elissa’s birth a few decades ago
and is still taboo in some West African cultures today (Bee et al., 2018).

In most places, thankfully, fathers and other family members now are
active birth partners, midwives facilitate more births than doctors, and
newborns are breast-fed within an hour of birth. In many ways, everyone
— medical professionals, governments, and family members — affect
each developing person, from conception on.
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Prenatal Development
The most dramatic and extensive transformation of the life span occurs

before birth. To make it easier to study, prenatal development is often
divided into three main periods. The first two weeks are called the
germinal period; the third week through the eighth week is the
embryonic period; from then until birth is the fetal period. (Alternative
terms are presented in Table 4.1.)

germinal period
The first two weeks of prenatal development after conception, characterized by rapid cell
division and the beginning of cell differentiation.
embryonic period
The stage of prenatal development from approximately the third week through the eighth
week after conception, during which the basic forms of all body structures, including
internal organs, develop.
fetal period
The stage of prenatal development from the ninth week after conception until birth, during
which the fetus gains about 7 pounds (more than 3,000 grams) and organs become more
mature, gradually able to function on their own.

TABLE 4.1 Timing and Terminology

Popular and professional books use various phrases to segment the
stages of pregnancy.

Beginning of pregnancy: Pregnancy begins at conception, which is
also the starting point of gestational age. However, the organism
does not become an embryo until about two weeks later, and
pregnancy does not affect the woman (and is not confirmed by blood
or urine testing) until implantation. Some obstetricians and
publications count from the woman’s last menstrual period (LMP),
usually about 14 days before conception.

Length of pregnancy: Full-term pregnancies last 266 days, or 38
weeks, or 9 months. If the LMP is used as the starting time,
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pregnancy lasts 40 weeks, sometimes expressed as 10 lunar months.
(A lunar month is 28 days long.)

Trimesters: Instead of germinal period, embryonic period, and fetal
period, as used in this text, some writers divide pregnancy into
three-month periods called trimesters. Months 1, 2, and 3 are called
the first trimester; months 4, 5, and 6, the second trimester; and
months 7, 8, and 9, the third trimester.

Due date: Although a specific due date based on the LMP is
calculated, only 5 percent of babies are born on that exact day.
Babies born between two weeks before and one week after that date
are considered full term. [This is recent; until 2012, three weeks
before and two weeks after were considered full term.]

Germinal: The First 14 Days
You learned in Chapter 3 that the one-celled zygote duplicates, divides,
and multiplies. Soon after the 16-cell stage, a fourth crucial process,
differentiation begins. About a week after conception, the developing mass
of cells forms two distinct parts — a shell that will become the placenta
and a nucleus that will become the embryo.

The first task of the cell mass is implantation, embedding into the
nurturing lining of the uterus. This is far from automatic; most zygotes
never implant (Niakan et al., 2012) (see Table 4.2).

TABLE 4.2 Surviving Prenatal Development

The Germinal Period
An estimated 60 percent of all zygotes do not grow or implant properly
and thus do not survive the germinal period.

The Embryonic Period
About 20 percent of all embryos are aborted spontaneously. This is
usually called an early miscarriage, a misleading term. The usual cause
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is a chromosomal abnormality.

The Fetal Period
About 5 percent of all fetuses are aborted spontaneously before
viability at 22 weeks or are stillborn, defined as born dead after 22
weeks. This is much more common in poor nations.

Birth
Because of all these factors, only about 31 percent of all zygotes
become newborns.

Information from Bentley & Mascie-Taylor, 2000; Laurino et al., 2005;
Cunningham et al., 2014.

Embryo: From the Third Week
Through the Eighth Week
The start of the third week after conception initiates the embryonic period,
during which the mass of cells takes shape — not yet recognizably human
but worthy of a new name, embryo. (The word embryo is often used
loosely, but each early stage has a particular name; here, embryo refers to
day 14 to day 56.)

embryo
The name for a developing human organism from about the third week through the eighth
week after conception.

Day by Day
At about day 14, a thin line called the primitive streak appears down the
middle of the cell mass; it forms the neural tube 22 days after conception.
The neural tube develops into the central nervous system, that is, the brain
and spinal column (Sadler, 2015). Soon the head appears, as eyes, ears,
nose, and mouth start to form and a minuscule blood vessel that will
become the heart begins to pulsate.
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By the fifth week, buds that will become arms and legs emerge. Upper
arms and then forearms, palms, and webbed fingers grow. Legs, knees,
feet, and webbed toes, in that order, appear a few days later, each with the
beginning of a skeleton. Then, 52 and 54 days after conception,
respectively, the fingers and toes separate (Sadler, 2015).

At the end of the eighth week after conception (56 days), the embryo
weighs just one-thirtieth of an ounce (1 gram) and is about 1 inch (2½
centimeters) long. It moves frequently, about 150 times per hour,
imperceptible to the woman. Random arm and leg movements are more
frequent early in pregnancy than later on (Rakic et al., 2016).
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The Embryonic Period     (a) At 4 weeks past conception, the embryo is only about 1/8 inch
(3 millimeters) long, but already the head has taken shape. (b) By 7 weeks, the organism is
somewhat less than an inch (2 centimeters) long. Eyes, nose, the digestive system, and even
the first stage of toe formation can be seen.

By eight weeks postconception, the developing embryo has all of the
organs and body parts of a human being, including elbows and knees.
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Development is cephalocaudal (literally, “head-to-tail”) and
proximodistal (literally, “near-to-far”), with the head forming first and the
extremities last. This directional pattern continues until puberty, when it
reverses. (Feet first, brain last!)

cephalocaudal
Growth and development that occurs from the head down.
proximodistal
Growth and development that occurs from the center or core in an outward direction.

The early embryo has both male (via Wolffian ducts) and female (via
Müllerian ducts) potential, in a tiny intersex gonad. At the end of the
embryonic period, hormonal and genetic influences typically cause one or
the other to shrink, and then ovaries or testes, and a vagina or penis, grow
from that omnipotent gonad (Zhao et al., 2017).

Fetus: From the Ninth Week Until Birth
The organism is called a fetus from the beginning of the ninth week after
conception until birth. The fetal period encompasses dramatic change,
from a tiny creature smaller than the final joint of your thumb to a
newborn about 20 inches (51 centimeters) long.

fetus
The name for a developing human organism from the start of the ninth week after
conception until birth.

Early growth is rapid. By three months, the fetus weighs about 3 ounces
(87 grams) and is about 3 inches (7.5 centimeters) long. Those numbers —
3 months, 3 ounces, 3 inches — are approximate. (Metric measures — 100
days, 100 grams, 100 millimeters — are similarly imprecise.)
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The Middle Three Months
The 4-month-old fetus is very active, with “large body movements —
whole body flexion and extension, stretching and writhing, and vigorous
leg kicks that somersault the fetus through the amniotic fluid” (Adolph &
Franchak, 2017). The heartbeat becomes stronger and faster when the
fetus is awake and moving. Digestion and elimination develop.
Fingernails, toenails, and buds for teeth form, and hair grows (including
eyelashes).

All of those developments inspire awe, but the crucial mid-pregnancy
development is that the central nervous system becomes active, regulating
heart rate, breathing, and sucking. Brain maturation allows the fetus to
reach the age of viability, when a fetus born far too early might survive.

age of viability
The age (about 22 weeks after conception) at which a fetus might survive outside the
mother’s uterus if specialized medical care is available.

Every day of prenatal life within the uterus increases viability. If birth
occurs before 22 weeks, death is certain because advanced technology
cannot maintain life without some brain response. (Reports of survivors
born before 22 weeks are unreliable, because the date of conception is
unknown.)
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One of the Tiniest     Rumaisa Rahman was born after 26 weeks and 6 days, weighing only
8.6 ounces (244 grams). Nevertheless, she has a good chance of living a full, normal life.
Rumaisa gained 5 pounds (2,270 grams) in the hospital and then, six months after her birth,
went home. Her twin sister, Hiba, who weighed 1.3 pounds (590 grams) at birth, had gone
home two months earlier. At their one-year birthday, the twins seemed normal, with Rumaisa
weighing 15 pounds (6,800 grams) and Hiba 17 pounds (7,711 grams) (Nanji, 2005).

After the age of viability, life is still fragile. Currently, if birth occurs in an
advanced neonatal unit, some very preterm babies survive, and some of
those reach age 2 without major impairments. Rates vary by nation, by sex
(girls do better), and by medical advances.

Among the best survival rates are those in Japan and France. In Japan,
about half of 22-week-old newborns born alive survive the first week of
life, and about half of those survivors escape major cognitive disabilities
(Kono et al., 2018).
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In France, when labor is induced prematurely because continued
pregnancy might be fatal, only 11 percent of 22-week fetuses without
cerebral palsy survive to age 2 (most died at birth or soon thereafter), but
66 percent do so if they were born 25 weeks past conception (Lorthe et al.,
2018).

 INSIDE THE BRAIN

Essential Connections
In earlier decades, a newborn’s chance of survival was pegged to how much the baby
weighed. Today we know that weight is a crude predictor — some 1-pound babies
live and some 3-pound babies die. The crucial factor is brain maturation. Whether
the brain developed for nine months in utero, or several weeks or a few months less
than that, makes a marked difference in a child’s ability to think, talk, and move.

As you now know, the central nervous system is the first body system to begin
development. The embryonic stage starts with the primitive streak, which becomes
the neural tube even before the facial features are formed and before the first
pulsating blood vessel appears. In the two years after birth, the most rapid organ
development of the infant is, again, in the brain (Gilmore et al., 2018).

Already by the third week after conception some cells specialize to become neural
progenitor cells, which duplicate and multiply many times until some of them create
neurons (brain cells). Neurons do not duplicate, but some endure lifelong. Those
early neurons migrate to a particular part of the brain (brain stem, cerebellum,
hypothalamus, visual cortex, and so on) and specialize. For example, some neurons
are dedicated to seeing faces, others to seeing red and green, others to blue and
yellow, and so on.

By mid-pregnancy, the brain has developed billions of neurons (neurogenesis).
Earlier, the cortex (the outer part of the brain) had been smooth, but now folds and
wrinkles (the gyri and sulci) allow the human brain to be larger and more complex
than the brains of other animals (Stiles & Jernigan, 2010). [Life-Span Link: The
cortex and other brain structures are described in Chapter 5.]
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Following the proximodistal (near-to-far) sequence, the six layers of the cortex are
produced, with the bottom (sixth) layer first and then each new layer above the
previous one so that the top, outer layer is the last to form. Similarly, the brain stem
above the back of the neck, then the midbrain, and finally the forebrain develop and
connect.

Synchronized connections between parts of the brain indicate that they are working
together — as in an adult who sees and smells something delicious, experiences
hunger, and reaches for the food, all in a flash. These four responses arise together
from different brain regions, a synchrony that begins prenatally.

One study found that a relative lack of synchronized coordination after 20 weeks
predicted preterm delivery, indicating that something was amiss in the prenatal
environment (Thomason et al., 2017).

Detailed study of one crucial brain region, the hippocampus (the major site for
memory formation), reveals an explosion of new cells during the fourth prenatal
month, followed by a gradual slowdown as other parts of the fetal body increase (Ge
et al., 2015).

This mid-gestation burst of neurogenesis and then slowdown is characteristic of the
entire brain, with each specific area following its own timetable, prenatally and
postnatally (Gilmore et al., 2018). This is an example of the biosocial development
detailed in every later biosocial chapter: Each age has a particular pattern of growth.

The Final Three Months
Each day of the final three months benefits the fetal brain and body. Many
aspects of prenatal life are awe-inspiring; the fact that an ordinary woman
provides a far better home for a fetus than the most advanced medical
technology is one of them.

The neurological, respiratory, and cardiovascular systems all develop. The
lungs expand and contract, and breathing muscles strengthen as the fetus
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swallows and spits out amniotic fluid. The valves of the heart go through a
final maturation, as do the arteries and veins throughout the body; the
testicles of the male fetus descend; brain pathways form.

The various lobes and areas of the brain are also established, and pathways
between one area and another are forged. For instance, sound and sight
become coordinated: Newborns quickly connect voices heard during
pregnancy with faces. That may be why they recognize their mother after
seeing her only once or twice.

That phenomenal accomplishment occurs within a day or two after birth.
Indeed, the fetal brain is attuned to voices much more than to other noises:
Neurological plasticity is designed to recognize the voices of familiar
people by the sixth month after conception (Webb et al., 2015). When a
baby is born very prematurely, impairments are often evident in
movement, intelligence, and/or vision but less often in audition (Kono et
al., 2018).

By full term, human brain growth is so extensive that the cortex has
become wrinkled, with gyri and sulci, as the hills and valleys of the cortex
are called (see Figure 4.1). Although some huge mammals (whales, for
instance) have bigger brains than humans, no other creature needs as many
folds because, relative to body size, the human brain is much larger.
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FIGURE 4.1

Prenatal Growth of the Brain     Just 25 days after conception (a), the central
nervous system is already evident. The brain looks distinctly human by day 100
(c). By the 28th week of gestation (e), at the very time brain activity begins, the
various sections of the brain are recognizable. When the fetus is full term (f), all
parts of the brain, including the cortex (the outer layers), are formed, folding over
one another and becoming more convoluted, or wrinkled, as the number of brain
cells increases.

Description
At 25 days, the fetus shows forebrain, brain stem (hindbrain and midbrain),
and neural tube that forms spinal cord. At 50 days, all parts of the brain show
growth, with major growth in the forebrain region. At 100 days, forebrain
develops more fully, overlapping midbrain and hindbrain folds, and facial
features are more pronounced. At 20 weeks and 28 weeks, gradual growth
occurs. At 38 weeks, the brain is fully developed.
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Beyond brain growth, with an estimated 86 billion neurons at birth,
another process occurs in the final three months of pregnancy — cell
death. Programmed cell death, called apoptosis, occurs in two prenatal
waves. The first wave is easy to understand: Abnormal and immature
neurons, such as those with missing or extra chromosomes, are lost.

Later in development, however, seemingly normal neurons die: Almost
half of all newly formed brain cells are gone before birth (Underwood,
2013).
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CHAPTER APP 4

 What to Expect Pregnancy and Baby
Tracker
IOS:
https://tinyurl.com/y6esrn5a
ANDROID:
https://tinyurl.com/nufnyqg
RELEVANT TOPIC:
Prenatal health and development, birth, and the new family

This pregnancy tracker app, based on the tried and true What to Expect When You’re
Expecting, guides users through pregnancy day-by-day and week-by-week, based on
their baby’s due date. Users receive personalized updates, tips, and articles on their
baby’s development, and are joined with a virtual community of parents-to-be with
similar due dates. New parents can then access expert advice and support for baby’s
first year and beyond.

The final months of pregnancy are crucial to protect the brain. During this
time, the membranes and bones covering the brain thicken. This helps
prevent “brain bleeds,” a hazard of preterm birth if paper-thin blood
vessels in the cortex collapse.

Newborns have two areas on the top of their heads (fontanels) where the
bones of the skull have not yet fused. Fontanels enable the fetal head to
become narrower during birth. They gradually close during infancy.
Fontanels are larger in preterm babies, making these babies more
vulnerable to brain damage.

The average American fetus gains about 4½ pounds (2.1 kilograms) in the
third trimester, increasing to about 7½ pounds (about 3.4 kilograms) at
birth, with boys a few ounces heavier than girls. The World Health

https://tinyurl.com/y6esrn5a
https://tinyurl.com/nufnyqg
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Organization reports that some well-nourished mothers give birth to
healthy newborns weighing 6 pounds, while others have babies weighing
10 pounds, with variation by nation (northern European newborns tend to
be heavier) (Kiserud et al., 2018).

Reflexes (listed at the end of this chapter) are a better indication of health
than weight. Unless something is amiss, most newborns are ready by the
end of prenatal life to thrive at home on Mother’s milk — no expert help,
oxygenated air, or special feeding required. For thousands of years, that is
how humans survived: We would not be alive if any of our ancestors had
been born before the last three months of pregnancy.

WHAT HAVE YOU LEARNED?

1. What are the three stages of prenatal development?

2. Why are the first days of life the most hazardous?

3. What parts of the embryo form first?

4. When do sex organs appear?

5. What is the prognosis of a baby born before 25 weeks of gestation?

6. What occurs in the final three months of pregnancy?
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Birth
About 38 weeks (266 days) after conception, the fetal brain signals

massive increases in the hormone oxytocin to start labor. Birth occurs after
12 hours of active labor for first births and 7 hours for subsequent ones.
These are averages: Birth is still full term two weeks before or after the
due date, and labor may take twice or half as long. Some women believe
they are in active labor for days, and others say 10 minutes.
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Choice, Culture, or Cohort?     Why do it that way? Both of these women (in
Peru, on the left, and in England, on the right) chose methods of labor that are
unusual in the United States, where birth stools and birthing pools are
uncommon. However, in all three nations, most births occur in hospitals — a rare
choice a century ago.

Women’s birthing positions vary — sitting, squatting, lying down. Some
women labor in a tub of warm water, which helps the woman relax (the
fetus continues to get oxygen via the umbilical cord).

Preferences and opinions on birthing positions (as on almost every other
aspect of prenatal development and birth) are partly cultural and partly
personal. In general, physicians find it easier to see the head emerge if the
woman lies on her back. However, many women find it easier to push the
fetus out if they sit up.

Another variation involves who is with the birthing woman. Once, all
family members and neighbors were nearby as the mother labored at
home, sometimes with an experienced older woman (called a “granny
midwife” in the United States) to help. Then, in developed nations in the
middle of the twentieth century, the only attendants were doctors and
nurses, and babies were born in hospitals. This now varies from place to
place, but often fathers are also present.

An innovation in the United States and other nations is to involve a doula,
a person trained to support the laboring woman. Doulas time contractions,
use massage, provide encouragement, and do whatever else is helpful.
Often they come to the woman’s home during early labor and return after
birth to encourage breast-feeding. Doulas are particularly helpful for
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immigrant, low-income, or unpartnered women who may be intimidated
by doctors (Kang, 2014; Saxbe, 2017).

doula
A woman who helps with the birth process. Traditionally in Latin America, a doula was
the only professional who attended childbirth. Now doulas are likely to arrive at the
woman’s home during early labor and later work alongside a hospital’s staff.

The Newborn’s First Minutes
Newborns usually breathe and cry on their own. The first breaths of air
bring oxygen to the lungs and blood, and the infant’s color changes from
bluish to pinkish. (Pinkish refers to blood color, visible beneath the skin,
and applies to newborns of all skin tones.) Eyes open wide; tiny fingers
grab; even tinier toes stretch and retract. The full-term baby is instantly,
zestfully, ready for life.

Newborn health is often measured by the Apgar scale, first developed by
Dr. Virginia Apgar. When she earned her M.D. in 1933, Apgar wanted to
work in a hospital but was told that only men did surgery. She became an
anesthesiologist, present at many births but never the doctor in charge.

Apgar scale
A quick assessment of a newborn’s health, from 0 to 10. Below 5 is an emergency — a
neonatal pediatrician is summoned immediately. Most babies are at 7, 8, or 9 — almost
never a perfect 10.

Apgar saw that “delivery room doctors focused on mothers and paid little
attention to babies. Those who were small and struggling were often left
to die” (Beck, 2009, p. D1). To save those young lives, Apgar developed a
simple rating scale of five vital signs — color, heart rate, cry, muscle tone,
and breathing. Nurses could use the scale and sound the alarm
immediately if a newborn was in crisis.
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Since 1950, birth attendants worldwide have used the Apgar (often using
the name as an acronym: Appearance, Pulse, Grimace, Activity, and
Respiration) at one minute and again at five minutes after birth, assigning
each vital sign a score.

A study comparing Apgar rates in 23 nations found that birth attendants
were affected by culture: In some nations 97 percent of newborns scored 9
or 10, whereas in other nations only 73 percent had such scores. High
scores did not necessary indicate excellent obstetric practice, but an Apgar
below 7 always indicated risk (Siddiqui et al., 2017). Thus, worldwide to
this day, a low Apgar signals “baby emergency” (see Visualizing
Development, p. 113).

Medical Assistance at Birth
The specifics of birth depend on the fetus, the mother, the birth attendant,
the birthplace, and the culture. In the United States 98 percent of births
occur in hospitals, with sterile procedures, electronic monitoring, and
drugs to dull pain or speed contractions.

Fifty years ago in developed nations, hospitals banned midwives, but now
many hospitals allow certified midwives to deliver babies. Midwife births
have lower rates of various complications and interventions than physician
births, in part because midwives emphasize breathing, massage, and social
support (Bodner-Adler et al., 2017; Renfrew et al., 2014; Raipuria et al.,
2018).

Surgery
Nonetheless, most U.S. births are attended by physicians. They are the
only ones allowed to perform certain medical measures, including
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cesarean sections, when the fetus is removed though incision in the
mother’s abdomen instead of being pushed by contractions through the
vagina.

cesarean section (c-section)
A surgical birth in which incisions through the mother’s abdomen and uterus allow the
fetus to be removed quickly instead of being delivered through the vagina. (Also called
simply section.)

C-sections were once rare, a last-ditch effort to save a new life when the
mother was dying and vaginal birth was impossible. Now, with much
better anesthesia and fetal monitoring, more than one birth in five
worldwide (21 percent in 2015, compared to 12 percent in 2000) is a c-
section (Boerma et al., 2018). This surgery is safe for mother and baby,
who feel no pain.

Cesareans are medically indicated for about 10 percent of births. Among
the circumstances that suggest a c-section are multiple births (twins or
more), breech births (fetus is not positioned head down), prior c-section,
long active labor (more than 24 hours), a narrow pelvis, a large fetus, and
advanced maternal age.

None of these requires a c-section. For instance, a large study of all births
(78,880) in the state of Washington focused on the relationship between
age and various complications. Sixty percent of new mothers aged 50 or
older delivered via c-section; 40 percent delivered vaginally (Richards et
al., 2016).

 Especially for Conservatives and Liberals: Do people’s attitudes about
medical intervention at birth reflect their attitudes about medicine at other points
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in their life span, in such areas as assisted reproductive technology (ART),
immunization, and life support? (see response, page 112)

Public health experts are troubled by increases in c-sections in the past
decade and by international disparities. Too few (4 percent) cesareans are
performed in central Africa, including about 1 percent in South Sudan,
where childbirth is still a leading cause of death. Too many occur in the
Caribbean and Latin America (44 percent), with the highest of all in the
Dominican Republic (58 percent) (Boerma et al., 2018).

Nations with very low cesarean rates also have high levels of childbirth
deaths, but nations with high cesarean rates are not necessarily healthier.
In the United States, the cesarean rate rose between 1996 and 2008 (from
21 percent to 34 percent) and since has declined slightly — about 31
percent in 2018.
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Pick Up Your Baby!     Probably she can’t. In this maternity ward in Beijing, China, most
patients are recovering from cesarean sections, making it difficult to cradle, breast-feed, or
carry a newborn until the incision heals.

Cesareans have immediate advantages for hospitals (easier to schedule,
quicker, and more expensive than vaginal deliveries) and for women
(advance planning, quick birth).

Disadvantages appear later. After a c-section, mothers less often breast-
feed and more often develop medical complications. Their babies have
higher rates of asthma and obesity (Chu et al., 2017; Mueller et al., 2017).
One reason: Babies delivered surgically have less beneficial microbiomes
than those delivered vaginally (Wallis, 2014).

OPPOSING PERSPECTIVES

Interventions in the Birth Process
Opposing views are evident in opinions about the birth process. Is it a natural
process that should be left alone or a medical event that requires doctors, technology,
and hospitals? This is evident in discussions about cesareans. Public health
professionals consider the worldwide rates too high, but many doctors and women
choose them.

Other controversial measures include drugs to start or speed labor, or to reduce pain.
Some drugs are similar to what is prescribed for headaches or minor pain, but
another drug, an epidural, is injected in the spine to alleviate all sensation in the
lower body.

An epidural can cause complications in the mother (later headaches), reduce Apgar
in the baby, increase the rate of cesarean sections, decrease newborn sucking, and
lead to other complications — at least according to a large study in Pennsylvania
(Kjerulff, 2014). But many medical professionals and laboring women consider an
epidural a wonderful innovation.
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Another medical intervention is adding oxytocin (usually in Pitocin) intravenously,
as occurs in about 25 percent of U.S. births and an estimated 10 percent worldwide.
Oxytocin is produced naturally to start labor, promote breast-feeding, and encourage
infant care. Thus, oxytocin starts or strengthens labor.

Induction and augmentation of labor correlate with complications, including higher
rates of cesareans (Mikolajczyk et al., 2016; Grivell et al., 2012). But correlation is
not causation. Concerns about harm to the fetus are considered “premature” when
induction is medically indicated (Lønfeldt et al., 2018).

Questions abound for every medical measure. For instance, intervention rates vary
more by doctor than by medical conditions. Are some doctors too quick to intervene
or too slow to help women in pain? Birth rates are higher during weekdays than on
nights and weekends because of more c-sections and oxytocin (Fischetti &
Armstrong, 2017). Does that indicate better care or too much intervention?

One reaction to high rates of intervention is to have a baby at home, where
interventions are minimal and family members are around. However, in the United
States less than 1 percent of babies are born at home. Planned home births are
controversial, with some suggesting that they are less safe than hospital births and
others saying that they may be better for women and their families (Wendland,
2018).

Home births are more common in other nations. It is British policy that a woman can
choose where to give birth “based on her wishes and cultural preferences and any
medical and obstetric needs she and her baby may have” (quoted in Hinton et al.,
2018). About 90 percent choose hospitals; 8 percent choose a birthing center; 2
percent choose home.

In the Netherlands, home births are chosen by about a third of the low-risk women,
because special ambulances called flying storks speed mother and newborn from
home to hospital if needed. According to one source, in nations where low-risk
mothers can choose home births and good medical care is available, mothers have
fewer complications and infants are at least as likely to survive in the first days and
weeks after birth (de Jonge et al., 2015).

No one doubts that babies can be born at home, with little intervention — that is
how our ancestors were born. Before the twentieth century, many newborns died:
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Death was as common as life during childbirth in some nations. But some say that
birth was better when it was more natural; others are grateful for all that modern
medicine has brought.

They Called It “Catching” the Baby     Midwife Mahala Couch shows her strong
hands that “caught” thousands of newborns in the back woods of Southern Appalachia.
Midwife births became illegal in about 1920, but many women preferred home birth
with Mahala over hospital birth with a doctor. Currently, midwives are trained, certified,
and legal in most states and nations.

WHAT HAVE YOU LEARNED?

1. What is the typical birth process?

2. Who was Virginia Apgar and what did she do?
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3. What are the immediate and long-term results of a cesarean birth?

4. Why do cesarean rates vary internationally?

5. What are the advantages and disadvantages of a hospital birth?
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Problems and Solutions
The early days of life place the future person on the path toward health

and success — or not. Problems can begin before conception, if the sperm,
the ovum, or the uterus was affected by the parents’ health. Indeed, the
grandmothers’ health when the mother and father were born may affect
the grandchild (Arshad et al., 2017).

Fortunately, healthy newborns are the norm, not the exception. However,
if something is amiss, it is often part of a sequence that may become
overwhelming (Rossignol et al., 2014).

Risk Analysis
Life requires risks: We routinely decide which chances to take and how to
minimize harm. For example, we know the danger as well as the benefits
of crossing the street, so we hold the hands of young children, teaching
them how to safely cross.

That is a small illustration of risk analysis. Risks need to be taken, but
they also need to be controlled. Pregnancy and birth entail many risks, but
the outcome — a new baby — seems well worth it. The challenge is to
avoid problems and to mitigate damage. Development is a long process;
no single event causes a problem, but sometimes a cascade of events does.

You just read a small example of such a cascade: Induced labor increases
the need for an epidural, which increases the likelihood of a cesarean,
which reduces the likelihood of breast-feeding. None of this is necessarily
harmful if the fetus is full term and healthy. But if other problems occur
during prenatal life, then the circumstances of birth may result in a
newborn who begins life with handicaps.
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A dramatic example is cerebral palsy (a disease marked by difficulties
with movement), which was once thought to be caused solely by birth
procedures (excessive medication, slow breech birth, or misused forceps).
However, it now seems that cerebral palsy begins with genetic sensitivity,
prenatal insults, and maternal infection (Mann et al., 2009) and is
exacerbated by insufficient oxygen to the fetal brain at birth.

cerebral palsy
A disorder that results from damage to the brain’s motor centers. People with cerebral
palsy have difficulty with muscle control, so their speech and/or body movements are
impaired.

This lack of oxygen is called anoxia. Anoxia often occurs for a second or
two during birth, indicated by a slower fetal heart rate, with no harm done.
Because their birth takes longer, twins and breech births are more likely to
experience anoxia.

anoxia
A lack of oxygen that, if prolonged, can cause brain damage or death.

To prevent prolonged anoxia, the fetal heart rate is monitored during labor,
and often a cesarean is used to prevent problems. If the Apgar indicates
slow breathing or bluish color, immediate oxygen is given.

How long anoxia can continue without harming the brain depends on
genes, birthweight, gestational age, drugs in the bloodstream (either taken
by the mother before birth or given by the doctor during birth), and many
other factors. Thus, anoxia is part of a cascade that may cause cerebral
palsy. Almost every other birth complication is also the result of many
factors.
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Harmful Substances
Monthly, even weekly, scientists discover another teratogen, which is
anything — drugs, viruses, pollutants, malnutrition, stress, and more —
that increases the risk of prenatal abnormalities and birth complications.

teratogen
An agent or condition, including viruses, drugs, and chemicals, that can impair prenatal
development and result in birth defects or even death.

But don’t be like one of my students, who said that now that she knew all
the things that can go wrong, she never wanted a baby. As I told her,
problems can be avoided, and damage can be remedied. Pregnancy is not a
dangerous period to be feared; it is a natural process to be protected.

Visible and Invisible Damage
People once thought that the placenta protected the fetus against all harm.
Then, about six decades ago, rubella and thalidomide (both explained in
Chapter 1) proved otherwise.

More recently, people knew that teratogens caused birth defects — such as
blindness from rubella or the missing limbs from thalidomide — but they
didn’t know that teratogens could affect behavior. Now it is known that
behavioral teratogens, might cause no visible harm but instead make a
child hyperactive, antisocial, or intellectually disabled.

behavioral teratogens
Agents and conditions that can harm the prenatal brain, impairing the future child’s
intellectual and emotional functioning.

A CASE TO STUDY

Behavioral Teratogens
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About 20 percent of all children have difficulties in thinking and behavior that could
be connected to teratogens. One of my students wrote:

I was nine years old when my mother announced she was pregnant. I was the one who
was most excited…. My mother was a heavy smoker, Colt 45 beer drinker and a strong
caffeine coffee drinker.

One day my mother was sitting at the dining room table smoking cigarettes one after
the other. I asked “Isn’t smoking bad for the baby?” She made a face and said “Yes, so
what?”

I said “So why are you doing it?”

She said, “I don’t know.”…

During this time I was in the fifth grade and we saw a film about birth defects. My
biggest fear was that my mother was going to give birth to a fetal alcohol syndrome
(FAS) infant…. My baby brother was born right on schedule. The doctors claimed a
healthy newborn…. Once I heard healthy, I thought everything was going to be fine. I
was wrong, then again I was just a child….

My baby brother never showed any interest in toys … he just cannot get the right words
out of his mouth … he has no common sense …

Why hurt those who cannot defend themselves?

[J., personal communication]

As you remember from Chapter 1, one case is not proof. J. blames her mother, but
probably genetic risks, inadequate prenatal care, and troubling postnatal experiences
are part of her brother’s sorry cascade. Her mother was of low SES (itself a correlate
of harm), and her cigarette addiction suggests that she was poorly nourished. Boys
and later-born children are more vulnerable, which may help explain why J. was a
good student, unlike her brother.

However, as with this case, a newborn may appear to have escaped a teratogen, but
the brain is nonetheless damaged. The best proven example is the thousands of
newborns — born to women who drank alcohol only on weekends — who appear
normal but will nonetheless experience fetal alcohol spectrum disorder (Hoyme et
al., 2016).
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The long reach of a seemingly harmless teratogen is evident in the Zika virus
(ZIKV), not recognized until 2015, when an epidemic led to dozens of Brazilian
newborns with abnormally small brains (microcephaly). Zika is caused by the bite of
an infected mosquito and is more common in poor regions (as are all teratogens).
Poor Brazilians are likely to live in homes without screens situated near mosquito
breeding grounds.

Zika has probably harmed fetuses for centuries, but once it was recognized, Zika
appeared in dozens of other nations, including the United States. We now know that
fetuses infected with ZIKV often appear typical but may be impaired, particularly in
their senses and emotions (they are very irritable) (Van den Pol, 2017; Rosen, 2016).

In the past several years, many scientists have worked to detect ZIKV. Apparently,
many people were infected and now are immune. The epidemic has subsided for the
moment because of that immunity.

Research continues. Some scientists are working to develop a vaccine, and others to
use CRISPR to stop the mosquitos who carry the virus. Some researchers
deliberately infected pregnant monkeys. Follow-up on monkeys who appeared
normal at birth evidenced “a spectrum of subtle fetal brain injuries” that correlate
with schizophrenia, major depression, and Alzheimer’s (Waldorf et al., 2018, p.
370). That result was corroborated by other scientists (Christian et al., 2018).

It is clear that many factors, prenatal and postnatal, affect the brain. Prenatal toxins
are one factor: The rest of development can mitigate or exacerbate the effects. I hope
J. learned how to help her brother. Her question “Why hurt those who cannot defend
themselves?” still echoes in my mind.



386

No One Knows     Dozens of newborns in northern Brazil led doctors to discover that
mosquitos carrying the Zika virus could cause microcephaly (small heads). More is now
known: Zika brain damage is sometimes invisible, and newborns in North, Central, and
South America are affected. However, certain diagnosis and long-term damage are still
unknown. No wonder these pregnant women in a clinic in Colombia are worried,
especially Sandra Ovallos (in the middle), who recently had a fever and rash.

The Critical Time
Timing is crucial. Some teratogens cause damage only during a critical
period, which may occur before a woman knows she is pregnant (see
Figure 4.2). [Life-Span Link: Critical and sensitive periods are described
in Chapter 1.] Consequently, women need to avoid drugs, supplement a
balanced diet with folic acid and iron, update their immunizations, and
gain or lose weight if needed before pregnancy occurs.
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FIGURE 4.2

One More Reason to Plan a Pregnancy     The embryonic period, before a woman knows
she is pregnant, is the most sensitive time for causing structural birth defects. However, at no
time during pregnancy is the fetus completely safe from harm. Individual differences in
susceptibility to teratogens may be caused by a fetus’s genetic makeup or peculiarities of the
mother, including the effectiveness of her placenta or her overall health. The dose and timing
of the exposure are also important.

Description
The horizontal axis identifies weeks 1 to 38 and the vertical axis identifies the
different types of abnormalities. Data from the chart is as follows. Brain
abnormalities: High risk between weeks 3 and 20; low risk between weeks 20
and 38. Eye abnormalities: High risk between weeks 3.5 and 9.5; low risk
between weeks 8.5 and 38. Ear abnormalities: High risk between weeks 3.5
and 10.5; low risk between weeks 9.5 and 32. Lip and palate abnormalities:
High risk between weeks 5 and 8.5; low risk between weeks 9 and 16. Teeth
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abnormalities: High risk between weeks 6.5 and 9; low risk between weeks 9
and 38. Genital abnormalities: High risk between weeks 7.5 and 12; low risk
between weeks 12 and 38. Leg and lower limb abnormalities: High risk
between weeks 4.5 and 6; low risk between weeks 5.5 and 9. Arm and upper
limb abnormalities: high risk between weeks 4 and 6.5; low risk between
weeks 5.5 and 9. Heart abnormalities: High risk between weeks 3.5 and 6;
low risk between weeks 6 and 9.

 Observation Quiz: What part of the embryo and fetus has the longest
period of vulnerability? What has the shortest? (see answer, page 112) 

The first days and weeks after conception (the germinal and embryonic
periods) are critical for body formation, but behavioral teratogens affect
the fetus at any time. Cigarettes, for instance, are harmful when the mother
smokes before or during pregnancy, but quitting by mid-pregnancy has a
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major impact on newborn birthweight (Kvalvik et al., 2017). Similarly, a
longitudinal study of 7-year-olds found that, although alcohol affects the
form of the face early in pregnancy, binge drinking is an especially potent
behavioral teratogen in the second half of pregnancy (Niclasen et al.,
2014).

Timing may be important in another way. When pregnancy occurs soon
after a previous pregnancy, risk increases. For example, one study found
that second-born children are twice as likely to have autism spectrum
disorder if they are born within a year of the first-born child (Cheslack-
Postava et al., 2011).

How Much Is Too Much?
A second factor that affects the harm from teratogens is the dose and/or
frequency of exposure. Some teratogens have a threshold effect; they are
virtually harmless until exposure reaches a certain level, at which point
they “cross the threshold” and become damaging.

threshold effect
In prenatal development, when a teratogen is relatively harmless in small doses but
becomes harmful once exposure reaches a certain level (the threshold).

Is there a safe dose or timing for psychoactive drugs? Research has
focused on alcohol, a drug ingested by many young women. Early in
pregnancy, a woman’s heavy drinking can cause fetal alcohol syndrome
(FAS), which distorts the facial features of a child (especially the eyes,
ears, and upper lip). Later in pregnancy, behavior can be affected; fetal
alcohol effects (FAE) occur, not FAS (Hoyme et al., 2016).

fetal alcohol syndrome (FAS)
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A cluster of birth defects, including abnormal facial characteristics, slow physical growth,
and reduced intellectual ability, that may occur in the fetus of a woman who drinks alcohol
while pregnant.

Currently, pregnant women are advised to avoid all alcohol, but many
women in France (between 12 and 63 percent, depending on specifics of
the research) do not heed that message (Dumas et al., 2014). Most of their
babies seem fine. Should all women who might become pregnant refuse a
legal substance that most men use routinely? Wise? Probably. Necessary?
Maybe not.

 Especially for Judges and Juries: How much protection, if any, should the
legal system provide for fetuses? Should women with alcohol use disorder who are
pregnant be jailed to prevent them from drinking? What about people who enable
them to drink, such as their partners, their parents, bar owners, and bartenders? (see
response, page 111)

Innate Vulnerability
Genes are a third factor that influences the effects of teratogens. When a
woman carrying dizygotic twins drinks alcohol, for example, the twins’
blood alcohol levels are equal, yet one twin may be more severely affected
because of different alleles for the enzyme that metabolizes alcohol.
Similar differential susceptibility occurs for many teratogens (McCarthy &
Eberhart, 2014).

Although the links from genes to teratogens to damage are sometimes
difficult to verify, two examples of genetic susceptibility are proven. First,
male fetuses are more often spontaneously aborted, stillborn, or harmed by
teratogens than are female fetuses. Precise impact is difficult to specify,
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because the male–female hazard rate differs from one teratogen to another
(Lewis & Kestler, 2012).

Data Connections Activity: Teratogens examines both the effects of various
teratogens and the preventive measures that mitigate their risk to a developing fetus.

Second, one maternal allele reduces folic acid, and that deficit can produce
neural-tube defects — either spina bifida, in which the tail of the spine is
not enclosed properly (enclosure normally occurs at about week 7), or
anencephaly, when part of the brain is missing. Neural-tube defects are
more common in certain ethnic groups (e.g., Irish, English, and Egyptian).
Nonetheless, most women with the gene have healthy babies.

In one study (Smithells et al., 2011), about half of a group of 550 mothers
of a child with a neural-tube disorder (and hence genetically at risk) took
folic acid supplements. The other half ate normally. The rate of newborns
with neural-tube defects was 1 in 250 among the supplemented mothers
and 13 in 300 in the nonsupplemented ones. That was proof that folic acid
helps.

But, note that almost 96 percent of the women who were at genetic risk
and did not take supplements had healthy babies. Also, one supplemented
woman bore a second child with a neural-tube defect. Why? Was the dose
too low, or did she skip taking the pills, or was some other genetic risk the
problem? Questions regarding teratogens abound.
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Smoke-Free Babies     Posters such as this one have had an impact. Smoking among adults is
only half of what it was 30 years ago. One-third of women smokers quit when they know they
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are pregnant, while the other two-thirds cut their smoking in half. Unfortunately, the heaviest
smokers are least likely to quit — they need more than posters to motivate them to break the
habit.

Description
The poster is titled,”Smoking Affects Your Pregnancy and Your Children.
“An illustration of a pregnant woman shows her holding her belly. Text next
to the illustration reads, ‘Smoke? You may have a harder time getting
pregnant and be more likely to miscarry than non-smoking women.’
‘Smoking while pregnant: -Affects the placenta-the source of your baby's
food and oxygen during pregnancy. -Lowers the amount of oxygen available
to you and your growing baby. -Increases: Your baby's heart rate; The risk
that your baby will be born prematurely; The risk that your baby will be born
with low birth weight; Your baby's risk of developing respiratory problems;
The chances of stillbirth; The risk for certain birth defects like a cleft lip or
cleft palate; The risk for sudden infant death syndrome (S I D S).’ Text beside
the illustration of a weight scale reads, ‘Pregnant women exposed to second-
hand smoke are more likely to have low-birth weight babies.’ Text beside the
illustration of a mother pushing her baby on a stroller reads, ‘Babies exposed
to second-hand smoke are more likely to: get ear infections, develop
bronchitis and pneumonia, die from Sudden Infant Death Syndrome (S I D
S).’ Text beside the illustration of a couple walking with their toddler reads,
‘Children exposed to second-hand smoke can also have serious health
problems, including: frequent lower respiratory illness, wheezing and
coughing, more frequent and severe asthma attacks, and ear infections.’
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Prenatal Diagnosis
Early prenatal care has many benefits: Women learn what to eat, what to
do, and what to avoid. Some serious conditions, syphilis and HIV among
them, can be diagnosed and treated in the first prenatal months before they
harm the fetus.

Tests of blood, urine, fetal heart rate, and ultrasound reassure parents,
facilitating the crucial parent–child bond. It is now possible to know the
sex of the fetus within the first few months. This allows parents to name
the fetus, considering him or her a person, long before birth.

In general, early care protects fetal growth, connects women to their future
child, makes birth easier, and renders parents better able to cope. When
complications (such as twins, gestational diabetes, and infections) arise,
early recognition increases the chance of a healthy birth.

Unfortunately, however, about 20 percent of early pregnancy tests raise
anxiety instead of reducing it. For instance, the level of alpha-fetoprotein
(AFP) may be too high or too low, or ultrasound may indicate multiple
fetuses, abnormal growth, Down syndrome, or a mother’s narrow pelvis.
Many such warnings are false positives; that is, they falsely suggest a
problem that does not exist. On the other hand, advice about fetal growth
can alert women to avoid underweight newborns, a serious problem.

false positive
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The result of a laboratory test that reports something as true when in fact it is not true.
This can occur for pregnancy tests, when a woman might not be pregnant even though the
test says she is, or during pregnancy, when a problem is reported that actually does not
exist.

Advice from Experts
Even doctors need to be more careful. One concern is pain medication.
Opioids (narcotics) may damage the fetus. Yet, a recent study found that
23 percent of pregnant women on Medicaid were given a prescription for
a narcotic (Desai et al., 2014).

Worse still is that some obstetricians do not ask about harmful life
patterns. One example is diet. Optimal weight gain depends on
preconception weight: Underweight women need to gain more and obese
women need to gain less. But few obstetricians tailor nutritional advice to
the specific patient (Phelan et al., 2011).

In another example, one Maryland study found that almost one-third of
pregnant women were not asked about alcohol consumption (Cheng et al.,
2011). Those least likely to be queried were college-educated women over
age 35, yet older, educated women are more likely to drink alcohol. The
rate for pregnant woman overall is 10 percent, but the rate for college-
educated women is 13 percent, and for older pregnant women 19 percent
(Tan et al., 2015).

Many women assume that herbal medicines or over-the-counter drugs are
safe. Not so. As pediatrics professor Allen Mitchell explains, “Many over-
the-counter drugs were grandfathered in with no studies of their possible
effects during pregnancy” (quoted in Brody, 2013, p. D5).
(“Grandfathered” means that if they were legal in days past, they remain
legal — no testing needed.)
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To learn which medications are safe, women consult the Internet.
However, a study of 25 Web sites that, together, listed 235 medications as
safe found that TERSIS (a group of expert teratologists who analyze drug
safety) had declared only 60 (25 percent) safe. The rest were not proven
harmful, but TERSIS found insufficient evidence to confirm safety (Peters
et al., 2013). Internet sites sometimes use unreliable data: Some drugs on
the safe list of one site were on the danger list of another (Peters et al.,
2013).

A VIEW FROM SCIENCE

What Is Safe?
As explained in Chapter 1, the scientific method is designed to be cautious. It takes
years — for replication, for alternate designs, and for exploration of conflicting
hypotheses — to reach sound conclusions. On almost any issue, scientists disagree
until the weight of evidence is unmistakable.

For example, it took decades before all researchers agreed on such (now obvious)
teratogens as lead and cigarettes, and decades more for laws to reflect that
agreement, eliminating lead from gasoline, and cigarette ads from television.

No biologist doubts that pesticides harm frogs, fish, and bees, but the pesticide
industry insists that careful use (e.g., spraying plants, not workers) benefits people,
in the form of fresh, low-cost food. That certain benefit may outweigh any possible
risk.

Developmentalists, however, fear that pregnant women who breathe or ingest these
toxins will bear brain-damaged babies (Heyer & Meredith, 2017). One scientist said,
“Pesticides were designed to be neurotoxic. Why should we be surprised if they
cause neurotoxicity?” (Lanphear, quoted in Mascarelli, 2013, p. 741).

Since 2000, the United States removed one pesticide, chlorpyrifos, from household
use (it had been used to kill roaches and ants). It was banned from U.S. agriculture in
the last month of the Obama administration but reinstated in the first year of the



397

Trump administration — to the distress of many scientists and doctors (Lipton,
2017; Rauh, 2018).

Is that a developmental issue, an economic issue, or a political issue? Chlorpyrifos is
widely used in other nations, in homes as well as farms, and is very profitable.

Analysis of umbilical cord blood finds that fetuses exposed to chlorpyrifos become
children with lower IQs and more behavior problems than other children (Horton et
al., 2012). However, the companies that sell chlorpyrifos argue that confounding
factors need to be considered (Mascarelli, 2013).

What might those confounding factors be? For one thing, pregnant women who use
roach spray are more likely to live in stressful, inner-city neighborhoods, a context
that reduces learning whether pesticides are used or not. Likewise, parents who pick
sprayed crops are often migrants who move from place to place and fear deportation.
Moving, and fear, disrupts children’s schooling.

Could factors such as these be a third variable that explains the correlation between
pregnant women exposed to pesticides and their children’s education? Further, even
if chlorpyrifos is a teratogen, does that outweigh the economic benefits for farmers,
chemical companies, and parents who need to buy fruits and vegetables? Risk
analysis is needed.

To make all of this more difficult, stress and anxiety affect the fetus, yet pregnancy
itself increases fear (Rubertsson et al., 2014). Prospective parents want clear,
immediate answers. Scientists take years to find them; laws take even longer.

Low Birthweight: Causes and
Consequences
The World Health Organization defines low birthweight (LBW) as under
2,500 grams (5 ½ pounds). LBW babies are further grouped into very low
birthweight (VLBW), under 1,500 grams (3 pounds, 5 ounces), and



398

extremely low birthweight (ELBW), under 1,000 grams (2 pounds, 3
ounces).

low birthweight (LBW)
A body weight at birth of less than 2,500 grams (5½ pounds).
very low birthweight (VLBW)
A body weight at birth of less than 1,500 grams (3 pounds, 5 ounces).
extremely low birthweight (ELBW)
A body weight at birth of less than 1,000 grams (2 pounds, 3 ounces).

With modern hospital care, even very small newborns born after the age of
viability usually survive, but they are more vulnerable to harm. Ranking
worse than most developed nations — and tied with Uruguay, Tanzania,
Romania, and Spain — is the United States, whose low birthweight rate is
46th in the world (World Bank, 2014).

It would be better for everyone — mother, father, baby, and society — if
all newborns were in the womb for at least 36 weeks and weighed more
than 2,500 grams (5½ pounds). (Usually, this text gives pounds before
grams. But hospitals worldwide report birthweight using the metric
system, so grams precede pounds and ounces here.)

Too Soon or Too Small
Babies born preterm (two or more weeks early; no longer called
premature) are often LBW, because fetal weight normally doubles in the
last trimester of pregnancy, with 900 grams (about 2 pounds) of that gain
occurring in the final three weeks. As already mentioned, every week past
week 22 adds weight and maturation.

preterm
A birth that occurs two or more weeks before the full 38 weeks of the typical pregnancy
— that is, at 36 or fewer weeks after conception.
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Other LBW babies have gained weight slowly throughout pregnancy and
are small-for-dates, or small for gestational age (SGA). A full-term baby
weighing only 2,600 grams and a 30-week-old fetus weighing only 1,000
grams are both SGA, even though the first is not technically low
birthweight. Low birthweight varies dramatically from nation to nation,
and, within the United States, from county to county as both a cause and a
predictor of lifelong poverty (Robertson & O’Brien, 2018) (see Figure
4.3).

small for gestational age (SGA)
A term for a baby whose birthweight is significantly lower than expected, given the time
since conception. For example, a 5-pound (2,265-gram) newborn is considered SGA if
born on time but not SGA if born two months early. (Also called small-for-dates.)
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FIGURE 4.3

Where Were You Born?     Rates of low birthweight vary by nation, from about
4 to 20 percent, and, as you see here, within nations. Why? Poverty is a correlate
— is it also a cause?

Data from U.S. Department of Health and Human Services, February 1, 2018.

Description
A bar graph shows the percentage of children born in 26 states who were low
birthweight. The results are as follows: Alaska (6%), Oregon (6.5%),
Minnesota (6.5%), California (6.8%), Maine (7%), Utah (7.1%), New York
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(7.9%), Montana (7.9%), Virginia (8.1%), Pennsylvania (8.1%), Texas
(8.3%), Illinois (8.3%), Wyoming (8.4%), Ohio (8.6%), Florida (8.6%), New
Mexico (9%), Colorado (9%), Kentucky (9.1%), North Carolina (9.2%),
Tennessee (9.3%), West Virginia (9.7%), South Carolina (9.7%), Georgia
(9.8%), Alabama (10.2%), Louisiana (10.4%), Mississippi (11.7%).

In most nations, malnutrition is the most common reason for slow fetal
growth. Women who begin pregnancy underweight, who eat poorly during
pregnancy, or who gain less than 3 pounds (1.3 kilograms) per month in
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the last six months often have underweight infants. This problem is
particularly common in Africa and South Asia, but it can occur in
developed nations as well.

The second common reason, particularly in developed nations, is drug use.
Almost every psychoactive drug — including legal ones such as cigarettes
and alcohol — reduces nutrition and birthweight.

A third reason is multiple births. Twins gain weight more slowly in
pregnancy and are born, on average, three weeks early. As you remember
from Chapter 3, multiple births are more common in IVF, with some
hopeful parents choosing to implant several blastocysts — against medical
advice.

No More Pesticides     Carlos Candelario, shown here at age 9 months, was born without
limbs, a birth defect that occurred when his mother (Francisca, show here) and father
(Abraham) worked in the Florida fields. Since his birth in 2004, laws prohibit spraying
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pesticides while people pick fruit and vegetables, but developmentalists worry about the effect
of the residue on developing brains.

Unfortunately, many risk factors tend to occur together. For example,
undernourished mothers often live in urban neighborhoods where
pollution is high — another risk factor (Erickson et al., 2016). Women in
rural areas have yet another cascade of risks — distance from prenatal
care, unwanted pregnancies, and exposure to pesticides (Committee on
Health Care for Underserved Women, 2014).

What About the Father?
The causes of low birthweight rightly focus on the pregnant woman.
However, “Fathers’ attitudes regarding the pregnancy, fathers’ behaviors
during the prenatal period, and the relationship between fathers and
mothers … influence risk for adverse birth outcomes” (Misra et al., 2010,
p. 99).

Indeed, everyone who affects a pregnant woman also affects a fetus. Her
mother, her boss, her mother-in-law, her doctor, and especially her partner
can add to her stress, or reduce it. Thus, it is not surprising that unintended
pregnancies increase the incidence of low birthweight and birth defects, a
link strongest in women of low income (Finer & Zolna, 2016). Obviously,
intentions are in the mind, not in the body, and are affected by the father
and the community, all influencing a woman’s behavior.

Evidence for this is in the immigrant paradox. As already mentioned,
low SES correlates with low birthweight, especially in the United States
(Martinson & Reichman, 2016). Many immigrants have difficulty getting
education and well-paid jobs; their socioeconomic status is low.
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immigrant paradox
The surprising, paradoxical fact that low- SES immigrant women tend to have fewer birth
complications than native-born peers with higher incomes.

Nonetheless, babies born to immigrants generally are heavier and healthier
than newborns of native-born women of the same SES and ethnicity
(Marks et al., 2014). This is true not only when women from Latin
America are compared to Hispanics whose families have lived in the
United States for generations but also for women born in the Caribbean,
Africa, eastern Europe, and Asia compared to U.S.-born women with
similar genes.

Does She Belong in Jail?     Alicia Beltran, age 28, shown here pregnant with her first child,
confided at her initial prenatal visit that she had been addicted to a painkiller but was now
clean (later confirmed by a lab test). She refused a prescription to keep her away from illegal
drugs, prompting the police to take her to court in handcuffs and shackles when she was 14
weeks pregnant. A state-appointed lawyer for the fetus successfully argued that she should be
detained. After more than two months, a nonprofit lawyer got her released. More than a year
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later, a judge conceded that her constitutional rights had been violated but dismissed the case
because the state had dropped the charges.

Why? One hypothesis is that fathers and the entire communities are
supportive of pregnant women, keeping them drug-free and well-fed,
appreciated and healthy, buffering the stress of poverty (Luecken et al.,
2013). By contrast, with more time in the United States, the community
protection decreases (Fox et al., 2018).

Consequences of Low Birthweight
Low birthweight is a problem, not only at birth but for years. At birth, life
itself is uncertain and Apgar scores are lower. Then every developmental
milestone — smiling, holding a bottle, walking, talking — is, on average,
delayed, with cognitive difficulties and visual and hearing impairments
more common. As toddlers, LBW children cry often, pay attention less,
and disobey more (Aarnoudse-Moens et al., 2009; Stolt et al., 2014).

Problems continue, especially if birthweight was very low. Children who
were extremely SGA or preterm tend to have neurological problems in
middle childhood, including smaller brain volume, lower IQ, and
behavioral difficulties (Clark et al., 2013; Hutchinson et al., 2013; Howe
et al., 2016). Even in adulthood, risks persist, with higher rates of diabetes,
obesity, heart disease, and depression (Lyall et al., 2016).

However, remember plasticity. By age 4, some ELBW infants exhibit
typical brain development, especially if they had no medical
complications and their mother was well educated.

In adulthood, for the fortunate ones, early arrival may no longer be
relevant. This was evident for adults whose birthweight was less than
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1,000 grams. They tended to have higher rates of shyness — except when
adult experiences, particularly a happy marriage, reduced the impact of
ELBW (Xu et al., 2018).

International Comparisons
As you remember from Chapter 1, scientists collect empirical data and
then draw conclusions based on facts. Regarding low birthweight, the
facts are clear; the conclusions are not. No less than six hypotheses might
explain a puzzling fact: Low birthweight is less common in most nations
than it was, but it is increasing in some nations — the United States
among them. We begin with what is known.

In some northern European nations, only 4 percent of newborns weigh
under 2,500 grams; in several South Asian and African nations, including
India, Pakistan, Mali, and Yemen, more than 20 percent do. Two
conclusions are proven: First, there is worldwide improvement. Less
malnutrition resulted in fewer underweight, fragile newborns in 2017 than
a decade ago. One happy result: In the first month of life, the rate of death
per thousand newborns was 19 in 2017, compared to 36 in 1990 (UNICEF,
2018).

VIDEO: Low Birthweight in India discusses the causes of LBW among babies in
India.
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Second, national goals matter. In China, Cuba, and Chile low birthweight
has plummeted since 2000 because prenatal care has become a national
priority. That is one conclusion of a study provocatively titled Low birth
weight outcomes: Why better in Cuba than Alabama? (Neggers & Crowe,
2013).

THINK CRITICALLY: Food scarcity, drug use, and unmarried parenthood
have all been suggested as reasons for the LBW rate in the United States. Which
is it — or are there other factors?

In other nations, the LBW rate is rising. Many of those nations are in sub-
Saharan Africa, and the rise is troubling but not puzzling: Global
warming, HIV/AIDS, food shortages, wars, and other problems affect
pregnancy.

However, in other nations, an increasing rate of LBW is puzzling. The
LBW rate in the United States fell throughout most of the twentieth
century, reaching a low of 7.0 percent in 1990. But then it rose, dipping
slightly around 2010 but increasing every year since 2012 and reaching
8.17 percent in 2016 (Martin et al., 2018). That is higher than almost every
other developed nation.

Added to the puzzle is that several changes in maternal ethnicity, age, and
health since 1990 should have decreased LBW. For instance, although the
rate of LBW among African Americans is higher than the national average
(14 percent compared with 8 percent), and although teenagers have
smaller babies than do women in their 20s, the birth rate among both
groups was much lower in 2016 than in 1990. Thus, the average should
have fallen, not risen.
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Similarly, unintended pregnancies are less common (Finer & Zolna, 2016),
and two conditions that produce heavier babies (maternal obesity and
diabetes) have increased since 1990. Paradoxically, more underweight
babies are born in the United States currently than decades ago.

Is prenatal care the crucial variable? In some nations, but not in the United
States. The rates of women giving birth without prenatal care have
decreased.

Another hypothesis is that IVF increased multiple births, which are often
LBW. However, LBW rates are rising for naturally conceived singletons.

Perhaps the problem is nutrition. The U.S. Department of Agriculture
(Coleman-Jensen et al., 2015) reported an increase in the rate of food
insecurity (measured by skipped meals, use of food stamps, and outright
hunger) between the first seven years of the twenty-first century and the
next seven, from about 11 percent to about 15 percent (see Figure 4.4).

 Observation Quiz: Is the gap between single mothers and single fathers
increasing or decreasing? (see answer, page 112) 
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FIGURE 4.4

And Recovery?     As you can see, all family types were affected by the Great
Recession that began in 2007 — especially single fathers, who were most likely
to lose their jobs and not know how to get food stamps. But why are children of
single mothers hungry more often than children of single fathers and three times
as often as children of married parents? The data show correlation; researchers
do not agree about causes.

Data from U.S. Department of Agriculture, September, 2018.

Description
A chart entitled “Food Insecurity Among U.S. Families” shows the rate for
single mothers, single fathers, and married parents every two years between
2001 and 2017. Some of the data are as follows: Single mothers – 32% in
2001, dropping to 30% in 2007, increasing to 37% in 2009 and 2011,
dropping to 35% in 2013, and back to 30% in 2015 and 2017. Single fathers –
The rate was 15.5% in 2001, which increased to 22% in 2003 and dropped
back to 19% in 2005. It increased to 28% in 2009, then dropped in a linear
fashion to 20% in 2017. Married parents – The rate has hovered around 10%
between 2001 and 2007, increased to 15% in 2009, and then dropped back to
10% by 2017.
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The group most likely to be food insecure are young mothers. Some
undereat so that their children can eat — unaware that they are harming a
future child. Their undernourishment adds stress to their children, who
become stressed in return, affecting everyone — including weight gain of
a future baby (King, 2018).

Perhaps lack of health care? Untreated infections and chronic illness
correlate with LBW, and many of the poorest young women have no
health insurance.

A fifth possible culprit is drug use. In the United States, the birth rate is
highest among 20- to 24-year-olds, and so is drug use — in that age group,
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11 percent smoke during pregnancy (Drake et al., 2018).

Looking beyond the United States, some trends are ominous. In recent
years, low birthweight has decreased markedly in Asia, but smoking and
drinking among young women are now increasing in those nations.

In Japan, low birthweight was slightly more than 6 percent in 2000 but
almost 10 percent in 2015. Smoking and drinking are among the possible
culprits, but so are low weight gain during pregnancy, increasing mercury
in food, and more births after age 35 (Tamura et al., 2018).

In every hypothesis, we must distinguish correlation from causation. Low
birthweight varies from nation to nation and year to year, so something in
nurture is crucial. Since LBW correlates with problems throughout life,
we need to know more about causes so that we can prevent the
consequences. For developing nations, the first steps are obvious — less
hunger and better prenatal care. But for developed nations, more science is
needed: Many hypotheses need to be explored.

WHAT HAVE YOU LEARNED?

1. How do we know that the placenta does not screen out all harmful substances?

2. What factors increase the harm from a teratogen?

3. Why is it difficult to be certain that a behavioral teratogen affected a child?

4. What is the difference between low, very low, and extremely low birthweight?

5. What are the causes and consequences of low birthweight?

6. What is puzzling about national and ethnic differences in low birthweight?
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The New Family
Humans are social creatures, seeking interaction with their families and

their societies. We have already seen how crucial social support is during
pregnancy. Social interaction may become even more important when a
child is born.

The Newborn
Before birth, humans already affect their families. Fetal movements and
hormones that trigger maternal nurturance (food aversions, increased
sleep, and more). At birth, a newborn’s appearance (big hairless head, tiny
feet, and so on) stirs the human heart, evident in adults’ brain activity and
heart rate. Fathers are often enraptured by their scraggly newborns and
protective of the exhausted mothers, who may appreciate their partners
more than before, for hormonal as well as practical reasons.

Newborns are responsive social creatures in the first hours of life
(Zeifman, 2013). They listen, stare, cry, stop crying, and cuddle. In the
first day or two, a professional might administer the Brazelton Neonatal
Behavioral Assessment Scale (NBAS), which records 46 behaviors,
including 20 reflexes. Parents watching this assessment are amazed at the
newborn’s responses — and this fosters early parent–child connection
(Hawthorne, 2009).

Brazelton Neonatal Behavioral Assessment Scale (NBAS)
A test that is often administered to newborns which measures responsiveness and records
46 behaviors, including 20 reflexes.

Technically, a reflex is an involuntary response to a particular stimulus.
The strength of a reflex varies from one newborn to the next depending on
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genes, drugs in the bloodstream, and overall health. Newborns have three
sets of reflexes that aid survival.

Reflexes that maintain oxygen supply. The breathing reflex begins
even before the umbilical cord, with its supply of oxygen, is cut.
Additional reflexes that maintain oxygen are reflexive hiccups and
sneezes, as well as thrashing (moving the arms and legs about) to
escape something that covers the face.
Reflexes that maintain constant body temperature. When infants are
cold, they cry, shiver, and tuck their legs close to their bodies. When
they are hot, they try to push away blankets and then stay still.
Reflexes that manage feeding. The sucking reflex causes newborns to
suck anything that touches their lips — fingers, toes, blankets, and
rattles, as well as natural and artificial nipples of various textures and
shapes. In the rooting reflex, babies turn their mouths toward
anything that brushes against their cheeks — a reflexive search for a
nipple — and start to suck. Swallowing also aids feeding, as does
crying when the stomach is empty and spitting up when too much is
swallowed quickly.

reflex
An unlearned, involuntary action or movement in response to a stimulus. A reflex occurs
without conscious thought.

VIDEO: Newborn Reflexes shows several infants displaying the reflexes discussed
in this section.
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Other reflexes beyond these 13 promoted survival in ancient times but
now only signify brain and body maturation. Among them are the:

Babinski reflex. When a newborn’s feet are stroked, the toes fan
upward.
Stepping reflex. When newborns are held upright, feet touching a flat
surface, they move their legs as if to walk.
Swimming reflex. When held horizontally on their stomachs,
newborns stretch out their arms and legs.
Palmar grasping reflex. When something touches newborns’ palms,
they grip it tightly.
Moro reflex. When someone bangs on the table they are lying on,
newborns fling their arms outward and then bring them together on
their chests, crying with wide-open eyes.

These 18 reflexes (in italics) and more are evident in most newborns. The
senses are also responsive. New babies listen more to voices than to
traffic, for instance. Thus, in many ways newborns connect with the
people of their family, who themselves are genetically predisposed to
respond (Zeifman, 2013). If the baby tested on the Brazelton NBAS were
your own, you would be proud and amazed.

New Mothers
When birth hormones decrease, between 8 and 15 percent of women
experience postpartum depression, a sense of inadequacy and sadness
(called baby blues in the mild version and postpartum psychosis in the
most severe form). That 8 to 15 percent may be an underestimate: Some
sources say that for low-SES and adolescent mothers the rate is 25 percent
(Kozhimannil & Kim, 2014).

postpartum depression
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A new mother’s feelings of inadequacy and sadness in the days and weeks after giving
birth.

With postpartum depression, baby care (feeding, diapering, bathing) feels
very burdensome. The newborn’s cry may not compel the mother to carry
and nurse her infant. Instead, the mother may have thoughts of neglect or
abuse, thoughts so terrifying that she is afraid of herself. She may be
overprotective, insisting that no one else care for the baby. This signifies a
fearful mother, not a healthy one.

The first sign that something is amiss may be euphoria after birth. A new
mother may be unable to sleep, stop talking, or eat normally. She may be
overwhelmed with exaggerated or irrational worries.

After that initial high, severe depression may set in, with long-term impact
on the child. Postpartum depression may not be evident right away;
anxiety and depression symptoms are strongest two or three months after
birth (Kozhimannil & Kim, 2014).

Postpartum depression is not due to hormonal changes alone. From a
developmental perspective, some causes (such as financial stress) predate
pregnancy. Others (such as marital problems) occur during pregnancy; still
others correlate with birth itself (especially if the mother is alone and
imagined a different birth than what actually occurred).

In addition, the baby may be disappointing. One single mother who
experienced postpartum depression thought:

My only problem in life was that I didn’t have a baby. On the day I had a
baby, I discovered that no, I had other problems. I hadn’t any money, I was
in debt, the family was fighting about the debt, it was partly my fault … and
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I started to see I wasn’t such a good mother as I had thought I would be. I
used to think what could be difficult? It’s enough for you to love the baby
and everything will be fine. This didn’t happen because the baby didn’t
respond. I’m affectionate, I’d come and take her, hug her and the baby
didn’t like this. She didn’t like to be hugged, she didn’t like affection.

[O’Dougherty, 2013, p. 190]

Successful breast-feeding mitigates maternal depression, but although
most new mothers try to nurse their newborn, many quit — which
increases depression. A supportive family member, friend, midwife, or
lactation consultant allows the mother to recover — as most women with
postpartum depression do by six months after the birth.



417

New Fathers
Not every depressed mother impedes her baby’s development. If she
manages to respond sensitively to her baby’s needs, within a well-
functioning, supportive family (with good emotional management,
communication, and clear roles and routines), the baby develops well
(Parade et al., 2018). Fathers may be crucial in keeping the family
supportive and caring for the baby.

 Especially for Nurses in Obstetrics: Can the father be of any practical help
in the birth process? (see response, page 111)
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Fathers may experience pregnancy and birth biologically, not just
psychologically. Many fathers gain weight and experience indigestion
during pregnancy and feel pain during labor (Leavitt, 2009).

Paternal experiences of pregnancy and birth are called couvade, expected
in some cultures, a normal variation in many, and considered pathological
in others (M. Sloan, 2009). A study in India found that couvade was
common (Ganapathy, 2014). In the United States, many fathers are
intensely involved during prenatal development, birth, and infancy
(Brennan et al., 2007; Raeburn, 2014).

couvade
Symptoms of pregnancy and birth experienced by fathers.

Fathers are usually the first responders when the mother experiences
postpartum depression; they may get the support that the mother and baby
need. But fathers are vulnerable to depression, too, with the same stresses
that mothers feel (Gutierrez-Galve et al., 2015). Indeed, sometimes the
father experiences more emotional problems than the mother (Bradley &
Slade, 2011). Friends and relatives need to help both parents in the first
weeks after birth.

A study of fathers found that many men not only felt stressed but also felt
ashamed and avoided talking about it.

One father acknowledged that he did not sleep well during pregnancy;
several fathers worried intensely about the birth, their partner, and the
baby; and yet many men felt they had no right to complain. One said, “I’m
always conscious that my wife has it a lot worse.” Another said at the
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birth, “I felt a bit more like a spare part, but then again they were very
good with [partner]. I just felt in the way.”

Mutual Joy     For thousands of years, hormones and instincts have propelled fathers and
babies to reach out to each other, developing lifelong connections.

Several men found relief at work, where they could put the stress of
fatherhood behind them or talk about their feelings with other men. A man
who is part of a group of engineers said,

“we probably spend half the day talking about babies and kids and that sort
of thing…. I know that there’s guys there that have had similar experiences
and they know what it’s like. They know how I’m feeling if I say Oh, we’ve
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had a rough night…. Some people have had worse experiences so you think,
oh, what we’re going through is normal.”

(quoted in Darwin et al., 2017).

Family Bonding
To what extent are the first hours after birth crucial for the parent–infant
bond, the strong, loving connection that forms as parents hold, examine,
and feed their newborn? It has been claimed that this bond develops when
a mother touches her newborn, just as sheep and goats must immediately
smell and nuzzle their newborns if they are to nurture them (Klaus &
Kennell, 1976).

parent–infant bond
The strong, loving connection that forms as parents hold, examine, and feed their
newborn.

However, the hypothesis that early skin-to-skin contact is essential for
human nurturance is false (Eyer, 1992; Lamb, 1982). Substantial research
on monkeys begins with cross-fostering, when newborns are removed
from their biological mothers in the first days of life and raised by another
monkey, female or male. A strong and beneficial relationship between the
infant and the foster parent may develop (Suomi, 2002).

For people, bonding can begin before birth, or it may not arise until days
after birth. Overall, the active involvement of both parents in pregnancy,
birth, and care of the newborn benefits all three. Factors that encourage
parents to nurture their newborns have lifelong benefits, proven with mice,
monkeys, and humans (Champagne & Curley, 2010). Beneficial, but not
essential.
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Better Care     Kangaroo care benefits mothers, babies, and hospitals, saving
space and medical costs in this ward in Manila. Kangaroo care is one reason
Filipino infant mortality in 2010 was only one-fifth of what it was in 1950.

The benefits of early contact are evident with kangaroo care, in which the
newborn lies between the mother’s breasts, skin-to-skin, listening to her
heartbeat and feeling her body heat. A review of 124 studies confirms that
kangaroo-care newborns sleep more deeply, gain weight more quickly,
and spend more time alert than do infants with standard care, as well as
being healthier overall (Boundy et al., 2016). Father involvement,
including father–infant kangaroo care, also fosters newborn’s health
(Feeley et al., 2013).

kangaroo care
A form of newborn care in which mothers (and sometimes fathers) rest their babies on
their naked chests, like kangaroo mothers that carry their immature newborns in a pouch
on their abdomen.

As we will see in later chapters, the relationship between parent and child
develops over decades, not merely hours. Birth is one step of a lifelong
journey for every family member.

WHAT HAVE YOU LEARNED?
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1. How can a newborn be socially interactive?

2. What causes postpartum depression?

3. How are fathers affected by birth?

4. Why is kangaroo care beneficial?

5. When does the parent–infant bond form?
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Chapter 4 Review

SUMMARY

Prenatal Development

1. In the first two weeks of prenatal growth (the germinal period), the
single-celled zygote multiplies into more than 100 cells that will
eventually form both the placenta and the embryo. About half the
time, the growing organism fails to implant in the uterus, ending
pregnancy.

2. The embryonic period (the third week through the eighth week
after conception) begins with the primitive streak, the beginning of
the central nervous system. The future heart begins to pulsate, and
eyes, ears, nose, mouth, and brain form. By the eighth week, the
first traces of all of the basic organs and features are present.

3. Early in the fetal period (ninth week until birth), male and female
organs form, and hormones start to shape the brain. At 22 weeks,
the brain can regulate basic body functions, and viability is
possible but unlikely. Babies born that early are at high risk of
death or disability.

4. In the final three months, the average fetus gains approximately 4½
pounds (2,040 grams), weighing 7½ pounds (3,400 grams) at birth.
Maturation of brain, lungs, and heart ensures survival of more than
99 percent of all full-term babies.

Birth

5. Ideally, hormones (oxytocin) start labor and birth approximately 38
weeks after conception. The Apgar scale provides a quick
evaluation of the newborn’s health.
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6. Medical assistance speeds contractions, dulls pain, and saves lives.
However, many interventions, including about half of cesarean
sections, have been criticized as impersonal and unnecessary.

Problems and Solutions

7. Every birth complication, such as an unusually long and stressful
labor that includes anoxia, has a combination of causes. Long-term
handicaps are not inevitable.

8. Some teratogens cause physical impairment. Others, called
behavioral teratogens, harm the brain and therefore impair
cognitive abilities and affect personality.

9. Whether a teratogen harms an embryo or fetus depends on timing,
dose, and genes. Family members affect the pregnant woman’s
health.

10. Low birthweight (under 5½ pounds, or 2,500 grams) may arise
from early or multiple births, placental problems, maternal illness,
malnutrition, smoking, drinking, illicit drug use, and age.

11. Underweight babies experience more medical difficulties and
psychological problems for many years. Babies that are small for
gestational age (SGA) are especially vulnerable.

The New Family

12. Newborns are primed for social interaction. The Brazelton
Neonatal Behavioral Assessment Scale measures 46 newborn
behaviors, 20 of which are reflexes.

13. Fathers can be supportive during pregnancy as well as helpful in
birth. Paternal support correlates with shorter labor and fewer
complications. Some fathers become very involved with the
pregnancy and birth, experiencing couvade.
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14. Many women feel unhappy, incompetent, or unwell after giving
birth. Postpartum depression gradually disappears with appropriate
help; fathers can be crucial in baby care, or they can experience
depression themselves.

15. Kangaroo care benefits all babies, but especially those who are
vulnerable. The parent–infant bond depends on many factors in
addition to birth practices.

KEY TERMS

germinal period
embryonic period
fetal period
embryo
cephalocaudal
proximodistal
fetus
age of viability
doula
Apgar scale
cesarean section
cerebral palsy
anoxia
teratogen
behavioral teratogens
threshold effect
fetal alcohol syndrome (FAS)
false positive
low birthweight (LBW)
very low birthweight (VLBW)
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extremely low birthweight (ELBW)
preterm
small for gestational age (SGA)
immigrant paradox
Brazelton Neonatal Behavioral Assessment Scale (NBAS)
reflex
postpartum depression
couvade
parent–infant bond
kangaroo care

APPLICATIONS

1. Go to a nearby greeting-card store and analyze the cards about
pregnancy and birth. Do you see any cultural attitudes (e.g., variations
depending on the sex of the newborn or of the parent)? If possible,
compare those cards with cards from a store that caters to another
economic or ethnic group.

2. Interview three mothers of varied backgrounds about their birth
experiences. Make your interviews open-ended — let the mothers
choose what to tell you, as long as they give at least a 10-minute
description. Then compare and contrast the three accounts, noting
especially any influences of culture, personality, circumstances, and
cohort.

3. People sometimes wonder how any pregnant woman could jeopardize
the health of her fetus. Consider your own health-related behavior in
the past month — exercise, sleep, nutrition, drug use, medical and
dental care, disease avoidance, and so on. Would you change your
behavior if you were pregnant? Would it make a difference if you, your
family, and your partner did not want a baby?
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Especially For ANSWERS

Response for Conservatives and Liberals (from p. 96): Yes, some people
are much more likely to want nature to take its course. However, personal
experience often trumps political attitudes about birth and death; several of
those who advocate hospital births are also in favor of spending one’s final
days at home.

Response for Judges and Juries (from p. 101): Some laws punish women
who jeopardize the health of their fetuses, but a developmental view would
consider the micro-, exo-, and macrosystems.

Response for Nurses in Obstetrics (from p. 109): Usually not, unless they
are experienced, well taught, or have expert guidance. But their presence
provides emotional support for the woman, which makes the birth process
easier and healthier for mother and baby.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 100): Brain. Legs.

Answer to Observation Quiz (from p. 106): Decreasing. The reason may be
related to greater gender equity. Note, however, that the recession impacted
fathers dramatically, as many wage-earners lost their jobs and did not
immediately know how to get public or private help in feeding their families.

CAREER ALERT

The Genetic Counselor
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An understanding of life-span development is useful for every career. No matter
what career a student considers, it is useful to consult career counselors and to
check the Occupational Outlook Handbook from the U.S. Department of Labor,
which lists prospects, salary, and qualifications. I reference some of that here.

Beyond those basics, however, the Career Alert features raise questions and
issues from a developmental perspective, issues that might not be found in a
standard description of the career. You will see this in this discussion of genetic
counseling.

There is far greater demand for genetic counselors than there are people trained in
this area, so job prospects are good. Salary is good, too: The median in 2017 was
$77,500. Training requires a master’s degree, and then passing an exam to be
certified (not required in every state). That all seems simple, but the reality is
much more challenging.

The first challenge is to understand and communicate difficult biological and
statistical material, so that clients understand the implications of whatever genes
they have. This is difficult: Not only are new discoveries made every day, but
every disorder is polygenic and multifactorial, and mosaicism, methylation, and
the microbiome are all relevant.

One reason this is a rapidly growing career is that many people are curious about
their ancestry and pay for commercial tests (such as 23 and Me) to identify where
their ancestors lived. In the process, they may discover confusing implications for
their health, making genetic counseling essential (Smart et al., 2017).

Further, since is it now apparent that almost every disease is partly genetic, many
people are concerned about their own health, the health of their family members,
or the health of their prospective children, and they want answers. This is
complex even when the issue is the genes of an adult, but it is doubly difficult
when discussing a prospective child, who will inherit only half of the genes from
each parent.

Facts, medical treatments, and quality of life for an affected child are difficult to
explain, but even harder to understand are the prospective parents’ emotions,
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assumptions, and values. People differ greatly in risk-taking, in culture, in
religious beliefs, and in personal experiences. They also misunderstand results;
counselors must draw charts, rephrase results, and repeat basic facts so that the
message is understood.

Then couples may disagree with each other or decide something contrary to their
counselor’s clear conclusions. Thus, counselors must not only know facts and be
able to explain odds and consequences, but they must also work with complex
social dynamics, respecting everyone — no matter what they decide.

Theoretical decisions often conflict with reality. If a woman knows that her
embryo has trisomy-21, should she terminate the pregnancy? About two-thirds of
prospective parents say no, but about two-thirds of pregnant women at high risk
(for example, over age 35) say yes, as do almost all (87 to 96 percent) women
who know they are carrying an embryo with Down syndrome (Choi et al., 2012).

Similarly, variation was evident when 152 pregnant women in Wisconsin learned
that their embryo had trisomy-13 or trisomy-18. Slightly more than half of the
women decided to abort; most of the rest decided to give birth but provide only
comfort care for the newborn.Three chose full intervention to preserve life (their
three babies lived for a few days but died within the first weeks) (Winn et al.,
2018).

Many factors — including children, religion, opinions of others — make a
difference (Choi et al., 2012). Unfortunately, no matter what the decision,
outsiders sometimes tell parents they made the wrong choice — something
genetic counselors never do.

Before deciding on this profession, ask yourself what you would do in the
following situations, each of which has occurred:

Parents of a child with a disease caused by a recessive gene from both
parents ask whether another baby will suffer the same condition. Tests
reveal that the husband does not carry that gene. Should the counselor tell
the parents that their next child won’t have this disease because the husband
is not the father of the first child?
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A woman learns that she is at high risk for breast cancer because she carries
the BRAC1 gene. She wants to have her breasts removed, but she refuses to
inform her four sisters, half of whom probably carry BRAC1.
A couple both are little people, with genes for short stature. They want to
know whether they might have a child of typical height. They plan to abort
such a fetus.
A person is tested for a genetic disease that runs in the family. The results
are good (not a carrier) and bad (the person carries another serious
condition). Should the counselor reveal a risk that the client did not ask
about?

This fourth issue is new: Even a few years ago, the cost of testing precluded
learning about unrequested results. But now genome-wide association study
(GWAS) is routine, capturing the entire genome, so counselors learn about
thousands of unsuspected conditions.

Even with careful counseling, people with identical genetic conditions often
make opposite choices. For instance, 108 women who had one child with fragile
X syndrome were told that another pregnancy would have a 50/50 chance of
fragile X. Most decided to avoid pregnancy, but some (20 percent) deliberately
conceived another child (Raspberry & Skinner, 2011).

In another study, pregnant women learned that their fetus had an extra sex
chromosome. Half the women aborted; half did not (Suzumori et al., 2015). That
highlights why this career is not for everyone. Professionals explain facts and
probabilities; people decide. Can you live with that?

VISUALIZING DEVELOPMENT

The Apgar
Just moments after birth, babies are administered their very first test. The
APGAR score is an assessment tool used by doctors and nurses to determine
whether a newborn requires any medical intervention. It tests five specific criteria
of health, and the medical professional assigns a score of 0, 1, or 2 for each
category. A perfect score of 10 is rare — most babies will show some minor
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deficits at the 1-minute mark, and many will still lose points at the 5-minute
mark.

Description
An introductory text reads, A Healthy Newborn -Just moments after birth, babies are
administered their very first test. The A P G A R score is an assessment tool used by
doctors and nurses to determine whether a newborn requires any medical
intervention. It tests five specific criteria of health, and the medical professional
assigns a score of 0, 1, or 2 for each category. A perfect score of 10 is rare m dash
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most babies will show some minor deficits at the 1-minute mark, and many will still
lose points at the 5-minute mark. The details mentioned in the illustration are as
follows: GRIMACE RESPONSE OR REFLEXES - 2: A healthy baby will indicate
his displeasure when his airways are suctioned m dash he’ll grimace, pull away,
cough, or sneeze. 1: Baby will grimace during suctioning. 0: Baby shows no response
to being suctioned and requires immediate medical attention. RESPIRATION - 2: A
good strong cry indicates a normal breathing rate. 1: A weak cry or whimper, or
slow/irregular breathing. 0: Baby is not breathing and requires immediate medical
intervention. PULSE - 2: A pulse of 100 or more beats per minute is healthy for a
newborn. 1: Baby's pulse is less than 100 beats per minute. 0: A baby with no
heartbeat requires immediate medical attention. APPEARANCE OR COLOR - 2:
Body and extremities should show good color, with pink undertones indicating good
circulation. 1: Baby has some blueness in the palms and soles of the feet. Many
babies exhibit some blueness at both the 1- and 5-minute marks; most warm up soon
after.0: A baby whose entire body is blue, grey, or very pale requires immediate
medical intervention. ACTIVITY AND MUSCLE TONE - 2: Baby exhibits active
motion of arms, legs, body. 1 Baby shows some movement of arms and legs. 0: A
baby who is limp and motionless requires immediate medical attention. The
illustration also shows the REFLEXES IN INFANTS and the text reads: Never
underestimate the power of a reflex. For developmentalists, newborn reflexes are
mechanisms for survival, indicators of brain maturation, and vestiges of evolutionary
history. For parents, they are mostly delightful and sometimes amazing. Three photos
are shown at the bottom of the page with the following text: The first photo shows a
newborn sucking at a finger. THE SUCKING REFLEX - A newborn, just a few
minutes old, demonstrates that he is ready to nurse by sucking on a doctor’s finger.
The second photo shows a newborn holding on tight to a doctor’s thumbs. THE
GRASPING REFLEX - When the doctor places a finger on the palm of a healthy
infant, he or she will grasp so tightly that the baby’s legs can dangle in space. The
third photo shows a woman holding a newborn child who is raising one of her legs as
if wanting to walk. THE STEP REFLEX - A 1-day-old girl steps eagerly forward
long on legs too tiny to support her body.
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Part II The First Two Years
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Description
The text reads, As you progress through the Babies and Toddlers simulation
module, how you decide the following will impact the biosocial, cognitive,
and psychosocial development of your child. An illustration of a baby is on
the left. The three categories with questions are as follows.

Biosocial: Will you vaccinate your baby? Will you breast-feed your baby? If
so, for how long? What kind of foods will you feed your baby during the first
year? How will you encourage motor skill development? How do your baby's
height and weight compare to national norms?

Cognitive: What activities will you expose your baby to (music class,
reading, educational videos)? What activities will you do to promote
language development? Which of Piaget's stages of cognitive development is
your child in?

Psychosocial: How will you soothe your baby when he or she is crying? Can
you identify your baby's temperament style? Can you identify your baby's
attachment style? What kind of discipline will you use with your child?



435

CHAPTER 5
CHAPTER 6
CHAPTER 7
Adults don’t change much in a year or two. They might have longer,
grayer, or thinner hair; they might gain or lose weight; they might learn
something new. But if you saw friends you hadn’t seen for two years,
you’d recognize them immediately.

Imagine caring for a newborn every day for a month. You would learn
everything about that baby — how to diaper and bathe, when to play and
rock, when, where, and how to put the baby to sleep. Then imagine you
moved to a distant city for two years. When you returned and were asked
to pick up the child at a day-care center, you would have to ask the teacher
which child to take! And that toddler would hesitate to come with you.

In those two years, the child’s weight would have quadrupled, height
increased by a foot, and hair grew. The child would now understand words
and photographs (ideally your photo had been shown often) and express
new emotions — with new fears, including of you, now a stranger.
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Two years are less than 3 percent of the average human life. However, in
those 24 months, people reach half of their adult height; learn to run,
climb, and talk in sentences; and express every emotion — not just joy
and fear but also love, jealousy, and shame. Invisible growth of the brain
is even more awesome. The next three chapters describe this
transformation. 
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Chapter 5 The First Two Years: Biosocial
Development
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✦ Body Changes
Body Size
Sleep
OPPOSING PERSPECTIVES: Where Should Babies Sleep?
Brain Development
INSIDE THE BRAIN: Brains from Back to Front
Necessary and Possible Experiences
Harming the Body and Brain

✦ Perceiving and Moving
The Senses
A VIEW FROM SCIENCE: Addiction in Newborns
Motor Skills
Cultural Variations

✦ Surviving and Thriving
A CASE TO STUDY: Scientist at Work
Immunization
Nutrition
Malnutrition
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✦ VISUALIZING DEVELOPMENT: Immunization

What Will You Know?

1. What part of an infant grows most in the first two years?
2. Are babies essentially blind and deaf at birth?
3. What happens if a baby does not get his or her vaccinations?

Our first child, Bethany, was born while I was in graduate school. At 14
months, she was growing well and talking but had not yet taken her first
step. My husband was worried. I told him that genes determine age of
motor skills. I had read that babies in Paris are late walkers, and my
grandmother was French.

To my relief, Bethany soon took a few steps, and she was running by 18
months. By kindergarten, she was the fastest runner in her class; years
later she ran a marathon. My genetic explanation was bolstered when our
next two children, Rachel and Elissa, were also slow to walk. My students
with Guatemalan and Ghanaian ancestors bragged about their infants who
walked at 10 months; those from China had later walkers. Proof of genes?

Fourteen years after Bethany, Sarah was born. I could finally afford a full-
time caregiver, Mrs. Todd. She thought Sarah was the most advanced baby
she had ever known, except for her own daughter, Gillian.

“She’ll be walking by a year,” Mrs. Todd told me. “Gillian walked at 10
months.”

“We’ll see,” I graciously replied.
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I underestimated Mrs. Todd. She bounced my delighted baby on her lap,
day after day, and spent hours giving her “walking practice.” Sarah took
her first step at 12 months — late for a Todd, early for a Berger, and a
humbling lesson for me.

As a scientist, I know that a single case proves nothing. The two-month
age gap between Bethany and Sarah might indeed be partly genetic,
especially since Sarah shares only half her genes with Bethany and since
my daughters are only one-eighth French (a fraction I had ignored when I
needed reassurance about my late-walking first-born).

Nonetheless, every developmental scientist is now well aware that
caregivers influence every aspect of growth. You will soon read about
caregiving that enables babies to grow, move, see, and learn. Genes
provide the scaffold, but every day shapes and guides each infant to
become a distinct — and special — human being.
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Body Changes
In infancy, growth is so rapid and the consequences of neglect so severe

that gains are closely monitored. Medical checkups, including
measurement of height, weight, and head circumference, indicate whether
an infant is progressing as expected — or not.

VIDEO: Physical Development in Infancy and Toddlerhood offers a quick review
of the physical changes that occur during a child’s first two years.

Body Size
Newborns lose several ounces in the first three days and then gain an
ounce a day for months. Their weight at birth has doubled by 4 months
and tripled by a year, so a 7-pound newborn might be 21 pounds at 12
months (9,525 grams, up from 3,175 grams at birth).

That is an average, but variation is substantial, depending not only on
genes and nutrition but also on birthweight. Small babies may double their
weight in two months and quadruple by age 1.

Height also increases rapidly: A typical newborn grows 10 inches (25
centimeters) by age 1, measuring about 30 inches (76 centimeters).
Physical growth then slows, but not by much. Most 24-month-olds weigh
about 28 pounds (13 kilograms) and have added another 4 inches (10
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centimeters) in the previous year. Typically, 2-year-olds are half their adult
height.

CHAPTER APP 5

 Sprout Baby

RELATED TOPIC:
Physical development and well-being during infancy
IOS:
http://tinyurl.com/y33575ce

This app enables parents of infants to log growth spurts, periods of illness and
medications, as well as sleeping routines, diaper changes, and feeding times.
Informed by CDC and WHO data, the app also helps parents compare their baby’s
progress against that of the general population. Sprout Baby offers users extras like a
photo and memory recording tool and advice and tip sheets on what kinds of
development transpires during infancy and toddlerhood.

Growth is often expressed in a percentile, a number that ranks each
person compared to others the same age. Thus, a 12-month-old’s weight at
the 30th percentile means that 29 percent of 12-month-old babies weigh
less and 70 percent weigh more.

percentile
A point on a ranking scale of 0 to 100. The 50th percentile is the midpoint; half of the
people in the population being studied rank higher and half rank lower.

Any percentile between 10 and 90 may be fine: The crucial factor is
whether the percentile is close to the previous one for that individual (see
Figure 5.1). Healthy big babies continue to be big for their age; healthy
small babies continue to be small.

http://tinyurl.com/y33575ce


443

FIGURE 5.1

Averages and Individuals     Norms and percentiles are useful — most 1-month-
old girls who weigh 10 pounds should be at least 25 pounds by age 2. Obviously,
individuals do not always follow the norms, which is not necessarily a problem.

Description
The horizontal axis lists the age in months from 0, 1, and 3 to 24, in
increments of 3. The vertical axis on the left lists the weight in kilograms
from 0 to 16, in increments of 2. The vertical axis on the right lists weight in
pounds from 0 to 35.2, in increments of 4.4. The graph summarizes the
following data presented in the format (Age: Weight -in kilograms, Weight -
in pounds): Ninetieth Percentile: Boys: 0 — 4, 8.8; 1 — 5.2, 12; 3 — 7, 13.5;
6 — 9, 20; 9 — 10.5, 23; 12 — 11.5, 26; 15 — 12.5, 27; 18 — 13, 29; 21 —
13.5, 29.8; 24 — 14.5, 31. Girls: 0 — 4, 8.8; 1 — 5, 11.5; 3 — 6, 13.2; 6 —
8, 17.6; 9 — 10, 22; 12 — 11, 24; 15 — 11.5, 26; 18 — 12, 26.4; 21 — 13,
28; 24 — 13.5, 29.8. Fiftieth percentile: Boys: 0 — 3.5, 8.0; 1 — 4, 8.8; 3 —
6, 13.2; 6 — 8, 17.6; 9 — 9, 20.5; 12 — 10, 22; 15 — 11, 24; 18 — 11.5, 26;
21 — 12, 26.4; 24 — 12.5, 27.6. Girls: 0 — 3.5, 8.0; 1 — 4, 8.8; 3 — 5, 11.5;
6 — 7, 13.5; 9 — 8.5, 18.5; 12 — 9, 20; 15 — 10, 22; 18 — 11, 24; 21 —
11.5, 26; 24 — 12, 26.4. Tenth percentile: Boys: 0 — 3, 6.0; 1 — 3.5, 8.0; 3
— 4.5, 9.8; 6 — 6, 13.2; 9 — 8, 17.6; 12 — 9, 20.5; 15 — 9.5, 21; 18 — 10,
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22; 21 — 10.5, 23.5; 24 — 11, 24. Girls: 0 — 3, 6.0; 1 — 3.5, 8.0; 3 — 4.5,
9.8; 6 — 6, 13.2; 9 — 7.5, 16.5; 12 — 8, 17.6; 15 — 8.5, 18.9; 18 — 9.5, 21;
21 — 10, 22; 24 — 10, 22.

When an infant’s weight percentile moves markedly up or down, or when
the weight and height percentiles are far apart, that signifies trouble. A
notable drop, say, from the 50th to the 20th percentile, suggests poor
nutrition. A sudden increase — perhaps with weight increasing from the
30th to the 60th, especially if height stays at the 30th percentile —
signifies overfeeding.

Parents were once blamed. Especially when the percentile dropped, it was
thought that parents made feeding stressful, leading to failure to thrive.
Now pediatricians consider it “outmoded” to blame parents, because
failure to thrive may be caused by allergies, the microbiome, or diseases
(Jaffe, 2011, p. 100). Similarly, babies are overweight because of the
social context: Blaming parents alone is not fair, nor is blaming genes
alone.
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Sleep
Throughout life, health and growth correlate with regular and ample sleep
(El-Sheikh & Kelly, 2017). As with many health habits, sleep patterns
begin in the first year.

Newborns sleep about 15 to 17 hours a day. Every week brings a few more
waking minutes. For the first two months, the norm for total time asleep is
14¼ hours; for the next three months, 13¼ hours; for the next 12 months,
12¾ hours. Preterm and breast-fed infants wake up often, sometimes
needing another meal soon after the previous one (called cluster feeding).

Danger Here    Not with the infant (although those pillows should be removed), but for
the family. It is hard to maintain a happy marriage if the parents are exhausted.
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Remember that norms are averages; about 5 percent of babies sleep 19
hours a day and another 5 percent sleep 9 hours or less, according to
parent reports (Sadeh et al., 2009). National averages vary as well. Two-
year-olds in New Zealand sleep two hours more each day than those in
Japan (13 ⅓ hours compared to 11 ⅔) (Sadeh et al., 2010).

“Sleeping through the night” is sought by every exhausted parent, but
when this occurs depends not only on the baby but on the parent’s
definition of “night.” If night is from midnight to 5 A.M., many babies
occasionally sleep “all night” at 3 months. But if night is from 8 P.M. to 6
A.M., almost no infant sleeps through the night (C. Russell et al., 2013).

Over the first few months, the time spent in each stage of sleep changes.
Preterm newborns seem to be frequently dozing, never in deep sleep, but
that may be caused partially by the constant bright lights and frequent
feedings in the traditional NICU (neonatal intensive care unit). When they
come home, they usually adjust to a day–night schedule (Bueno & Menna-
Barreto, 2016).

About half of the sleep of full-term newborns is REM (rapid eye
movement) sleep, with flickering eyelids and rapid brain waves. That
indicates dreaming, now thought to consolidate memories. REM sleep
declines over the early weeks, as does “transitional sleep,” the half-awake
stage. At 3 or 4 months, quiet sleep (also called slow-wave sleep)
increases markedly.

REM (rapid eye movement) sleep
A stage of sleep characterized by flickering eyes behind closed lids, dreaming, and rapid
brain waves.
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Sleep varies not only because of biology (maturation and genes) but also
because of culture and caregivers. Infants who are fed formula and cereal
sleep longer and more soundly — easier for parents but not better for the
baby.

Where the baby sleeps varies markedly by culture. Bed-sharing (in the
parents’ bed) or co-sleeping (in the parents’ room) is the norm in some
places but rare in others (Esposito et al., 2015).

bed-sharing
When two or more people sleep in the same bed.
co-sleeping
A custom in which parents and their children (usually infants) sleep together in the same
room.

 Especially for New Parents: You are aware of cultural differences in
sleeping practices, which raises a very practical issue: Should your newborn
sleep in bed with you? (see response, page 140)

Feeding patterns are also influential. Bed-sharing is more common in
breast-fed babies. A study in Sweden found that most breast-fed preterm
infants (who need feeding every two or three hours) sleep with their
mothers — especially if the mother had trouble getting back to sleep if she
got up to feed her infant (Blomqvist et al., 2017).

The brain patterns of newborns do not allow long stretches of deep sleep.
Some infants develop longer sleep patterns within a few months, but some
do not — and that affects the entire family (Piteo et al., 2013). This could
be a cause or a consequence. Mothers’ sleep patterns correlate with those
of partners and children, so everyone’s sleep is disturbed if the baby keeps
waking up the mother (El-Sheikh & Kelly, 2017).
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Parents “are rarely well-prepared for the degree of sleep disruption a
newborn infant engenders.” As a result, many become “desperate” and
institute patterns that they may later regret (C. Russell et al., 2013, p. 68).
But what patterns are best? Experts, strangers, and relatives give
conflicting advice (see Opposing Perspectives).

OPPOSING PERSPECTIVES

Where Should Babies Sleep?
In Asia, Africa, and Latin America, infants usually sleep beside their mothers. By
contrast, most U.S. infants sleep in cribs in their own rooms.

Each culture criticizes other patterns. In developing nations, separating mother and
child at night may be considered abusive; in Western nations, some psychiatrists
feared that children would be traumatized if they woke when their parents had sex.
Many North American pediatricians note that sudden infant death (SIDS) is more
common among bed-sharing babies.

A 19-nation study found that Asian and African mothers worry about separation,
whereas mothers with European roots worry more about privacy. In the extremes of
that study, 82 percent of Vietnamese babies slept with their mothers, as did only 6
percent in New Zealand (Mindell et al., 2010) (see Figure 5.2). Sleeping alone may
encourage independence for both child and adult — a quality valued in some
cultures, discouraged in others.
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FIGURE 5.2

Awake at Night    Why the disparity between Asian and non-Asian rates of co-
sleeping? It may be that Western parents use a variety of gadgets and objects —
monitors, night-lights, pacifiers, cuddle cloths, sound machines — to accomplish some
of what Asian parents do by having their infant next to them.

Data from Mindell et al., 2010.

Description
The bar graph summarizes the following approximate data of the percent of families who
co-sleep in different countries: Australia — 6, Canada — 12, China — 68, Hong Kong
— 38, Indonesia — 73, Japan — 79, Malaysia — 44, New Zealand — 6, Philippines —
65, Thailand — 77, Taiwan — 60, United Kingdom — 5, United States — 15, Vietnam
— 83.
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Sleeping patterns are changing in the United States. Since 2000, co-sleeping has
been recommended by North Americans who advocate attachment parenting (Sears
& Sears, 2001).

Many companies sell “co-sleepers” that allow babies to sleep beside their mothers
without the SIDS risk posed by a soft mattress or blankets. Bed-sharing itself (not
just co-sleeping) is becoming more popular in the United States: The rate doubled
from 1993 to 2010 (6.5 percent to 13.5 percent) (Colson et al., 2013).

Many experts seek to safeguard infants who sleep with their parents (Ball & Volpe,
2013). Their advice includes never sleeping beside a baby if the parent has been
drinking alcohol or taking psychoactive drugs, and never using a soft comforter,
pillow, or mattress near a sleeping infant. Beyond that, much depends on the family.
One issue is how co-sleeping affects the mother’s sleep.
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If co-sleeping continues for months and years, that might disrupt the relationship
between the parents, which affects the entire family. One study found that when
infants and mothers sleep in the same room, the mothers do not sleep as well. They
wake up more often during the night, not only to feed the baby but also when the
baby is simply stirring for a few moments (Volkovich et al., 2015).

The typical pattern in the United States in the twenty-first century is for infants to
sleep in the parents’ bedroom at first but have their own room by 6 months. One
study found that when babies continued to sleep with their mothers, the mothers
were more often depressed and unhappy with the father’s lack of involvement in
child care (Teti et al., 2015).

According to these authors, in cultures where co-sleeping is the norm, the practice
does not affect the parental relationship. However, even in Japan bed-sharing and
marital strain often occur together. One Japanese mother wrote:

I take care of my baby at night, since my husband would never wake up until morning
whatever happens. Babies, who cannot turn over yet, are at risk of suffocation and SIDS
because they would not be able to remove a blanket by themselves if it covers over their
face. In my case, I sleep with my older child and baby. By the way, my husband sleeps
in a separate room because of his bad snoring.

[Shimizu et al., 2014]

Contrary to this woman’s rationalization, sudden infant death syndrome (or SIDS,
discussed later) is twice as likely when babies sleep beside their parents. Researchers
pinpoint the reason: Many parents occasionally sleep beside their baby after drinking
or taking drugs. Then bed-sharing can be fatal (P. Fleming et al., 2015).

As one review explained, “There are clear reasons … [for bed-sharing] … warmth,
comfort, bonding, and cultural tradition, but there are also clear reasons against
doing so, such as increased risk of sudden infant death syndrome” (Esposito et al.,
2015).

As with many aspects of child care, deciding sleep location is complicated, cultural,
and complex. Over time, sleep patterns of each family member affect the sleep of the
others.
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A good night’s rest benefits everyone, so parents need to establish sleep hygiene
(calming routines and regular schedules) (Bathory & Tomopoulos, 2017; El-Sheikh
& Kelly, 2017). Exactly what that means is … opposing perspectives.

Brain Development
From two weeks after conception to two years after birth, the brain grows
more rapidly than any other organ. If teething or a stuffed-up nose
temporarily slows eating, body weight is affected but not brain weight, a
phenomenon called head-sparing. That term expresses well what nature
does — protecting the cells of the brain.

head-sparing
A biological mechanism that protects the brain when malnutrition disrupts body growth.
The brain is the last part of the body to be damaged by malnutrition.

Those brain cells are called neurons, which are specialized cells that
transmit messages, activating movement, senses, memories, and more.
Neurons are found in every part of the body, but they are particularly
numerous and significant in the brain. The adult human brain has about 86
billion neurons.

Dendrites, Axons, and Synapses
Messages from one neuron to another are transmitted via fibers that reach
toward other neurons. Those fibers are either dendrites, which bring
messages to the cell body, or axons, extending out to reach dendrites of
other cells. Most neurons have one axon and several dendrites. Axons and
dendrites do not touch; the tiny gap between them is a synapse.

dendrite
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A fiber that extends from a neuron and receives electrochemical impulses transmitted
from other neurons via their axons.
axon
A fiber that extends from a neuron and transmits electrochemical impulses from that
neuron to the dendrites of other neurons.
synapse
The intersection between the axon of one neuron and the dendrites of other neurons.

At birth, the brain contains far more neurons than a person needs. By
contrast, the newborn’s brain has far fewer dendrites, axons, and synapses
than the person will eventually have, and much less myelin — the whitish
substance that coats the axons to speed transmission. Because of the new
dendrites, axons, and myelin, the brain is twice as large at age 1 as its size
at birth, and three times as large by age 2.

myelin
The coating on axons that speeds transmission of signals from one neuron to another.

To be specific, an estimated fivefold increase in dendrites in the cortex
occurs in the 24 months after birth, with about 100 trillion synapses
present at age 2. According to one expert, “40,000 new synapses are
formed every second in the infant’s brain” (Schore & McIntosh, 2011, p.
502).
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Connecting     The color staining on this photo makes it obvious that the two cell bodies of
neurons (stained chartreuse) grow axons and dendrites to each other’s neurons. This tangle is
repeated thousands of times in every human brain. Throughout life, those fragile dendrites
will grow or disappear as the person continues thinking.

The rapid brain growth in infancy is one reason that head circumference is
a measure of infant growth. Although thousands of dendrites and axons
develop, the particular ones that grow depend on experience, an example
of the plasticity described in Chapter 1. Plasticity is crucial, allowing
evolution of our species and of every developing person: Human brains
need to be flexible to adjust to whatever the context of their life might be.

Hormones
The brain produces many hormones, which are chemicals that pulse
through the body affecting appetite, emotions, sleep, and many other
aspects of development. During infancy, two hormones in a mother’s
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bloodstream are known to be crucial: cortisol and oxytocin (Ludmer et al.,
2018). These affect the quality of her caregiving, and that, in turn, affects
hormones in the infant.

Research on cortisol is most definitive. Too much cortisol can disrupt
thinking and brain development lifelong. If a mother is highly stressed,
with high levels of cortisol during pregnancy and the first few months of
an infant’s life, her baby is likely to have high levels of cortisol during the
first year (Jonas et al., 2018). Children who are mistreated in infancy are
impaired in learning later on, partly because of a flood of cortisol affecting
their developing brains.

cortisol
The primary stress hormone; fluctuations in the body’s cortisol level affect human
emotions.

The connection between cortisol in the mother and in the baby is most
evident with breast-feeding mothers. The mother’s cortisol is in her breast
milk. Usually breast-feeding reduces stress in both mother and child,
because touch and gaze reduce cortisol. But highly stressed breast-feeding
mothers can increase cortisol. Generally, formula-fed infants experience
higher cortisol from their own stress (Lester et al., 2018).

The crucial hormone for social bonding is oxytocin. Parents who are
particularly nurturant with their babies have higher levels of oxytocin
(Gordon et al., 2010; Vittner et al., 2018), and their babies respond in kind.
It is proven that oxytocin increases the flow of breast milk and that breast-
feeding increases oxytocin, so it is also likely that infants’ oxytocin
increases when they are breast-fed — although research in this area is just
beginning.
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oxytocin
The primary bonding hormone, evident lifelong but particularly high at birth and in
lactation.

The transmission of oxytocin occurs lifelong. People respond to the
hormonal levels of oxytocin in their caregivers, a finding that extends
from grandparent to parent to infant (Fujiwara et al., 2019). This is partly
genetic, as well as a product of experience.

 INSIDE THE BRAIN

Brains from Back to Front
To further understand brain development over the life span, it helps to understand
more about the parts of the brain. Every small area of the brain has a name and
location (see Figure 5.3), and each connects to other areas. Scientists are often
amazed at the specifics. For example, one particular area controls the thumb (Bauer
et al., 2014).

FIGURE 5.3

Connections     A few of the hundreds of named parts of the brain are shown here.
Although each area has particular functions, the entire brain is interconnected. The
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processing of emotions, for example, occurs primarily in the limbic system, where
many brain areas are involved, including the amygdala, hippocampus, and
hypothalamus.

Description
The lateral view of the brain identifies the following parts.Front of brain. Left
hemisphere. Right hemisphere. Prefrontal cortex (outer layers): Performs brain’s open
quotes executive functions close quotes m dash planning, selecting, and coordinating
thoughts. Auditory cortex (on temporal lobe): Conscious processing of sounds.
Amygdala: Neural centers in the limbic system linked to emotion. Hippocampus: A
structure in the limbic system linked to memory. Thalamus: Relays messages between
lower brain centers and cerebral cortex. Hypothalamus: Controls maintenance functions
such as eating; helps govern endocrine system; linked to emotion and rewards. Pituitary:
Master endocrine gland. Visual cortex (on occipital lobe): Conscious processing of
sights. Spinal cord: Pathway for neural fibers traveling to and from brain; controls
simple reflexes. Cerebellum: Coordinates voluntary movement and balance. The cross-
sectional view of the brain identifies the Thalamus, Hypothalamus, Pituitary, Visual
cortex, Spinal cord, and Cerebellum. Additionally, it also identifies: Corpus callosum:
Axon fibers connecting two cerebral hemispheres. Cerebral cortex (outer layers):
Ultimate control and information-processing center. The cerebral cortex includes the
prefrontal cortex, the auditory cortex, and the visual cortex. The limbic system includes
the amygdala, the hippocampus, and the hypothalamus.
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Scientists are also amazed at the interconnections: A single thought or impulse
activates several parts, with details that vary by age and culture. Like the rest of
human development (Chapter 1), brains are multidirectional and multicultural.

The parts we now describe are not isolated parts. Mammal brains have several
regions that develop in sequence: hindbrain (behind, at the lower back of the head),
cerebellum, midbrain, and forebrain (also called the cerebrum, the site of the cortex).
Each specializes, but each also connects to all the other parts.

The hindbrain begins with the first structure to arise from that bulb at the top of the
neural tube, at about five weeks after conception. The basics of life preservation —
automatic breathing, sleeping, beating of the heart — are in the hindbrain.

Envisioning the brain from back to front, the next part is the cerebellum, a structure
that refines basic movement. The cerebellum allows smoother coordination: People
dance and draw, not just walk and scribble.

The role of the cerebellum is obvious when it is impaired: Alcohol is toxic to this
part of the brain. This can be temporary, as when a drunk person cannot talk clearly
or walk a straight line, or permanent, as in fetal alcohol syndrome, when a pregnant
woman’s drinking damages the cerebellum of her fetus.

Next to the cerebellum is the midbrain, which processes inputs from the hindbrain.
The term midbrain suggests a large middle structure. That is accurate in some
creatures, and in the human embryo. For the human fetus, baby, child, and adult,
however, the midbrain is soon overwhelmed by the forebrain.

The forebrain becomes by far the biggest part, with 90 percent of the volume of the
human brain. The forebrain includes the cerebral cortex, which covers the cerebrum
with six layers of cells. This cortex is large, “comprising 80 percent of the human
brain overall” (Kolb & Whishaw, 2013, p. 55).

Different parts of the cerebral cortex have different names. The visual cortex
contains about 20 distinct parts that allow recognition of colors, shapes, motion, and
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so on; the auditory cortex interprets words, music, and other sounds; the motor
cortex has areas for each body part, from the right pinky finger to the left foot and so
on.

An area at the very front of the brain (right behind the forehead) is the prefrontal
cortex, which specializes in anticipation, planning, reflection, and reasoning. This
area is crucial for human development, but it is the last to reach maturity. It is
virtually absent in infants (babies cannot decide whether, when, and how to cry, as
adults do) and is not fully developed until about age 25 (which is why teenagers
sometimes seem irrational). Within each of these parts (hindbrain, cerebellum,
midbrain, cerebrum) are dozens of specific areas.

This book does not mention most of them, and some are explained in later chapters.
However, three areas in one region merit mention now. That region is the limbic
system, a cluster of brain areas deep in the brain where the cerebellum meets the
midbrain, which is heavily involved in emotions.

The limbic system contains many parts. Three (amygdala, hippocampus,
hypothalamus) are crucial for understanding human development, because their
activity in infancy affects fear, depression, and anxiety lifelong (Ng et al., 2017; Qiu
et al., 2015; Braun, 2011).

The amygdala is a tiny structure, about the same shape and size as an almond. It
registers strong emotions. Frightening a baby is likely to increase amygdala size and
activity, causing terrifying nightmares or sudden terrors later on.

Another structure in the emotional network is the hippocampus, located next to the
amygdala. The size and structure of the hippocampus are markedly affected by
cortisol in infancy (Dahmen et al., 2018). The hippocampus is a central processor of
memory, especially memory for locations, and it affects the amygdala by
summoning memory. Some places feel comforting (perhaps a mother’s chest), and
others evoke fear (perhaps a doctor’s office).

Emotions that first emerged in infancy continue even when the experiences that
originated those emotions are long gone. For instance, the touch of another person
makes some adults cringe but is welcomed by those who enjoy being caressed and
massaged. The cause may be an amygdala activated by the unconscious memories
from the hippocampus.
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Sometimes considered part of the limbic system is the hypothalamus, which
responds to signals from the amygdala and to memories from the hippocampus by
producing hormones, especially cortisol. Stress affects the hypothalamus, and vice
versa.

The first months of life are crucial for every aspect of brain development, including
how all these structures and parts connect to the other parts. Adult personality —
how quickly a person becomes angry, for instance, or how readily amused they are
— may be the result of brain connections and regions molded by early experiences.

Exuberance and Pruning
Early dendrite growth is called transient exuberance: exuberant because
it is so rapid and transient because some of it is temporary.

Thinking and learning require connections among many parts of the brain,
and eliminating some unused neural connections makes the brain more
efficient (Gao et al., 2017). Just as a gardener might prune a rose bush by
cutting away some growth to enable more, or more beautiful, roses to
bloom, inactive brain connections atrophy and die while new dendrites
form.

transient exuberance
The great but temporary increase in the number of dendrites that develop in an infant’s
brain during the first two years of life.

As one expert explains it, there is an “exuberant overproduction of cells
and connections followed by a several-year sculpting of pathways by
massive elimination” (Insel, 2014, p. 1727). Notice the word sculpting, as
if a gifted artist created an intricate sculpture from raw marble or wood.
Human infants are gifted artists, developing their brains to adjust to
whatever family, culture, or society they are born into.
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For example, to understand any sentence in this text, you need to know the
letters, the words, the surrounding sentences, the ideas they convey, and
how they relate to your other thoughts and knowledge. Those connections
are essential for your understanding, which is unlike that of other people
whose brains developed in homes unlike yours.

Thus, your brain automatically interprets these Roman letters, and, for
most of you, is befuddled when viewing Arabic, Cyrillic, or Chinese. You
may not notice the differences between one Chinese word and another, but
you immediately see that a “b” is not a “d,” despite obvious similarities.

Further evidence of the benefit of cell death comes from a sad symptom of
fragile X syndrome (described in Chapter 3), “a persistent failure of
normal synapse pruning” (Irwin et al., 2002, p. 194). Without pruning, the
dendrites of children with fragile X syndrome are too dense and long,
making thinking difficult.

Similar problems occur for children with autism spectrum disorder: Their
brains are unusually large and full, making communication between
neurons less efficient and some sounds and sights overwhelming (Lewis et
al., 2013).

Thus, pruning is essential. Normally, as brains mature, the process of
extending and eliminating dendrites is exquisitely attuned to experience,
as the appropriate links in the brain are established, protected, and
strengthened (Gao et al., 2017). As with the rose bush, pruning needs to be
done carefully, allowing further growth.

Necessary and Possible Experiences



462

A scientist named William Greenough identified two experience-related
aspects of brain development (Greenough et al., 1987). Adults who
understand these two avoid the difference-equals-deficit error explained in
Chapter 1, while still providing the experiences every baby needs.

Experience-expectant growth. Certain functions require basic
experiences in order to develop, just as a tree requires water. Those
experiences are part of almost every infant’s life, and thus, almost all
human brains grow as their genes direct. Brains expect such
experiences; development suffers without them.
Experience-dependent growth. Human brains are quite plastic.
Some brain connections are affected by specific experiences. These
experiences are not essential: They happen in some families and
cultures but not in others.

experience-expectant growth
Brain functions that require certain basic common experiences (which an infant can be
expected to have) in order to develop normally.
experience-dependent growth
Brain functions that depend on particular, variable experiences and therefore may or may
not develop in a particular infant.

 Especially for Parents of Grown Children: Suppose you realize that you
seldom talked to your children until they talked to you and that you often put
them in cribs and playpens. Did you limit their brain growth and their sensory
capacity? (see response, page 141)

Thus, basic expected experiences must happen for normal brain
maturation to occur, and they almost always do. For example, in deserts
and in the Arctic, on isolated farms and in crowded cities, babies have
things to see, objects to manipulate, and people to love them.
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Infants everywhere welcome such experiences: They look around, grab for
objects, smile at people. As a result, their brains develop. Without
expected experiences, brains wither.

Face Lit Up, Brain Too     Thanks to scientists at the University of Washington, this young
boy enjoys the EEG of his brain activity. Such research has found that babies respond to
language long before they speak. Experiences of all sorts connect neurons and grow dendrites.

In contrast, dependent experiences might happen; because of them, one
brain differs from another. Babies’ experiences vary in the languages they
hear, the faces they see, the emotions their caregivers express, and, as you
just read, where they sleep.

Depending on those particulars, infant brains are structured and connected
one way or another; some neurons and dendrites grow and thrive while
others die (Stiles & Jernigan, 2010). If you know someone who cannot
sleep peacefully alone, you can wonder about their early life (when the
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hindbrain connected with the limbic system). Overall, all people are both
similar (experience-expectant) and unique (experience-dependent).

One example comes from face recognition: All infants need to see faces
(experience-expectant), and they all are attracted to face-like structures —
a round form with eyes above a mouth. (Toy manufacturers know this very
well.) But which particular facial feature they notice depends on whom
they see (experience-dependent).

Harming the Body and Brain
Most infants develop well. Feeding and health care vary, but every family
tries to ensure that their children survive in good health and thrive within
their culture.

For brain development, it does not matter whether a person learns French
or Farsi, or expresses emotions dramatically or subtly (e.g., throwing
themselves to the floor or merely pursing their lips, a cultural difference).
However, infant brains do not grow normally if they lack basic expected
experiences.

Necessary Stimulation
Some adults imagine that babies need quiet, perhaps in a room painted one
neutral color. That is a mistake.

Babies need stimulation — sights and sounds, emotional expression, and
social interaction that encourages movement (arm waving, then crawling,
grabbing, and walking). Severe lack of stimulation stunts the brain:
“Enrichment and deprivation studies provide powerful evidence of …
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widespread effects of experience on the complexity and function of the
developing system” of the brain (Stiles & Jernigan, 2010, p. 345).

Proof came first from rodents! Some “deprived” rats (raised alone in
small, barren cages) were compared with “enriched” rats (raised in large
cages with toys and other rats). At autopsy, the brains of the enriched rats
were larger, with more dendrites (Diamond, 1988; Greenough & Volkmar,
1973).

Subsequent research with other mammals confirms that isolation and
sensory deprivation stunt development. That is now sadly evident in
longitudinal studies of orphans from Romania, described in Chapter 7.

Stress and the Brain
Some infants experience the opposite problem, too much of the wrong
kind of stimulation. Overstimulated infants — as when televisions are
blaring and lights are blinking throughout the first year — may have
trouble concentrating years later. That is the main symptom of ADHD
(attention deficit/hyperactivity disorder) (Christakis et al., 2018).

Likewise, if the brain produces an overabundance of cortisol early in life
(as when an infant is frequently terrified), that derails the connections
from parts of the brain, causing atypical responses to stress lifelong. Years
later, that child or adult may be hypervigilant (always on the alert) or
emotionally flat (never happy or sad).

Note that infants respond to emotions, not directly to physical pain.
Occasional pain — from routine inoculations, brief hunger, an unwanted
bath or diaper change — are part of normal infant life. However, intense
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and frequent fear can lead to a harmful flood of cortisol (Propper &
Holochwost, 2013).

Understanding this distinction is crucial for caregivers. All babies cry. As
already noted, infants cannot decide to stop crying on command. In this
case, adults with overactive limbic systems might yell at their babies
(frightening the baby), or worse, shake them.

Because infants have immature brains, the whiplash from shaking ruptures
blood vessels and breaks neural connections, causing shaken baby
syndrome, an example of abusive head trauma (Christian & Block,
2009). Death is possible; intellectual impairment is likely.

shaken baby syndrome
A life-threatening injury that occurs when an infant is forcefully shaken back and forth, a
motion that ruptures blood vessels in the brain and breaks neural connections.

Not every infant who has neurological symptoms of head trauma is the
victim of abuse: Legal experts worry about false accusations (Byard,
2014). Nonetheless, infants are vulnerable, so the response to a screaming,
frustrating baby should be to comfort or walk away, never to shake, yell,
or hit.

WHAT HAVE YOU LEARNED?

1. What facts indicate that infants grow rapidly in the first year?

2. Why are pediatricians not troubled when an infant is at the 20th percentile in
height and weight, month after month?

3. How do sleep patterns change from birth to 18 months?

4. What are the arguments for and against bed-sharing?
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5. How can pruning increase brain potential?

6. What is the difference between experience-expectant and experience-dependent
growth?

7. What should caregivers remember about brain development when an infant
cries?
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Perceiving and Moving
Young human infants combine motor ineptness and sensory

acuteness (Konner, 2010). Most mammals have the opposite
combination. Kittens, for instance, are born deaf, with eyes sealed
shut, but they can walk immediately. By contrast human senses are
crucial from birth on, but skilled movement takes months and years.

Thus, newborns listen and look from day 1, and then they gradually
master deliberate movement by practicing whatever they can do. The
interaction between the senses and movement is continuous in the
early months, with every sensation propelling the infant to attempt
new motor skills. Here are the specifics.

The Senses
Sensation occurs when a sensory system detects a stimulus, as when
the inner ear reverberates with sound, or the eye’s retina and pupil
intercept light. Thus, sensations begin when an outer organ (eye, ear,
nose, tongue, or skin) meets anything that can be seen, heard,
smelled, tasted, or touched.

sensation
The response of a sensory organ (eyes, ears, skin, tongue, nose) when it detects a
stimulus.

Perception occurs when a sensation reaches the brain and the person
is aware of it. For example, right this moment, if you stop to listen,
you can hear sounds — perhaps voices in the hall, the hum of an air
conditioner, a car on the street, your own stomach gurgling — that
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you did not notice before. You could sense them, but you did not
perceive them.

perception
When the brain is conscious of a sensation or idea. Perception sometimes combines
several senses and ideas: You might suddenly perceive that your mother is angry
because of her face and voice and your past experience of her anger.

All of the senses function at birth. Newborns have open eyes,
sensitive ears, and responsive noses, tongues, and skin. Very young
babies use all those senses to attend to everything, developing
perceptions. For instance, in the first months of life, they smile at
everyone, listen attentively to every voice, and suck almost anything.
By two months, they are more selective.

Genes developed over a million years affect all of the senses. Humans
cannot hear what mice hear, or see what bats see, or smell what
puppies smell; humans do not need those sensory abilities. However,
survival requires that human babies respond to people, and newborns
innately do so with every sense they have (Konner, 2010; Zeifman,
2013).
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Listen, Imagine, Think, and Tap     A person has just heard “banana” and “round, red
fruit,” and is told to tap if the two do not match. An MRI reveals that 14 areas of the
brain are activated. As you see, this simple matching task requires hearing (the large
region on the temporal lobe), imagined seeing (the visual cortex in the occipital lobe at
the bottom), motor action (the parietal lobe), and analysis (the prefrontal cortex at the
top). Imagine how much more brain activation is required for the challenges of daily
life.

Hearing
Even before birth, fetal hearing responds to the social world: Loud
sounds trigger reflexes, and voices make the fetus stop to listen — or
at least slows down its movement and speeds up the heart rate — in
the last trimester. Newborns recognize their mother’s voice (Voegtline
et al., 2013; Lee & Kisilevsky, 2014). They also respond to the
father’s voice if he often spoke to the fetus.
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Newborn hearing is tested in every U.S. hospital, and, if necessary,
remediation begins in the early weeks. Deaf babies are given hearing
aids; parents of infants are taught to use signs. Some infants undergo
surgery to get cochlear implants, which bypass damage to the
structures of the ear via a microphone attached to the skull that
converts sound waves into electrical impulses and transmits them to
the auditory cortex. If this surgery occurs by age 1, the child’s ability
to understand and produce spoken language is not delayed (Tobey et
al., 2013).

 Especially for Nurses and Pediatricians: The parents of a 6-month-
old have just been told that their child is deaf. They don’t believe it
because, as they tell you, the baby babbles as much as their other children
did. What do you tell them? (see response, page 140)

Since early hearing is so crucial, developmentalists worry about two
problems with universal newborn hearing tests. Very few babies are
profoundly deaf; most are able to hear some noises. But a positive
result means a deficit: More testing is needed. However, parents and
pediatricians must follow up. They understand deafness, but they may
not realize the damage from impaired hearing (Nikolopoulos, 2015).

Second, sometimes infants are born with normal hearing, but ear
infections harm later ability. That slows down language learning
(Friedmann & Rusou, 2015). Ear infections are common, and painful,
during infancy — one reason that good medical care is crucial.

Seeing
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Vision is probably the least mature sense at birth, but it develops
rapidly. Many newborns seem “apparently blind” (Brodsky, 2016).
The reason is limited experience; the fetus had nothing much to see.
Newborns focus only on things quite close to their eyes, such as the
face of their breast-feeding mother, and even that may be blurry.

Almost immediately, experience combines with maturation of the
visual cortex to improve vision. By 2 months, infants not only stare at
faces but also, with perception and the beginning of cognition, smile.
(Smiling can occur earlier but not because of perception.)

Binocular vision (coordinating both eyes to see one image) cannot
develop in the womb (nothing is far enough away), so many
newborns use their two eyes independently, momentarily appearing
wall-eyed or cross-eyed. Usually, experience allows both eyes to
focus on a single thing between 2 and 4 months (Seemiller et al.,
2018). However, if cataracts or other problems affect vision,
remediation is needed in the first weeks so that the brain can correctly
process what the eyes sense (Lambert & Lyons, 2016).

binocular vision
The ability to focus the two eyes in a coordinated manner in order to see one image.
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Who’s This?     Newborns don’t know much, but they look intensely at faces. Repeated
sensations become perceptions, so in about six weeks this baby will smile at Dad,
Mom, a stranger, the dog, and every other face. If this father in Utah responds like
typical fathers everywhere, cognition will be apparent by 6 months: The baby will
chortle with joy at seeing him but become wary of unfamiliar faces.

As perception builds, visual scanning improves. Thus, 3-month-olds
look closely at the eyes and mouth, smiling more at happy faces than
at angry or expressionless ones. They pay attention to patterns,
colors, and motion — the mobile above the crib, for instance.
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Because of this rapid development, babies should be allowed to see
many sights. A crying baby might be distracted by being taken
outside to watch passing cars. Infant vision is attracted to movement
and to the eyes (more than the hair, for instance). By age 1, infants
have learned to interpret facial expressions, to follow the eyes of
someone else to see what they are looking at, and to use their own
eyes to communicate (Grossman, 2017).

Tasting and Smelling
As with vision and hearing, smell and taste also function at birth.
Infants prefer the taste of their pregnant mothers’ diet, spices and all,
which they swallowed as amniotic fluid (part of preparing the lungs
to function).

Each culture’s smells and tastes not only prepare infants to adjust to
their families but also aid survival. For example, bitter foods provide
some defense against malaria, hot spices help preserve food and may
prevent food poisoning, some spices slow cancer, and so on (Kuete,
2017; Aggarwal & Yost, 2011; Prasad et al., 2012).

Notice plasticity again: Early experiences affect sensations, which
become perceptions and then preferences. Taste sensations endure
when a person leaves home. Immigrants buy expensive ingredients in
specialty stores because a particular food was cheap and plentiful
when they were children. Thousands of miles away, those foods are
imported luxuries.
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Learning About a Lime     As with every other normal infant, Jacqueline’s curiosity
leads to taste and then to a slow reaction, from puzzlement to tongue-out disgust.
Jacqueline’s responses demonstrate that the sense of taste is acute in infancy and that
quick brain perceptions are still to come.

Early adaptation also occurs for the sense of smell. When breast-
feeding mothers used a chamomile balm to ease cracked nipples, their
babies preferred that smell two years later, in contrast to babies
whose mothers used an odorless ointment (Delaunay-El Allam et al.,
2010).

Because babies recognize each person’s scent, they prefer to sleep
next to their favorite caregivers, and they nuzzle into their caregivers’
cheeks and chests — especially when the adults are shirtless. Parents
help infants who are frightened of the bath (some love bathing; some
hate it) by joining the baby in the tub: The smell of the adult’s body
mixes with the smell of soap and with the familiar touch, sight, and
voice of the caregiver. The entire experience provides sensory
comfort.

Touch and Pain
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The senses of touch and pain are closely connected in infants. Touch
may cause pain, and yet often it relieves pain. Wrapping, rubbing,
massaging, and cradling are soothing. Even when their eyes are
closed, some infants stop crying and visibly relax when held securely.
In the first year of life, the heart rate slows and muscles relax when
babies are stroked gently and rhythmically on their arms (Fairhurst et
al., 2014).

Everywhere, parents cuddle their infants, rocking, carrying, and so
on. Some touch (gentle of course) seems experience-expectant,
essential for normal growth. Beyond that, how much a baby is
touched is experience-dependent, varying by culture. In some regions
of the world, daily massage begins soon after birth (Trivedi, 2015).

As with other senses, cultural traditions regarding touch are not
always ideal. In rural India, mothers immediately bathe and massage
their newborns. This may chill a fragile infant. Instead, public health
workers now teach mothers to wipe their newborns gently and breast-
feed immediately — preserving body heat and reducing death
(Acharya et al., 2015).

By contrast, some mothers in Western nations do not caress their
infants enough: They need to know that, in the first months of life,
maternal touch pleases babies and increases joy in motherhood.

THINK CRITICALLY: What political controversy makes objective
research on newborn pain difficult?
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In theory, birth itself might be painful for the fetus, who is squeezed
through the birth canal. One famous twentieth-century psychiatrist
wrote about the trauma of being born (Rank, 1929). However, that
idea is no longer popular.

Pain receptors are undeveloped early in life: Some experiences that
adults find very painful (circumcision, setting a broken bone) seem
much less so to newborns. Indeed, some twentieth-century doctors
thought that newborns felt no pain (Rodkey & Riddell, 2013).

The First Blood Test     This baby will cry, but most experts believe the heel prick
shown here is well worth it. The drops of blood will reveal the presence of any of
several genetic diseases, including sickle-cell anemia, cystic fibrosis, and
phenylketonuria. Early diagnosis allows early treatment, and the cries subside quickly
with a drop of sugar water or a suck of breast milk.
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Experts now believe that infants feel some pain — as indicated by
changes in cortisol, heartbeat, and brain waves — but that immature
infant brains protect them against the intensity of pain that adults and
older children feel (Moultrie et al., 2016). Especially in infancy, the
other senses reduce pain: A drop of sugar water before a heel stick
decreases crying and listening to their mother’s voice, or even to
calming music, reduces distress (Filippa et al., 2017).

It was once assumed that babies in a NICU were impervious to the
intravenous lines, blood draws, alarms, lights, pokes, and so on. Now
many NICUs have eliminated bright lights and noisy monitors,
reduced distress through careful swaddling and positioning, and
taught parents how to touch their fragile newborns (Wallace & Jones,
2017). That improves later social and cognitive development
(Montirosso et al., 2017).

Because all of the senses mature rapidly over the first year, infants
increasingly seem to feel pain over the first months of life. Some cry
inconsolably for more than three hours, more than three days a week.
Digestive pain (colic) caused by the gut microbiome is the usual
explanation (Pärtty & Kalliomäki, 2017).

Pediatricians know that colic usually disappears by 3 months, so they
are not troubled by it, but many parents are overwhelmed. Therefore,
developmentalists take crying seriously; it may impair the
relationship between infant and caregiver. That relationship — in
which all of the senses are attuned to human caregiving — is the
crucial aspect of early sensation and perception.
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A VIEW FROM SCIENCE

Addiction in Newborns
In 2018, almost 200 people per day died of opioids in the United States, and
thousands more are addicted. Some of them are pregnant women; four times as
many newborns are born addicted now than a few years ago (Haight et al.,
2018). If an addicted pregnant woman is weaned to methadone, that helps her
quit heroin, fentanyl, and so on, which is better for her fetus. However, the
newborn may still experience withdrawal, with convulsions and inconsolable
crying.

Usually addicted newborns are treated in the NICU, where they are given
morphine for withdrawal symptoms. Gradually, less morphine is needed, and
the babies are sent home, morphine-free, 22 days (on average) after birth.

Doctors in one hospital decided to put addicted newborns, not in the NICU but
in quiet, dimly lit, private rooms (Grossman et al., 2017). A caregiver (mother,
father, partner, grandparent, or volunteer) was always with the infant,
providing sensory care — cradling, singing, rocking. Ideally the mother breast-
fed on demand.

The message to the family, conveyed in the last weeks of pregnancy, is that the
most important medical treatment is human comfort. Nurses in this hospital
were taught to appreciate the mother instead of condemning her addiction.
Morphine was administered to the infant only if nothing else worked to
mitigate the pain.

By focusing on sensory calming, much less morphine was needed. In this
study, infants were able to leave the hospital, on average, after 6 days —
compared to 22 days under the previous NICU and morphine treatment
(Grossman et al., 2017).
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Motor Skills
The most dramatic motor skill (any movement ability) is
independent walking, which explains why I worried when my 14-
month-old daughter had not yet taken a step (as described in the
introduction to this chapter). All basic motor skills, from the
newborn’s head-lifting to the toddler’s stair-climbing, develop in
infancy.

motor skill
The learned abilities to move some part of the body, in actions ranging from a large
leap to a flicker of the eyelid. (The word motor here refers to movement of muscles.)

Responsive movement begins with reflexes, as explained in Chapter
4. Reflexes become skills if they are practiced and encouraged. As
you saw in the chapter’s beginning, Mrs. Todd set the foundation for
my fourth child’s walking when Sarah was only a few months old.
Similarly, some very young babies can swim — if adults build on the
swimming reflex by floating with them in calm, warm water.

Gross Motor Skills
Deliberate actions that coordinate many parts of the body, producing
large movements, are called gross motor skills. These skills emerge
directly from reflexes and proceed in a cephalocaudal (head-down)
and proximodistal (center-out) direction. Infants first control their
heads, lifting them up to look around. Then they control their upper
bodies, their arms, and finally their legs and feet. (See At About This
Time, which shows age norms for gross motor skills.)

gross motor skills
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Physical abilities involving large body movements, such as walking and jumping.
(The word gross here means “big.”)

AT ABOUT THIS TIME Age Norms (in Months) for
Gross Motor Skills

When 50% of
All Babies
Master the
Skill

When 90% of
All Babies
Master the
Skill

Sit unsupported 6 7.5

Stands holding on 7.4 9.4

Crawls (creeps) 8 10

Stands not holding 10.8 13.4

Walking well 12.0 14.4

Walk backward 15 17

Run 18 20

Jump up 26 29

Note: As the text explains, age norms are affected by culture and
cohort. The first five norms are based on babies from countries on
five continents [Brazil, Ghana, Norway, United States, Oman, and
India] (World Health Organization, 2006). The next three are
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from a U.S.-only source [Coovadia & Wittenberg, 2004; based on
Denver II (Frankenburg et al., 1992)]. Mastering skills a few
weeks earlier or later does not indicate health or intelligence.
Being very late, however, is a cause for concern.

 Observation Quiz: Which of these skills has the greatest variation in
age of acquisition? Why? (see answer, page 140) 

Each motor skill requires maturation and practice. For example,
sitting requires muscles to steady the torso, no simple feat. By 3
months, most infants can sit propped up in a lap.

By 6 months, babies can usually sit unsupported, but “novice sitting
and standing infants lose balance just from turning their heads or
lifting their arms” (Adolph & Franchak, 2017). Babies never propped
up (as in some institutions for orphaned children) sit much later, as do
blind babies who cannot use vision to adjust their balance.
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Advancing and Advanced     At 8 months, she is already an adept crawler, alternating
hands and knees, intent on progress. She will probably be walking before a year.

All humans move forward (inching, bear-walking, scooting, creeping,
or crawling) before they walk, but many resist being placed on their
stomachs. Another variation is that heavier babies master gross motor
skills later than leaner ones because practice and balance are harder
when the body is heavy.

As soon as they are able, babies stand and then take some
independent steps, falling frequently at first, about 32 times per hour.
They persevere because walking is much quicker than crawling, and
it has other advantages — better sight lines and free hands (Adolph &
Tamis-LeMonda, 2014).
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No Stopping Him     Something compels infants to roll over, sit, stand, and walk as
soon as their bodies allow it. This boy will fall often, despite his balancing arms, but he
will get up and try again. Soon he will run and climb. What will his cautious mother
(behind him) do then?

Once toddlers can walk by themselves, they practice obsessively,
barefoot or not, at home or in stores, on sidewalks or streets, on lawns
or in mud. Some caregivers encourage practice, holding infants
upright in the bath or after diapering. Indeed, “practice, not merely
maturation, underlies improvements … in 1 hour of free play, the
average toddler takes about 2400 steps, travels the length of about 8
U.S. football fields, and falls 17 times” (Adolph & Franchak, 2017).
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That illustrates the drive that underlies every motor skill: Children are
powerfully motivated to do whatever they can as soon as they can.

Fine Motor Skills
Small body movements are called fine motor skills. The most valued
fine motor skills are finger movements, enabling humans to write,
draw, type, tie, and so on. Movements of the tongue, jaw, lips, and
toes are fine movements, too.

fine motor skills
Physical abilities involving small body movements, especially of the hands and
fingers, such as drawing and picking up a coin. (The word fine here means “small.”)

VIDEO: Fine Motor Skills in Infancy and Toddlerhood shows the sequence
in which babies and toddlers acquire fine motor skills.

Newborns have a strong reflexive grasp but lack control.
During their first two months, babies excitedly stare and wave
their arms at objects dangling within reach.
By 3 months, they can usually touch such objects, but because of
limited eye–hand coordination, they cannot yet grab and hold on
unless an object is placed in their hands.
By 4 months, infants sometimes grab, but their timing is off:
They close their hands too early or too late.
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By 6 months, with a concentrated, deliberate stare, most babies
can reach, grab, and hold on to almost any graspable object.
Some can even transfer an object from one hand to the other.

AT ABOUT THIS TIME Age Norms (in Months) for
Fine Motor Skills

When 50% of All
Babies Master
the Skill

When 90% of All
Babies Master
the Skill

Grasps rattle
when placed
in hand

3 4

Reaches to
hold an
object

4.5 6

Thumb and
finger grasp

8 10

Stacks two
blocks

15 21

Imitates
vertical line
(drawing)

30 39

Data from World Health Organization, 2006.
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Finger skills improve toward the end of the first year and throughout
the second, as babies master the pincer movement (using thumb and
forefinger to pick up tiny objects) and self-feeding (first with hands,
then fingers, then utensils) (Ho, 2010). (See At About This Time.)

As with gross motor skills, fine motor skills are shaped by practice,
which is relentless from the third month of prenatal development
throughout childhood. Practice is especially obvious in the first year,
when “infants flap their arms, rotate their hands, and wiggle their
fingers, and exhibit bouts of rhythmical waving, rubbing, and banging
while holding objects” (Adolph & Franchak, 2017).

Success     At 6 months, this baby is finally able to grab her toes. From a developmental
perspective, this achievement is as significant as walking, as it requires coordination of
feet and fingers. Note her expression of determination and concentration.
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Cultural Variations
Mastery of every motor skill depends, not only on maturation and
practice, but also on culture and opportunity. For example, when
given “sticky mittens” (with Velcro) that allow grabbing, infants
master hand skills sooner than usual. Their perception advances as
well (Reid et al., 2019).

Indeed, all senses and motor skills expand cognitive awareness, with
practice advancing both skill and cognition (Libertus & Hauf, 2017).
The importance of context is illustrated by follow-up studies on the
“sticky mittens” experiments.

Some researchers have given 2-month-olds practice in reaching for
toys without sticky mittens. The infants advanced as much as those
with special mittens (Williams et al., 2015). It seems that practice of
every motor skill advances development, not only of the skill but
overall (Leonard & Hill, 2014).

In another example, when U.S. infants are grouped by ethnicity,
African American babies generally are ahead of Hispanic American
babies when it comes to walking. In turn, Hispanic American babies
are ahead of those of European descent.

The reason may be cultural traditions that began with ancestors and
continue when their descendants live in the United States. It is known
that, internationally, the earliest walkers are in sub-Saharan Africa,
where many well-nourished and healthy babies walk at 10 months.
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How might culture affect this? In many African communities, babies
are massaged and stretched from birth onward and are encouraged to
walk as soon as possible (Adolph & Franchak, 2017). Some cultures
encourage running over long distances: The fastest, strongest people
are admired, likely to have many children. Selective adaptation, plus
childhood practice, may explain why African runners are often the
fastest in the world.

The latest walkers may be in Mongolia (15 months), where infants
cannot practice because they are bundled up against the cold (Adolph
& Robinson, 2013). The other reason some cultures discourage
walking is that danger (poisonous snakes, open fires) is nearby, so
toddlers are safer if they cannot wander.

Remember that difference is not deficit. Cultures differ, and hence
babies differ. However, slow development relative to local norms
may indicate a problem that needs attention; lags are much easier to
remedy during infancy than later on.

Also remember dynamic systems: If one sense or motor skill is
impaired, the other parts are affected as well. This is true throughout
childhood: Fine motor skills are aided by the ability to sit; language
development depends on hearing; reading depends on vision — so
careful monitoring of basic sensory and motor skills in infancy is part
of good infant care.

WHAT HAVE YOU LEARNED?

1. What particular sounds capture infant attention?
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2. How does an infant’s vision change over the first year?

3. Why is hearing more acute than vision in the early weeks?

4. Why do some babies prefer certain tastes and smells that others dislike?

5. What is known and unknown about infant pain?

6. What is universal and what is cultural in the development of motor skills?

7. What is the relationship between motor skills and the senses?

8. Why do caregivers vary in which motor skills they encourage?
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Surviving and Thriving
None of this discussion of infant body size, senses, and motor skills

would matter if babies did not thrive and grow. In North America, most
people now take that for granted. However, more than a billion infants
worldwide died in the past half-century.

Well Protected     Disease and early death are common in Ethiopia, where this photo was
taken, but neither is likely for 2-year-old Salem. He is protected not only by the nutrition
and antibodies in his mother’s milk but also by the large blue net that surrounds them.
Treated bed nets, like this one provided by the Carter Center and the Ethiopian Health
Ministry, are often large enough for families to eat, read, as well as sleep in together,
without fear of malaria-infected mosquitoes.

Regarding infant survival, life on this planet is improving. In 1950, one
young child in seven died, but only about one child in thirty died in
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2017 (United Nations, 2017). Some nations have improved
dramatically. Chile’s rate of infant mortality, for instance, was almost
four times higher than the rate in the United States in 1970; now their
rates are virtually identical.

As more children survive, parents focus more attention and resources on
each child, and that reduces the birth rate. The average woman had five
(4.96) births in 1950; she now has two or three (2.52) (United Nations,
2017).

Maternal education is a major reason for lower birth rates and better
infant health. Educated women are more likely to plan their families,
and they are aware of research on the benefits of breast-feeding,
immunization, and other practices that protect health.

A dramatic example of the difference education can make is evident for
sudden infant death syndrome (SIDS), called crib death in North
America and cot death in England. Before about 1980, in all cities and
villages, thousands of tiny infants smiled, waved their arms at rattles
that small fingers could not yet grasp, went to sleep, and never woke up.
That is much less common today, thanks to the work of one scientist
who looked closely at cultural differences (see A Case to Study).

sudden infant death syndrome (SIDS)
A situation in which a seemingly healthy infant, usually between 2 and 6 months old,
suddenly stops breathing and dies unexpectedly while asleep.

A CASE TO STUDY

Scientist at Work
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Susan Beal studied medicine, married, and beginning at age 30, bore five
children. At age 40, she began to study SIDS.

She was often phoned at dawn and told that another baby had died. Her husband
became the sole caregiver while Beal drove to interview the families (eventually
500 of them) who just lost their baby. Parents were grateful. Some blamed
themselves and each other; Beal reassured them that no one knew why SIDS
occurred.

Thousands of scientists were testing hypotheses (the cat? the quilt? natural
honey? homicide? spoiled milk?) to no avail. They found correlations (winter,
formula feeding, baby aged 2–6 months) but no explanations. Beal learned
additional factors that mattered (parental cigarette-smoking) and others that did
not (birth order).

During those years, many Australians were anti-immigrant, but Beal put prejudice
aside. That allowed her to notice that among the Australian infants with Chinese
immigrant parents or grandparents, almost none died of SIDS. She observed that,
contrary to usual Australian practice or the recommendation of pediatricians in
every developed nation, Chinese parents put their babies to sleep on their backs,
not their stomachs.

Beal convinced a large group of non-Chinese parents to put their babies to sleep
on their backs. Almost no back-sleeping babies died.

Beal published her findings in the Medical Journal of Australia (Beal, 1988).
Two scientists in the Netherlands read the article and then recommended back-
sleeping (Engelberts & de Jonge, 1990). Many new mothers followed that advice.
SIDS was reduced in the Netherlands by 40 percent in a year — a stunning
replication.

Worldwide, putting babies “Back to Sleep” has now cut the SIDS rate
dramatically (Mitchell & Krous, 2015). According to the Centers for Disease
Control and Prevention (the official body that tracks health throughout the United
States), the SIDS death rate is less than a third of what it was (38 per 100,000 live
births in 2016 compared to 130 in 1990) (see Figure 5.4). In the United States
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alone, at least 100,000 children and young adults are alive who would be dead if
they had been born before 1990.

FIGURE 5.4

Alive Today     As more parents learn that a baby should be on his or her “back to
sleep,” the SIDS rate continues to decrease. Other factors are also responsible for the
decline — for example, fewer parents smoke cigarettes in the baby’s room.

Data from Xu et al., December 2016; Monthly Vital Statistics Report, 1980.

Although SIDS is much less common than it was, some U.S. parents still put
newborns to sleep on their stomachs, partly because of past tradition. Education
matters as well. SIDS rates are much higher among low-SES families than high-
SES ones, and rates are five times higher among African American babies than
among Asian American ones. (Babies of European descent are midway between
those two.)

Sleeping position is not the only risk. Other risks are low birthweight, exposure to
cigarette smoke, soft pillows, bed-sharing, and abnormalities in the brain stem,
heart, or microbiome (Neary & Breckenridge, 2013; Hauck & Tanabe, 2017).

Most SIDS victims experience several risks, a cascade of biological and social
circumstances. But thanks to cross-cultural research and one perceptive woman,
the major risk — stomach-sleeping — need not occur.
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Interview with Susan Beal https://tinyurl.com/y2a5n7wq

Immunization
Diseases that killed many infants (including measles, chicken pox,
polio, mumps, rotavirus, and whooping cough) are now rare because of
immunization, which primes the body’s immune system to resist a
particular disease. Immunization (often via vaccination) is said to have
had “a greater impact on human mortality reduction and population
growth than any other public health intervention besides clean water”
(Baker, 2000, p. 199).

immunization
A process that stimulates the body’s immune system by causing production of
antibodies to defend against attack by a particular contagious disease. Creation of
antibodies may be accomplished either naturally (by having the disease), by injection,
by drops that are swallowed, or by a nasal spray.

In the first half of the twentieth century, almost every child had measles
and chicken pox; many had other childhood diseases. Usually they
recovered, and then they were immune. That prevented the disease in
adulthood when it was much more serious. Indeed, some parents took
their toddlers to play with children who were sick with an infectious
disease, hoping their child would catch it and become immune.

https://tinyurl.com/y2a5n7wq
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Success and Survival
Beginning with smallpox in the nineteenth century, doctors discovered
that giving a small dose of a virus to healthy people stimulates
antibodies and provides protection. By 1980, smallpox, the most lethal
disease for children in the past, disappeared; vaccination against
smallpox is no longer needed.

Other diseases that every child once contracted are now rare. Only 784
cases of polio were reported anywhere in the world in 2003, and, since
2000, 21 million children who would have died of complications of
measles are alive — all because of increases in global vaccination rates
(Dabbagh et al., 2018).

True Dedication     This young Buddhist monk lives in a remote region of Nepal, where
until recently measles was a common, fatal disease. Fortunately, a UNICEF porter carried
the vaccine over mountain trails for two days so that this boy — and his whole community
— could be immunized.
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Unfortunately, two problems are apparent: war and ignorance. Civil war
in Nigeria, combined with false rumors, halted immunization of young
children. Polio reappeared, sickening almost 2,000 West Africans in
2005. Over the next several years, public health workers and
community leaders rallied. Nigeria’s polio rate fell again, to six cases in
2014.

However, in 2014, more than 300 children in Pakistan and Afghanistan
were diagnosed with polio. A rush to immunize led to fewer cases in
2015, but until no cases are reported worldwide for several years (as
with smallpox), no nation can afford to relax for polio or any other
disease (Martinez et al., 2017).

Another troubling example is measles. Once almost every child
contracted that virus, but rates fell dramatically with infant
immunization (the MMR — measles, mumps, and rubella), But
recently, measles has increased in many nations of Europe and the
Middle East because vaccination rates have fallen (Dabbagh et al.,
2018) (see Figure 5.5).

FIGURE 5.5

Ask Grandma     Neither polio nor measles is completely eradicated, because some
parents do not realize the danger. They may never have seen the serious complications of
these diseases.
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Data from World Health Organization, September 21, 2018; May 29, 2019.

Data from World Health Organization, September 21, 2018; March 1, 2019.

Description
The left chart shows the number of measles cases in the world, along with
the measles vaccination rate. Data are provided as follows (Year,
vaccination rate): 1980, 4.1 million, 19 percent; 1990, 1.45 million, 72
percent; 2000, 850,000, 71 percent; 2013, 200,000, 84 percent; 2014,
200,000, 85 percent; 2015, 100,000, 85 percent; 2016, 90,000; 85 percent;
2017, 100,000, 85 percent; 2018, 400,000, Not Available.The right chart
shows the number of polio cases in the world, along with the polio
vaccination rate. Data are provided as follows (Year, vaccination rate):
1980, 55,000, 22 percent; 1990, 22,000, 75 percent; 2000, 1,000, 74
percent; 2013, less than 1,000, 82 percent; 2014, less than 1,000, 82
percent; 2015, 0, 83 percent ; 2016, 0; 82 percent; 2017, 0, 84 percent;
2018, 0, Not Available. The horizontal axis lists the years from 1978 to
2015 and the vertical axis lists the deaths from 20 to 160, in increments of
20.The following data summarizes the approximate number of deaths:
1978: 150; 1983: 145; 1986: 140; 1987: 139; 1988: 140; 1989: 140; 1993:
110; 1997: 79; 2001: 59; 2002: 59; 2004: 55; 2008: 55; 2009: 55; 2010:
45; 2011: 41; 2012: 41; 2013: 40; 2014: 40; 2015: 40.
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This problem is evident in the United States as well. In the spring of
2017, an outbreak of measles in Minnesota put 20 people (mostly
infants) in the hospital and led to emergency immunization of thousands
(Hall et al., 2017). In 2018, a measles outbreak appeared in New York
City, with 92 cases — mostly among Orthodox Jewish children who, for
religious and cultural reasons, have low rates of immunization. A
thousand more were affected in 2019.

Worldwide, the data show that 8 percent more infants were immunized
in the past decade, but variations are evident by region, and about 14
percent of all infants still do not get the basic protection (VanderEnde et
al., 2018).

Immunization protects not only from temporary sickness but also from
complications, including deafness, blindness, sterility, and meningitis.
Sometimes such damage is not apparent until decades later. Having a
virus (e.g., mumps, measles, or chicken pox) in childhood doubles the
risk of schizophrenia in adulthood (Khandaker et al., 2012). If a young
boy contracts mumps, the result can be infertility in adulthood.

 Especially for Nurses and Pediatricians: A mother refuses to have her
baby immunized because she wants to prevent side effects. She wants your
signature for a religious exemption, which in some jurisdictions allows the
mother to refuse vaccination. What should you do? (see response, page 140)
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Immunization also protects those who cannot be safely vaccinated, such
as infants under 3 months and people with impaired immune systems
(HIV-positive, aged, or undergoing chemotherapy). Fortunately, each
vaccinated child stops transmission of the disease, a phenomenon called
herd immunity. Usually, if 90 percent of the people in a community (a
herd) are immunized, no one dies of that disease.

Everywhere, some children are not vaccinated for valid medical
reasons, but Minnesota is one of the 20 states that allow a child to be
unvaccinated because a parent has a “personal belief.” When rates of
immunized children fall below herd immunity, outbreaks harm infants.

Many parents are concerned about the potential side effects of vaccines,
in part because of the media attention when an individual is sickened by
vaccination. Humans tend to overestimate the frequency of a
memorable case, and thus they avoid immunization.

However, no one notices when a child does not get polio, measles, or
chicken pox, or when no one dies from those diseases. Polio was an
epidemic in the early 1950s, killing 2,000 people (mostly children) a
year. Chicken pox was more common but less fatal, yet before the
varicella (chicken pox) vaccine, more than a hundred people in the
United States died each year from that disease, and a million were itchy
and feverish for a week.

The fear that infant immunization leads to autism is unfounded, as
detailed in Chapter 11. It is easy to understand why parents of a child
with serious developmental disorders seek to blame something other
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than genes or teratogens, but blaming immunization makes some
parents fearful and other children sick.

Given that pediatricians and public health professionals advocate
vaccination, why do some parents hesitate to immunize their children?
Apparently, some reasons pertain to the parents’ moral values: They
seek purity and personal freedom. That leads them to reject vaccines as
artificial, or to resist the government telling them what to do.

Instead of fighting against parental values, public health workers might
frame the message to respect such values. For instance, “Boost your
child’s natural defenses. Keep your child free of infection.” “Take
personal control over your child’s health” (Amin et al., 2017).

Nutrition
As already explained, infant mortality worldwide has plummeted for
several reasons: fewer sudden infant deaths, advances in prenatal and
newborn care, clean water, and, as you just read, immunization. One
more measure is making a huge difference: better nutrition.

Breast Milk
The best defense against malnutrition is the one humans have relied on
for a million years or more: breast milk. The World Health Organization
now recommends exclusive (no formula, juice, cereal, or water) breast-
feeding for the first six months of life.

That recommendation is based on extensive research from all nations of
the world. The specific fats and sugars in breast milk make it more
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digestible and better for the brain than any substitute (Drover et al.,
2009; Wambach & Riordan, 2014).

Same Situation, Far Apart: Breast-Feeding     Breast-feeding is universal. None of us
would exist if our fore-mothers had not successfully breast-fed their babies for millennia.
Currently, breast-feeding is practiced worldwide, but it is no longer the only way to feed
infants, and each culture has particular practices.

Ideally, nutrition starts with colostrum, a thick, high-calorie fluid
secreted by the mother’s breasts at birth. This benefit is not understood
in some cultures, where mothers are forbidden to breast-feed until their
milk “comes in” two or three days after birth. (Sometimes other women
nurse the newborn; sometimes herbal tea is given.) This is one time
when culture is harmful: Colostrum saves infant lives, especially if the
infant is preterm (Moles et al., 2015; Andreas et al., 2015).

Breast-feeding mothers should be well nourished and hydrated; then
their bodies will make the perfect food for their babies. Formula is
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preferable only in unusual cases, such as when the mother is HIV-
positive or uses toxic or addictive drugs.

Even with HIV, however, exclusive breast-feeding may be best. In some
nations, infants’ risk of catching HIV from their infected mothers is
lower than the risk of dying from infections, diarrhea, or malnutrition as
a result of bottle-feeding (A. Williams et al., 2016).

In China, a study of more than a thousand babies in eight cities
compared three groups of babies: those exclusively breast-fed (by their
own mothers or wet nurses), those fed no breast milk, and those fed a
combination of foods, formula, and breast milk. Based on all of the
data, the researchers suggest that the WHO recommendation for
exclusive breast-feeding for the first six months “should be reinforced
in China” (Ma et al., 2014, p. 290).

The more research is done, the better breast milk seems (see Table 5.1).
For instance, the composition of breast milk adjusts to the age of the
baby, with milk for premature babies distinct from that for older infants.
Quantity increases to meet the demand: Twins and even triplets can be
exclusively breast-fed for months.

TABLE 5.1 The Benefits of Breast-Feeding

For the Baby For the Mother

Balance of nutrition (fat, protein,
etc.) adjusts to age of baby

Easier bonding with baby
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Breast milk has micronutrients not
found in formula

Less infant illness, including
allergies, ear infections, stomach
upsets

Better childhood vision

Less adult illness, including
diabetes, cancer, heart disease

Protection against many childhood
diseases, since breast milk
contains antibodies from the
mother

Stronger jaws, fewer cavities,
advanced breathing reflexes (less
SIDS)

Higher IQ, less likely to drop out
of school, more likely to attend
college

Later puberty, fewer teenage
pregnancies

Less likely to become obese or
hypertensive by age 12

Reduced risk of breast
cancer and osteoporosis

Natural contraception
(with exclusive breast-
feeding, for several
months)

Pleasure of breast
stimulation

Satisfaction of meeting
infant’s basic need

No formula to prepare;
no sterilization

Easier travel with the
baby

For the Family

Increased survival of
other children (because
of spacing of births)

Increased family income
(because formula and
medical care are
expensive)
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Less stress on father,
especially at night

Information from Victora et al., 2016; Horta et al., 2018; Wambach &
Riordan, 2014.

Each generation of scientists, and consequently each generation of
mothers, knows more about breast milk. Indeed, the benefits of breast
milk are recognized by doctors in every nation.

Fifty years ago in the United States, breast-feeding mothers were
considered old-fashioned or ignorant. Now formula-feeding mothers are
unfairly criticized. Some authors write about a prejudice called
lactivism, the idea that every mother who loves her baby must breast-
feed (Jung, 2015). Not so.

Malnutrition
Protein-calorie malnutrition occurs when a person does not consume
enough food to sustain normal growth. This form of malnutrition affects
roughly one-third of children in developing nations (World Health
Organization, 2014).

Protein-calorie malnutrition
A condition in which a person does not consume sufficient food of any kind. This
deprivation can result in several illnesses, severe weight loss, and even death.

Some diseases result directly from malnutrition. One is marasmus,
which occurs during the first year, when body tissues waste away.
Another is kwashiorkor, which occurs after age 1. In kwashiorkor,
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growth slows down, hair becomes thin, skin becomes splotchy, and the
face, legs, and abdomen swell with fluid (edema).

Worldwide, about half of all childhood deaths occur because
malnutrition makes a childhood disease lethal. This is true not just for
the leading causes of childhood deaths (diarrhea and pneumonia), but
also for milder diseases such as measles (Walker et al., 2013; Roberts,
2017).

If a malnourished child survives, growth may be affected. Some
experience stunting (being short for their age), because chronic
malnutrition kept them from growing. Severe stunting is 3 standard
deviations from typical height. Among well-fed children, less than 1
percent are naturally that short, but in many nations, 35 percent are
stunted.

stunting
The failure of children to grow to a normal height for their age due to severe and
chronic malnutrition.

VIDEO: Nutritional Needs of Infants and Children: Breast-Feeding
Promotion shows UNICEF’s efforts to educate women on the benefits of breast-
feeding.

Even worse is wasting, when children are severely underweight for
their age and height (3 or more standard deviations below average).
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Many nations, especially in East Asia, Latin America, and central
Europe, have seen improvement in child nutrition in the past decades,
with an accompanying decrease in wasting and stunting (see Figure
5.6).

wasting
The tendency for children to be severely underweight for their age as a result of
malnutrition.

FIGURE 5.6

Evidence Matters     Genes were thought to explain height differences among Asians and
Scandinavians, until data on hunger and malnutrition proved otherwise. The result:
starvation down and height up almost everywhere — especially in Asia. Despite increased
world population, far fewer young children are stunted (255 million in 1970; 156 million
in 2015). Evidence now finds additional problems: Civil war, climate change, and limited
access to contraception have increased stunting in East and Central Africa, from 20 to 28
million in the past 50 years.

Data from UNICEF, January 13, 2017.

Description
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The stunting rate for six global regions is show in two different years,
1990 and 2015. The data are presented as follows: region, 1990 rate, 2015
rate – South Asia, 90, 36; East Asia/Pacific, 41, 10; Middle East/North
Africa, 31, 19; Eastern/Southern Africa, 51, 36; Western/Central Africa,
46, 35; Latin America/Caribbean, 22, 10; Europe/Central Asia, 26, 9.

 Observation Quiz: Which regions have the most and least improvement
since 1990? (see answer, page 140) 
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India is one such nation (Dasgupta et al., 2016). However, much more is
necessary: Improvement means that in 2014, instead of most children in
India being severely malnourished, only 17 percent of children were
severely stunted, and 5 percent were severely wasted (UNICEF, 2015).
Of course, that is still too many.

In other nations, primarily in Africa, wasting is increasing. In northern
Nigeria, many people have fled from Boko Haram, a jihadist military
organization. The children suffer from malnutrition, measles, and
malaria, and this combination makes child deaths several times higher
than emergency levels (Roberts, 2017).

Most adults who were severely malnourished as infants have lower IQs
throughout life, even if they eat enough later on (Waber et al., 2014).
Some of this is directly related to brain growth.

Some long-term effects of malnutrition in infancy are indirect. For
instance, severely malnourished infants have less energy and reduced
curiosity. As you have seen, young children naturally want to do
whatever they can: A child with no energy is a child who is not
learning. When they become adults, children who were malnourished
tend to be cognitively impaired (Waber et al., 2018).

Prevention, more than treatment, is needed. Ideally, prenatal nutrition,
then breast-feeding, and then supplemental iron and vitamin A, stop
malnutrition before it starts.
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Once malnutrition is apparent, highly nutritious formula (usually
fortified peanut butter) often restores weight, and antibiotics can help.
Unfortunately, some children hospitalized for marasmus or kwashiorkor
die even with good medical care because their digestive systems are
already failing (M. Smith et al., 2013; Gough et al., 2014).

That sad outcome is less common than it was. Indeed, this entire chapter
can be seen as good news: Infants are more likely to live and learn in
the twenty-first century than at any previous time.

Back to the opening anecdote: Babies have always been genetically
primed to develop (see, hear, walk, talk, and so on), but we now have a
better understanding of the impact of good caregiving. That is a reason
to be thankful. My daughter Sarah makes me proud. Should I be
grateful to Mrs. Todd for that?

WHAT HAVE YOU LEARNED?

1. What is the best protection against SIDS?

2. What are four reasons that immunization benefits a community?

3. What are the advantages of breast-feeding?

4. When should a woman not breast-feed?

5. Which is worse and why: stunting or wasting?
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Chapter 5 Review

SUMMARY

Body Changes

1. In the first year, infants triple their birth weight, grow almost a
foot, and increase in head circumference. These all indicate
development and are measured by percentiles, which compare each
baby to others the same age.

2. Sleep is crucial for good health lifelong. Infants gradually sleep
less every day, but frequent waking is common. Whether a child
sleeps beside their parents, or in the same room, or in their own
room is a decision profoundly affected by culture.

3. Brains develop rapidly, increasing in size from about 25 percent to
75 percent of the adult brain’s weight in the first two years. Brain
growth of synapses, axons, and dendrites is dramatic in the early
months. Two hormones, cortisol and oxytocin, can affect later
development.

4. Some stimulation is experience-expectant, needed for normal brain
development, and other events are experience-dependent, shaping
the brain. Exuberant growth and extensive pruning aid cognition.

5. Experience is vital for brain development. An infant who is
socially isolated, over-stressed, or deprived of stimulation may be
impaired lifelong. Too much stimulation also damages the brain.

Perceiving and Moving

6. At birth, the senses already respond to stimuli. Prenatal experience
makes hearing the most mature sense. Vision is the least mature,
but it improves quickly, with binocular vision.
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7. The senses of smell, taste, and touch are present at birth and help
infants respond to their social world. Pain may be felt, with
researchers seeking to understand how infant pain differs from pain
later on.

8. Infants gradually improve their motor skills as they begin to grow,
and brain maturation continues. Gross motor skills are soon
evident, from rolling over to sitting up (at about 6 months), from
standing to walking (at about 1 year), and from climbing to running
(before age 2).

9. Fine motor skills also improve, as infants learn to grab, aim, and
manipulate almost anything within reach. With all motor skills,
infants are motivated to use their bodies as much as possible.

Surviving and Thriving

10. The first days and months of life were often fatal a century ago.
Now cultural awareness has reduced SIDS by ensuring that babies
sleep on their back, and immunization has eliminated smallpox and
reduced the rate of many childhood diseases.

11. Public health workers are concerned that immunization rates are
below herd immunity in some regions of the world and in some
U.S. states. Epidemics of polio, measles, and other preventable
diseases still occur.

12. Most babies are breast-fed at birth, with life-giving colostrum
before the mother’s milk “comes in.” Many infants are breast-fed
at 6 months, sometimes exclusively (as doctors recommend),
providing protection against diseases and malnutrition.

13. Severe malnutrition can cause death, both directly and indirectly if
a child catches measles, an intestinal virus, or some other illness.
Both stunting and wasting are less common than they were a
decade ago, but both still harm children in developing nations.
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KEY TERMS

percentile
REM (rapid eye movement) sleep
bed-sharing
co-sleeping
head-sparing
dendrite
axon
synapse
myelin
cortisol
oxytocin
transient exuberance
experience-expectant growth
experience-dependent growth
shaken baby syndrome
sensation
perception
binocular vision
motor skill
gross motor skills
fine motor skills
sudden infant death syndrome (SIDS)
immunization
protein-calorie malnutrition
stunting
wasting
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APPLICATIONS

1. Immunization regulations and practices vary, partly for social and
political reasons. Ask at least two faculty or administrative staff
members what immunizations the students at your college must have
and why. If you hear “It’s a law,” ask why.

2. Observe three infants (whom you do not know) in public places such as
a store, playground, or bus. Look closely at body size and motor skills,
especially how much control each baby has over his or her legs and
hands. From that, estimate the baby’s age in months, and then ask the
caregiver how old the infant is.

3. This project can be done alone, but it is more informative if several
students pool responses. Ask 3 to 10 adults whether they were bottle-
fed or breast-fed and, if breast-fed, for how long. If someone does not
know, or expresses embarrassment, that itself is worth noting. Do you
see any correlation between adult body size and infant feeding?

Especially For ANSWERS

Response for New Parents (from p. 119): From the psychological and
cultural perspectives, babies can sleep anywhere as long as the parents can
hear them if they cry. The main consideration is safety: Infants should not
sleep on a mattress that is too soft, nor beside an adult who is drunk or on
drugs. Otherwise, families should decide for themselves.

Response for Parents of Grown Children (from p. 125): Probably not.
Brain development is programmed to occur for all infants, requiring only the
stimulation that virtually all families provide — warmth, reassuring touch,
overheard conversation, facial expressions, movement. Extras such as baby
talk, music, exercise, mobiles, and massage may be beneficial but are not
essential.
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Response for Nurses and Pediatricians (from p. 127): Urge the parents to
begin learning sign language and investigating the possibility of cochlear
implants. Babbling has a biological basis and begins at a specified time in
deaf as well as hearing babies. If their infant can hear, sign language does no
harm. If the child is deaf, however, lack of communication may be
destructive.

Response for Nurses and Pediatricians (from p. 135): It is difficult to
convince people that their method of child rearing is wrong, although you
should try. In this case, listen respectfully and then describe specific
instances of serious illness or death from a childhood disease. Suggest that
the mother ask her grandparents whether they knew anyone who had polio,
tuberculosis, or tetanus (they probably did). If you cannot convince this
mother, do not despair: Vaccination of 95 percent of toddlers helps protect
the other 5 percent. If the mother has genuine religious reasons, talk to her
clergy adviser.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 130): Jumping up, with a three-
month age range for acquisition. The reason is that the older an infant is, the
more impact both nature and nurture have.

Answer to Observation Quiz (from p. 138): Most is East Asia, primarily
because China has prioritized public health. Least is Western and Central
Africa, primarily because of civil wars. In some nations, high birth rates have
dramatically increased the numbers of stunted children, even though rates in
the region are lower.

VISUALIZING DEVELOPMENT

Immunization
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Before the measles vaccine was introduced in 1963, 30 million people globally
contracted measles each year. About 2 million of them died, usually because they
were both malnourished and sick. (World Health Organization, April 28, 2017).
Thankfully, worldwide vaccination efforts now mean that no child need die of
measles.

Measles is highly infectious, so 95 percent of the population needs to be
immunized in order for “herd immunity” to protect the entire community. The
United States achieved that: A decade ago, the measles incidence was close to
zero. Experts thought measles would soon be eliminated in all developed
countries, so public health workers focused on the very poorest nations.
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Description
The introductory text reads, Before the measles vaccine was introduced in 1963, 30
million people globally contracted measles each year. About 2 million of them died,
usually because they were both malnourished and sick. (World Health Organization,
April 28, 2017). Thankfully, worldwide vaccination efforts now mean that no child
need die of measles. Measles is highly infectious, so 95 percent of the population
needs to be immunized in order for ‘herd immunity’ to protect the entire community.
The United States achieved that: A decade ago, the measles incidence was close to
zero. Experts thought measles would soon be eliminated in all developed countries,
so public health workers focused on the very poorest nations.

A subheading reads, Estimated Measles Vaccine Coverage – Selected Nations. The
following text reads, By June 2019, more than 1,000 measles cases had been reported
in 28 states, the most since 1992 (measles was declared eliminated in 2000) (Centers
for Disease Control and Prevention, June 17, 2019). To understand what went wrong,
note that many states allow personal or religious exemptions to immunization
requirements. Thus, as the U.S. map shows, several states are not at that safe 94
percent–leaving many vulnerable, not only to discomfort but also to complications,
including pneumonia, encephalitis, and even death.

A world map shows the estimated measles vaccine coverage in percentage as follows.

90 percent or greater: U S A; most of Middle America; Venezuela; Colombia;
Guyana; Brazil; Paraguay; Chile; Morocco; Tunisia; Libya; Egypt; Sudan; Eritrea;
Djibouti; Senegal; The Gambia; Burundi; Tanzania; Zimbabwe; Zambia; Botswana;
Lesotho; most of Europe; most of Asia; and Australia.

80 to 89 percent: Canada; Dominican Republic; Guatemala; El Salvador; Ecuador;
Peru; Bolivia; Argentina; Algeria; Guinea-Bissau; Sierra Leone; Liberia; Burkina
Faso; Democratic Republic of Congo; Uganda; Kenya; Mozambique; Namibia;
Eswatini; Ukraine; Romania; Serbia; Croatia; India; Laos; Cambodia; and the
Philippines.

70 to 79 percent: Mauritania; Côte d‘Ivoire; Benin; Niger; Cameroon; Congo;
Lebanon; Iraq; Pakistan; and Indonesia.

Less than 70 percent: Mali; Guinea; Chad; Nigeria; Central African Republic;
Equatorial Guinea; Gabon; Angola; South Africa; Ethiopia; Somalia; Madagascar;
Bosnia and Herzegovina; Montenegro; Syria; Yemen; and Afghanistan.
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A map shows M M R Coverage and Exemption Rates in the United States as follows.

Confirmed measles cases -2019: Washington; Oregon; Idaho; California; Nevada;
Arizona; Colorado; New Mexico; Texas; Oklahoma; Iowa; Missouri; Illinois;
Michigan; Indiana; Kentucky; Tennessee; Georgia; Florida; Virginia; Maryland;
Pennsylvania; New Jersey; New York; Connecticut; Massachusetts; New Hampshire;
and Maine.

Nonmedical exemption rate above U. S. median (2 percent): Montana; Utah; North
Dakota; Kansas; Arkansas; Minnesota; Wisconsin; Ohio; Alabama; South Carolina;
Delaware; Washington D C; Vermont; Rhode Island; Alaska; and Hawaii.

M M R Vaccination rate above 94 percent: Washington; Oregon; Idaho; Nevada;
Arizona; Montana; Utah; Colorado; Kansas; Oklahoma; Minnesota; Iowa; Arkansas;
Indiana; Alabama; Kentucky; Ohio; Georgia; Florida; Washington D C; and New
Hampshire.
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CHAPTER 6 The First Two Years: Cognitive
Development
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✦ The Eager Mind
Listening to Learn
Looking to Learn
Core Knowledge
A VIEW FROM SCIENCE: Face Recognition
Theories of the Infant Mind
Infant Memory

✦ Piaget’s Sensorimotor Intelligence
Stages One and Two: Primary Circular Reactions
Stages Three and Four: Secondary Circular Reactions
OPPOSING PERSPECTIVES: Object Permanence
Stages Five and Six: Tertiary Circular Reactions

✦ Language: What Develops in the First Two Years?
The Universal Sequence
A CASE TO STUDY: Early Speech
The Naming Explosion
Theories of Language Learning

✦ VISUALIZING DEVELOPMENT: Early Communication and
Language Development
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What Will You Know?

1. What will infants remember before they can talk?
2. Why did Piaget compare 1-year-olds to scientists?
3. When and how do infants learn to talk?

A neuroscientist learned about a Korean fortune-telling ritual for 1-year-
olds:

The unsuspecting baby is placed in front of an assortment of objects and is
encouraged to pick one…. If the baby picks up a banana, she will never go
hungry; choosing a book means she is destined for academia; a silver coin
foretells wealth, or a paintbrush, creativity.

I was intrigued. That very same evening, I placed Livia in front of a
collection of items: a stethoscope (would she become a doctor?), a stuffed
dog (a vet?), a plant (a Greenpeace activist?), a piece of pastry (a chef?), and
a colorful model of the brain (a neuroscientist?). Livia inspected the options
closely, took her time, and then went straight for the iPhone I had happened
to leave at the corner of the table.

I shouldn’t have been surprised. The little girl was obsessed with this piece
of machinery. She would skillfully roll herself from one side of the room to
the other to grab hold of it…. When she finally grabbed hold of the phone
she would quickly insert it into her mouth and attempt to chew….

She had other bright, musical toys that she did not desire as much. The
iPhone was the item she wanted because from the day she was born she had
observed her parents constantly interacting with it with great interest.
Although she was only a few months old, and could not even say a word she
was able to infer that these metal rectangles must be extremely valuable.
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Little Livia’s fondness for iPhones tells us something important about how
our brains work.

[Sharot, 2017, pp. 152–153]

This incident introduces the chapter on cognitive development during
infancy for three reasons.

First, this topic is intriguing: We all wonder what thoughts, aspirations,
and abilities the newest humans will have. We also hope they will choose
our own professions, interests, and values.

Did you notice that the stethoscope meant doctor (not some other medical
profession), that a plant signified Greenpeace (not farmer), and that a
model of the brain was among the options (for the daughter of a
neuroscientist)?

The second reason is to highlight that infants are curious and social. Of
course all those Korean babies reach for something, as Olivia did — every
baby would. And of course they are influenced by what they have
observed in their parents.

The third is that caregiver behavior is pivotal. Without realizing it, every
family and each culture molds the infant mind. This social influence on
infants is obvious when babies begin to speak their native language, not
any of the 600 other languages that infants elsewhere speak. Caregivers
also affect curiosity, persistence, and logic, as you will soon learn.

This chapter describes the process of infant cognition, as well as its
accomplishments. From the brief moment when newborns open their eyes
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to the seemingly constant grabbing, experimenting, and talking of 2-year-
olds, infants are active learners.
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The Eager Mind
Chapter 5 chronicled the intense human drive to use every sensory

and motor ability. Newborns look and listen; toddlers run and climb.
Brain growth makes these sensory and motor developments possible;
babies obsessively use each of their abilities as soon as they can.

In this chapter you will see that the same phenomenon occurs with
cognitive development. One team suggested that infants are “scientist[s]
in the crib” (Gopnik et al., 1999), a suggestion that was “frequently met
with incredulity” (Halberda, 2018, p. 1215).

Recently, however, incredulity met evidence. “The field of
developmental neuroscience has burgeoned over the last 20 years with
advances in technology and methods that are well-suited for measuring
the human brain in vivo in infants….” (Guyer et al., 2018, p. 687).

As scientists discover more about the infant brain, they are increasingly
impressed by its inborn motivation to learn. One team wrote, “from
early on in development, infants display perceptual biases and
attentional patterns that strongly suggest a motive to acquire
information” (Lucca & Wilbourn, 2018, p. 942).
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Still Wrong     Parents used to ignore infant cognition. Now some make the opposite
mistake, assuming that infants learn via active study, as adults might.

Listening to Learn
Remember that newborns’ hearing is acute. Infants can hear all noises
— traffic on the street, clanking of dishes in the kitchen, the hum or
crackle of the radiator — but they ignore most of what they hear.
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Sensation does not usually become perception, and perception does not
necessarily become cognition. Instead, babies listen closely to sounds
that can teach them, particularly the human voice.

Distinguishing Speech Sounds
Newborns do not understand words, of course, but they have an inborn
affinity for language, probably because, for humans, most learning
occurs via words.

Vast differences are audible in adult speech: Russian does not sound
like a tonal language such as Chinese; English does not pronounce the
“r” as French does; the cadence of German is quite different from that
of Spanish. Babies need to learn from whatever language their
caregivers speak, which means that every linguistic nuance must be
perceived.

That is what happens. Even in the early weeks, babies distinguish the
difference between the sound of pa and ba, for example, and they hear
the nuances of many other speech sounds — some insignificant in one
language but crucial in another. They are called universalists because
they hear the differences in any language (Kuhl, 2004).

By one year after birth, however, their ability to distinguish sounds in
never-heard languages deteriorates, a loss that continues throughout
childhood. Babies at first attend to all linguistic sounds; by adulthood
people literally cannot hear some sound differences that are crucial in
languages they have never learned. That is evidence for cognitive
maturation.
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Babies from English-speaking families were shown pictures of 17
common objects while hearing the names of the objects (Bergelson &
Swingley, 2018). Sometimes the name was deliberately mispronounced,
as in the examples shown in Table 6.1.

TABLE 6.1 Mispronunciation Examples in the
Bergelson & Swingley Study

Apple opel

Banana banoona

Milk mulk

Hair har

Mouth mith

Nose nazz

Six-month-olds were tested for knowledge of these words. Performance
overall was poor, but some babies already knew a few of the 17.
Importantly, their understanding was equally good in three conditions:
(1) their mother saying the words correctly; (2) their mother
mispronouncing the words; and (3) a stranger saying the words
correctly.

By 1 year of age, however, not only did they know more but also their
brains had already learned correct U.S. English pronunciation. They
were significantly better at understanding correct speech from strangers
than mispronunciation by their own mothers.
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This study shows, first, that very young babies are primed to learn
language, and second, that 1-year-olds already know the accepted way
to pronounce words. (English-speaking babies in Jamaica, or England,
or India learn other nuances.)

VIDEO: Event-Related Potential (ERP) Research shows a procedure in which
the electrical activity of an infant’s brain is recorded to see whether the brain
responds differently to familiar versus unfamiliar words.

Learning Two Languages
Bilingual proficiency begins in the first year of life — every young
human brain can learn several languages. Ideally, parents often speak in
two languages, and then their children become doubly fluent as well.
The brains of bilingual 1-year-olds respond to both (Ramírez et al.,
2017). Infant brains are primed to learn whatever speech they hear.

However, most bilingual adults use one language with friends and
family and the other one in more formal settings. Very young infants
figure out which language is most important and respond preferentially
to that one.

 Especially for Educators: An infant day-care center has a new child
whose parents speak a language other than the one the teachers speak. Should
the teachers learn basic words in the new language, or should they expect the
baby to learn the teachers’ language? (see response, page 164)
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This was one conclusion from a study of 94 newborns (age 0 to 5 days)
in Vancouver, Canada (Byers-Heinlein et al., 2010). For half of them,
their mother spoke English and Tagalog (a language native to the
Philippines); for one-third, their mothers spoke only English; and for
one-sixth, their mothers spoke English and Chinese.

The infants in all three groups sucked on a pacifier connected to a
recording of 10 minutes of English and 10 minutes of Tagalog. The two
languages were matched for pitch, duration, and number of syllables.

As evident in the rate and intensity of their sucking (which activated the
recording), babies with English-only mothers preferred English and
those with bilingual mothers preferred Tagalog (Byers-Heinlein et al.,
2010). Because of what they heard in the womb, they connected
Tagalog with more animated, emotional talk — and that is what they
wanted to learn first.

Looking to Learn
Developmentalists have long known that very young infants spend most
of their time looking around while awake. Thus, one good way to quiet
fussy 3-month-olds is to carry them to see different sights — traffic on
the street, dogs coming to be petted, toys that move.

Gaze-Following
Until recently, however, developmentalists were unaware of how
important vision is for cognition. Very young babies choose to look at
whatever is likely to advance their understanding. They wisely focus on
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their caregivers’ attention, via gaze-following, instinctively knowing
that what caregivers look at might tell them something important.

No Fear     Like all infants, this 11-month-old girl is eager to explore through sight and
touch. Praise to all three — this mother for encouraging learning, this baby for reaching
out, and this dog for licking the hand. Most dogs recognize babies, tolerating actions they
would not accept from adults of any species.

For example, following adults’ lead, they look at the face of someone
entering the room, ignoring the ceiling, the floor, or the person’s feet.
Have they learned that adults look at faces because expressions are
informative, or is gaze-following natural for infants?

Both. It was thought that gaze-following occurred only as a response to
adults, who alert the babies to opportunities to learn. Adults say,
“Javier, look, here comes Daddy,” or “Sophia, here is your teddy bear.”
Such guides to gaze-following are part of adults’ natural tendency to
teach babies through natural pedagogy (Gergely & Csibra, 2013).
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Natural pedagogy is evident when caregivers direct the baby’s gaze,
calling their name, pointing at an object, and so on. Adults try to
advance infant cognition; very young babies respond by looking at
whatever the adult shows.

But we now know that infants will follow an adult’s gaze even without
caregiver cues (Gredebäck et al., 2018). If a tilt of the head and the
movement of the pupils indicates that something interests the caregiver,
the baby follows the gaze. Thus, gaze-following arises from both nature
and nurture.

Early Logic
Nature and nurture may also give babies some understanding of the
laws of physics. In one study, a toy dinosaur was removed from a
display where it had been next to a flower. A screen then covered the
display. A moment later, the screen was lifted to reveal the dinosaur
instead of the flower (Cesana-Arlotti et al., 2018).

Cameras and computers measured how long the babies looked at that
unexpected event. Infants stared longer when the flower was
surreptitiously replaced with the dinosaur than when the flower was still
there. This indicated that they knew how things should be and were
surprised when their basic understanding was wrong.

Many other events (such as a ball that is suspended in the air rather than
falling, or a toy that becomes two toys) that are contrary to the basic
laws of how things work elicit the same surprise. From such research,
many developmentalists believe that infants have some innate logic.
Scientific reasoning may not be a “hard-won accomplishment mastered
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later in life” but rather an “inherent attribute of the mind” (Halberda,
2018, p. 1214).

Core Knowledge
To explain infants’ impressive cognition, some scientists suggest that
newborns have a basic understanding of how the world works, which
they call core knowledge (Stahl & Feigenson, 2017). Core knowledge
includes the understanding that gravity makes objects fall, moving
objects are stopped by a solid wall, and adult gaze signals important
information.

Core expectations not only prime learning but also alert the infant when
something unexpected happens. Surprises arouse babies’ curiosity, and
they learn more. No one thinks that babies are born with the knowledge
and logic they will display in a few months or years. But core
knowledge makes rapid learning possible as the brain grows
(remember, it triples in size by age 2) and experiences accumulate.

Consider how this works when infants see pictures (LoBue, 2013).
Infants are not instinctively afraid of snakes. However, when they look
at pictures of flowers and snakes, they focus more on the snakes. Their
brains seem to know that snakes may be important; then, during early
childhood, they are taught whether or not to be afraid.

Recognizing Faces
Another example comes from attention to faces. Unless you have
prosopagnosia (face blindness), the fusiform face area of your brain is
astonishingly adept. This is innate. Newborns are quicker to recognize a
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face that they have seen just once than are older children and adults
(Zeifman, 2013).

Because of experience-expectant brain development, every face is
fascinating: Babies stare at pictures of monkey faces and photos of
human ones, at drawings and toys with faces, as well as at live faces. At
6 weeks, they smile at almost anyone whose face is about 2 feet away.

Soon, with experience-dependent learning, babies smile more readily at
familiar people, differentiate men from women, and distinguish among
faces from their own ethnic group (called the own-race effect). This fact
could be worrisome: Does it suggest that humans are naturally sexist
and racist? No, as A View from Science explains. Brains are primed to
pay attention to familiar faces, and most babies see faces of a particular
kind.

A VIEW FROM SCIENCE

Face Recognition
The own-race effect is the finding that infants are much better at recognizing
individuals from their own ethnic group than at distinguishing individuals from
other groups. Experience, not racism, is the reason: Most babies see only people
like them.

When the viewing experience of the baby is multiracial, the own-race effect is not
evident. Indeed, children of one ethnicity who are adopted and raised exclusively
among people of another ethnicity recognize differences among people of their
adopted group more readily than differences among people of their biological
group (Sangrigoli et al., 2005).

The importance of experience is confirmed by three studies. In the first study,
parents repeatedly “read’ a book to their 6-month-old infants (Scott & Monesson,
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2010). The book depicted six monkey faces. One-third of the infants’ parents read
the name of each monkey while showing the pictures; another one-third said only
“monkey” as they turned each page; the final one-third simply turned the pages
with no verbal labeling.

At 9 months, infants in all three groups viewed pictures of six unfamiliar
monkeys. The infants who had heard names of monkeys were better at
distinguishing one new monkey from another than were the infants who saw the
same picture book but did not hear each monkey’s name (Scott & Monesson,
2010).

Evidently, by hearing the names, the babies learned what features distinguish one
monkey from another. This applies to humans’ understanding of racial and
national groups as well. Interacting with several named people of any group helps
people understand that members of that group are individuals, not stereotypes
(Thorup et al., 2018).

The second study occurred in Malaysia, where many people of two ethnic groups
(Malay and Chinese) live and where the custom is for women, but not men, to
interact with babies. A group of Chinese infants recognized individuality among
Chinese women by 3 months and among Malaysian women by 8 months.
However, they did not perceive individuality among Europeans or among men —
apparently because they had limited experience with them (Tham et al., 2019).

As with almost every type of infant development, experience combines with
inborn brain proclivities. This is evident for face recognition in other primates,
not just for humans.

In a third study, researchers prevented macaque monkeys from seeing faces
(including those of other monkeys and of humans) for the first three months of
life. Then they showed pictures, some with faces and some not. Those deprived
3-month-olds looked more attentively at photos of faces than photos of other
objects. Every face — of chimpanzees, otters, humans, as well as monkeys —
was almost equally interesting.
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By 6 months, they had some experiences with other macaques and consequently
paid more attention to photos of faces of their own species than of other primates
(Simpson et al., 2017). That is just what human babies do: They look intently at
every face-like image at first but zero in on the faces that are most important to
them.

Iona Is Not Flora     If you heard that Dario was not Louis or Boris, would you stare
at unfamiliar monkey faces more closely in the future? For 6-month-olds, the answer
is yes.

How to Learn
One final area of cognition merits mention — babies learn how to learn.
As you remember from Chapter 4, infants are born with reflexes. Some
of those reflexes fade and others build, depending on experience.

Curiosity is an inborn reflex; newborns look at and listen to everything.
Then, some infants are allowed to explore and experiment (fingering
their toys, reaching for people, and so on); others are not (“Don’t
touch!”). It matters whether caregivers encourage curiosity, respond to
noises, and shape reflexes (as Mrs. Todd did in Chapter 5). For
example, if a baby utters a sound, some caregivers stop and respond,
other ignore the sound, and some others tell the baby to be quiet.
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CHAPTER APP 6

 The Wonder Weeks

IOS:
https://tinyurl.com/yxkmmf2w
ANDROID:
https://tinyurl.com/y2rkeelf
RELEVANT TOPIC:
Cognitive development during infancy

This award-winning app contains video explanations, over 500 facts about infant
cognition, week-by-week updates, and a notes feature, ensuring that parents learn
at their own pace.

By the second year of life, some toddlers are eager to explore and
investigate while others are much more hesitant. One quality,
sometimes called grit (persistent effort) fosters learning throughout life.

In one experiment, 15-month-olds observed adults trying to get a toy
from a container (Leonard et al., 2017). The adult said, “How can I get
this toy out of here?” and then worked to do so. Half the infants saw the
toy come out quickly, and the other half watched the adult working hard
for half a minute to release the toy.

Then the babies were handed another toy. The experimenter pushed a
button to demonstrate that the toy played music. The babies did not
know that the toy was rigged not to play again. Every baby tried to
make the toy play music. That is what babies do naturally; they
manipulate objects to see what will happen.

https://tinyurl.com/yxkmmf2w
https://tinyurl.com/y2rkeelf
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Some babies were much more persistent than others. A few quickly
threw the toy to the floor in frustration. Others kept trying for two
minutes. The babies’ reactions depended on what they had just
observed. The average baby pushed the button 22.5 times if the adult
had persisted for half a minute before getting the toy, but if they had
seen the adult succeed quickly, they pushed, on average, only 12 times
(Leonard et al., 2017).

The authors conclude that adults should sometimes let children see
them struggle to complete a task. The idea that hard work pays off is a
learning strategy that helps throughout a person’s education — and it
may begin in infancy.

Theories of the Infant Mind
Two theories are relevant to this new understanding of the infant mind:
information-processing theory and evolutionary theory.

Information Processing
As you remember from Chapter 2, information-processing theory
originated from computers, which gather millions of bits of information
and then compute a result. The central idea of this theory is that the
human mind is like a computer, accumulating experiences and then
establishing knowledge.

Thus, this theory leads to the hypothesis that the infant mind is
programmed for cognition: The myriad sights and sounds produce
understanding.
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Evolutionary Theory
The other theory that provides insight into early cognition is
evolutionary theory (Bjorklund, 2018). The idea is that the human
brain, unique among mammals, has evolved to be extraordinarily plastic
so that human babies can learn everything they need within their
culture.

According to evolutionary theory, this occurs in two steps. First, infants
innately attend to caregivers as well as to things that, millennia ago,
were crucial for survival. That is why they listen to voices, like to be
held snugly, and look at snakes more than flowers.

Second, the diversity of human culture required that the infant brain be
amazingly plastic, allowing rapid cognitive growth as inborn
predispositions adapt to whatever life may bring. Over the millennia,
those people with the most flexible brains were most likely to survive
and procreate, so that the genes for plasticity continued.

The Sucking Reflex
For hundreds of thousands of years, evolution has required the
sucking/swallowing/breathing reflexes to function well in newborns,
even though every other motor ability takes months to develop. You
also remember that breast milk is good for the brain; babies who are
breast-fed tend to have higher IQs than those who are formula-fed.
These two facts are particularly relevant for babies born very early.
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Time for Adaptation     Sucking is a reflex at first, but adaptation begins as soon as an
infant differentiates a pacifier from her mother’s breast or realizes that her hand has grown
too big to fit into her mouth. This infant’s expression of concentration suggests that she is
about to make that adaptation and suck just her thumb from now on.

The sucking reflex does not begin until about 33 weeks after
conception, which meant that, in prior centuries, preterm babies died.
Now respirators, incubators, and so on allow viable preterm babies to
live. They are tube-fed, ideally with breast milk that their mothers have
expressed with a breast pump. At about 34 weeks, in the hospital, they
begin to suck, either via a special bottle and nipple designed for their
tiny mouths or directly from the nipples of their mothers.

NICU professionals prefer the bottle approach, since the mothers do not
need to be physically present and nurses can more easily measure
nutrition. Doctors thought that babies could easily switch to direct
breast-feeding at home. However, that idea ignored what cognitive
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psychologists now know about infant learning: Sucking for nourishment
is core knowledge, evident in newborns.

Tiny babies who are bottle-fed learn that this is how sucking brings
milk. By contrast, those who are directly breast-fed in the hospital (for
very preterm infants this means many times a day, often supplemented
with tube-feeding) learn that breasts give milk. Babies who are breast-
fed in the hospital are released earlier and are more often breast-fed at
home (Suberi et al., 2018), which benefits their cognition.

This is an example of the infant’s eager mind, because these tiny babies
quickly learned to adapt an inborn ability (sucking) with experience (as
both information processing and evolutionary theory suggest).

Infant Memory
Are infant skills and cognition impressive, or are they markedly
immature? Both. To further understand this, we need to look at one
more ability — memory, which “is crucial for the acquisition of the
tremendous amount of knowledge and skills infant[s] and children
acquire in the first years of life” (Vöhringer et al., 2018, p. 370).

Selective Amnesia     As we grow older, we forget about spitting up, nursing, crying, and
almost everything else from our early years. However, strong emotions (love, fear,
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mistrust) leave lifelong traces.

Description
Calvin says, “You know what's weird? I don't remember much of anything
until i was three years old.” He then says, “Half of my life is a complete
blank! I must've been brainwashed!” He keeps his hands on cheeks and
says, “Good heavens, what kind of sicko would brainwash an infant?' And
what did I know that someone wanted me to forget??” In the final panel,
he says, “Boy, am I mysterious.” Hobbes seated relaxed, says, “I seem to
recall you spent most of the time burping up.”
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People remember what they need to remember. Babies quickly
remember who their caregivers are, and they learn how their own
behaviors can affect their experiences.

Forget About Infant Amnesia!
Piaget, Freud, and other early developmentalists described infant
amnesia, the idea that people forget everything that happened to them
before age 3. Wrong. Infant brains are adapted to learn, which means
that they can remember.

VIDEO: Contingency Learning in Young Infants shows Carolyn Rovee-
Collier’s procedure for studying instrumental learning during infancy.

An insight regarding infant amnesia begins with the distinction between
implicit and explicit memory. Implicit memory is not verbal; it is
memory for movement, emotions, or thoughts that are not put into
words. Implicit memory is evident by 3 months, begins to stabilize by 9
months, and varies from one infant to another as well as within each
infant during the early months.

The reason it appears so early is partly because it comes from old parts
of the brain — including the cerebellum and the amygdala (Vöhringer
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et al., 2018). Those brain parts develop in the first months of life.

Explicit memory takes longer to emerge, as it depends on language. It
arises mainly from the cortex. Explicit memory improves dramatically
throughout childhood (Hayne et al., 2015). Verbal memory, especially
vocabulary, continues to increase throughout adulthood. When experts
tested memory by asking questions, they were testing explicit memory,
which seemed absent for the early years. Infant amnesia? That is an
adult conclusion.

Thus, when people say “I don’t remember,” they mean “I cannot
recall,” because it is not in explicit memory. Unconsciously and
implicitly, a memory might be present. A person might have an
irrational fear of doctors or hospitals, for instance, because of early
terrifying and painful experiences — experiences they do not
consciously recall.

Remind Me!

 Observation Quiz: Do you see anything here that is less than ideal? (see
answer, page 164) 

The most dramatic proof of very early memory comes from a series of
innovative experiments in which 3-month-olds learned to move a
mobile by kicking their legs (Rovee-Collier, 1987, 1990). The infants
lay on their backs connected to a mobile by means of a ribbon tied to
one foot.
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He Remembers!     Infants are fascinated by moving objects within a few feet of their
eyes — that’s why parents buy mobiles for cribs and why Rovee-Collier tied a string to a
mobile and a baby’s leg to test memory. Babies not in her experiment, like this one,
sometimes flail their limbs to make their cribs shake and thus make their mobiles move.
Piaget’s stage of “making interesting sights last” is evident to every careful observer.

Virtually all babies realized that kicking made the mobile move. They
then kicked more vigorously and frequently, sometimes laughing at
their accomplishment. So far, this is no surprise — observing self-
activated movement is highly reinforcing to infants.

When infants as young as 3 months had the mobile-and-ribbon
apparatus reinstalled and reconnected one week later, most started to
kick immediately, proof that they remembered their previous
experience. But when other 3-month-old infants were retested two
weeks later, they kicked randomly. Had they forgotten? It seemed so.
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But then, two weeks after the initial training, the lead researcher,
Carolyn Rovee-Collier, allowed some infants to watch the mobile move
when they were not connected to it. The next day, when a ribbon again
tied their leg to the mobile, they kicked almost immediately.

Apparently, watching the mobile the previous day reminded them about
what they had previously experienced. Other research similarly finds
that reminders are powerful. If Daddy routinely plays with a 3-month-
old, goes on a long trip, and the mother shows Daddy’s picture and says
his name on the day before his return, the baby might grin broadly when
he reappears.

At 12 months, memory improves. Brains have added tens of thousands
of dendrites and synapses.

Every day of their young lives, infants process information and store
memories. Indeed, if you saw a photo of a grandmother who cared for
you every day when you were an infant and who died when you were 2,
your brain would still react, even though you thought you forgot her.
Information-processing research finds evidence of early memories, with
visual memories particularly strong (Leung et al., 2016; Gao et al.,
2017).

WHAT HAVE YOU LEARNED?

1. What is the developmental pattern of hearing the sound of speech?

2. Why do babies look at whatever they look at?

3. What suggests that infants have an understanding of how objects move?
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4. What does face recognition tell us about infant cognition?

5. What suggests that infants develop strategies for learning by watching
adults?

6. Why is information-processing theory relevant for infant cognition?

7. Why is evolutionary theory relevant for infant cognition?
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Piaget’s Sensorimotor
Intelligence

Now we turn to Jean Piaget, the groundbreaking theorist who studied
infant cognition a century ago. Of course, Piaget lacked the
technological advances that undergird our current understanding of
infant cognition, but many contemporary developmentalists consider
Piaget’s six stages of infant cognition a foundation on which to build.

In 1918, when Piaget earned his doctorate in biology, most scientists
thought infants only ate, cried, and slept. His Ph.D. research was on
shellfish, specifically how they adapt to their environment. That
required meticulous observation to understand details such as how a
clam interacted with sandy water, or how a snail moved along a
particular surface.

When he became a father, Piaget used his scientific observation skills
with his own three infants. Contrary to conventional wisdom, he
detailed active learning from birth on, recording his children’s
cognitive development day by day.

VIDEO: Sensorimotor Intelligence in Infancy and Toddlerhood shows how
senses and motor skills fuel infant cognition.
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Early reflexes, senses, and body movements are the raw materials for
infant cognition, Piaget surmised. That is why he called cognition in
the first two years sensorimotor intelligence. He subdivided this
period into six stages (see Table 6.2). [Life-Span Link: Piaget’s
theory of cognitive development is introduced in Chapter 2.]

sensorimotor intelligence
Piaget’s term for the way infants think — by using their senses and motor skills —
during the first period of cognitive development.

TABLE 6.2 The Six Stages of Sensorimotor
Intelligence

For an overview of the stages of sensorimotor thought, it helps to
group the six stages into pairs.

Primary Circular Reactions

The first two stages involve the infant’s responses to his or her
own body.

Stage
One
(birth to
1
month)

Reflexes: sucking, grasping, staring, listening

Example: sucking anything that touches the lips or
cheek

Stage
Two (1–
4
months)

The first acquired adaptations: accommodation
and coordination of reflexes
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Examples: sucking a pacifier differently from a
nipple; attempting to hold a bottle to suck it

Secondary Circular Reactions

The next two stages involve the infant’s responses to objects and
people.

Stage
Three
(4–8
months)

Making interesting sights last: responding to
people and objects

Example: clapping hands when mother says
“patty-cake”

Stage
Four
(8–12
months)

New adaptation and anticipation: becoming more
deliberate and purposeful in responding to people
and objects

Example: putting mother’s hands together in order
to make her start playing patty-cake

Tertiary Circular Reactions

The last two stages are the most creative, first with action and then
with ideas.

Stage
Five
(12–18
months)

New means through active experimentation:
experimentation and creativity in the actions of the
“little scientist”
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Example: putting a teddy bear in the toilet and
flushing it

Stage
Six (18–
24
months)

New means through mental combinations:
thinking before doing; new ways of achieving a
goal without resorting to trial and error

Example: before flushing the teddy bear again,
hesitating because of the memory of the toilet
overflowing and mother’s anger

Stages One and Two: Primary
Circular Reactions
Piaget described the interplay of sensation, perception, action, and
cognition as circular reactions, emphasizing that, as in a circle, there
is no beginning and no end. Each experience leads to the next, which
loops back (see Figure 6.1).

FIGURE 6.1
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Never Ending     Circular reactions keep going because each action produces pleasure
that encourages more action.

Description
The first illustration represents primary circular reaction and it flows in a
clockwise direction. An infant is shown lying on a bed and sucking a
finger. The arrow reads, ‘Baby’s action.’ The second arrow completes
the circle and it reads, ‘Baby’s reaction - Feels good-keep sucking.’

The second illustration represents secondary circular reaction and it
flows in a clockwise direction. An infant is shown seated and playing
with shaking toys. The arrow reads, ‘Baby’s action.’ The second arrow
completes the circle and it reads, ‘Repeated reaction from object or
person- interesting object-keep shaking.’

The third illustration represents tertiary circular reaction and it flows in a
clockwise direction. A toddler is shown standing, and playing with
building blocks. The arrow reads, ‘Baby’s action.’ The second arrow
completes the circle and it reads, ‘Novel reaction from object or person-
Fascinating reaction–what else can I do?’
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In primary circular reactions, the circle is within the infant’s body.
Stage one, called the stage of reflexes, lasts only a month. Reflexes
become deliberate; sensation leads to perception, perception leads to
cognition, and then cognition leads back to sensation.

primary circular reactions
The first of three types of feedback loops in sensorimotor intelligence, this one
involving the infant’s own body. The infant senses motion, sucking, noise, and other
stimuli and tries to understand them.

Stage two, called first acquired adaptations (also called stage of first
habits), begins as the mind of the infant allows adjustment to
whatever responses they elicit. Adaptation is cognitive; it includes
repeating old patterns (assimilation) and developing new ones
(accommodation). [Life-Span Link: Assimilation and
accommodation are explained in Chapter 2.]

Here is one example. As you remember, full-term newborns
reflexively suck anything that touches their lips (stage one). They
must learn to suck, swallow, and suck again without spitting up too
much — a major circular reaction that takes a few days to learn.

Then, infants adapt their sucking reflex to bottles or breasts, pacifiers
or fingers, each requiring specific types of tongue pushing. You
already read about this in preterm babies who, at 33 weeks, first are
able to suck (Suberi et al., 2018). Soon adaptation signifies that



553

infants have begun to interpret sensations; as they accommodate, they
are thinking — ready for stage two.

During stage two, which Piaget pegged from about 1 to 4 months of
age, additional adaptation of the sucking reflex begins. Infant
cognition leads babies to suck in some ways for hunger, in other ways
for comfort — and not to suck fuzzy blankets or hard plastic. Once
adaptation occurs, it sticks.

 Especially for Parents: When should parents decide whether to feed
their baby only by breast, only by bottle, or using some combination of the
two? When should they decide whether or not to let their baby use a
pacifier? (see response, page 164)

Adaptation is specific. For instance, 4-month-old breast-fed babies
may reject milk from the nipple of a bottle if they have never
experienced it. Early cognition can endure, as evolutionary theory
contends. That explains why children like to suck lollipops and why
some adults still like to suck other things.

Now, suppose 4-month-olds have discovered how to suck their
thumbs and have practiced thumb-sucking to their joy and
satisfaction. Then, when this stage is over, suppose at 6 months the
parents decide that a pacifier is better — perhaps healthier for teeth.
Too late! Babies reject a new object. Adaptation has already occurred.

In the same way at every age, Piaget found that older children and
adults tend to stick to their early learning. This is apparent if you ever
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try to convince someone that something they have done all their life is
wrong. Habits of thought and deed are hard to change, from infancy
on.

Stages Three and Four: Secondary
Circular Reactions
In stages three and four, development advances from primary to
secondary circular reactions. These reactions extend beyond the
infant’s body; this circular reaction is between the baby and something
else.

secondary circular reactions
The second of three types of feedback loops in sensorimotor intelligence, this one
involving people and objects. Infants respond to other people, to toys, and to any
other object that they can touch or move.

During stage three (4 to 8 months), infants attempt to produce exciting
experiences, a stage called making interesting sights last. Realizing
that rattles make noise, for example, they wave their arms and laugh
whenever someone puts a rattle in their hand. The sight of something
delightful — a favorite squeaky toy, a smiling parent — can trigger
active efforts for interaction.

Next comes stage four (8 months to 1 year), called new adaptation
and anticipation (also called the means to the end). Babies may ask
for help (fussing, pointing, gesturing) to accomplish what they want.
Thinking is more innovative because adaptation is more complex. For
instance, instead of always smiling at Grandpa, an infant might first
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assess his mood. Stage-three babies continue an experience; stage-
four babies initiate and anticipate.

Pursuing a Goal
An impressive attribute of stage four is that babies work hard to
achieve their goals. A 10-month-old girl might crawl over to her
mother, bringing a bar of soap to signal she loves baths, and then start
to remove her clothes — finally squealing with delight when the bath
water is turned on. Similarly, if a 10-month-old boy sees Dad putting
on a coat to leave, he might get his own jacket.

In both cases, infants have learned from repeated experience —
Daddy may have often brought his son along when he went out. With
a combination of experience and brain maturation, babies become
attuned to the goals of others, an ability that is more evident at 10
months than 8 months (Brandone et al., 2014).
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Family Fun     Peek-a-boo makes all three happy, each for cognitive reasons. The 9-
month-old is discovering object permanence, his sister (at the concrete operational stage)
enjoys making Brother laugh, and their mother understands more abstract ideas — such
as family bonding.

According to Piaget, a major accomplishment of stage four is object
permanence — the concept that objects or people continue to exist
when they are not visible. At about 8 months — not before — infants
look for toys that have fallen from the crib, rolled under a couch, or
disappeared under a blanket.

object permanence
The realization that objects (including people) still exist when they can no longer be
seen, touched, or heard.

As another scholar explains:
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Many parents in our typical American middle-class households have
tried out Piaget’s experiment in situ: Take an adorable, drooling 7-
month-old baby, show her a toy she loves to play with, then cover it
with a piece of cloth right in front of her eyes. What do you observe
next? The baby does not know what to do to get the toy! She looks
around, oblivious to the object’s continuing existence under the cloth
cover, and turns her attention to something else interesting in her
environment. A few months later, the same baby will readily reach out
and yank away the cloth cover to retrieve the highly desirable toy. This
experiment has been done thousands of times and the phenomenon
remains one of the most compelling in all of developmental
psychology.

[Xu, 2013, p. 167]

This is one of Piaget’s most well-known, as well as most
controversial, insights (see Opposing Perspectives).

OPPOSING PERSPECTIVES

Object Permanence
Piaget found that:

Infants younger than 8 months do not search for an attractive object
momentarily covered by a cloth.
At about 8 months, infants remove the cloth immediately after the object
is covered but not if they have to wait a few seconds.
At 18 months, infants search after a wait. However, if they have seen the
object put first in one place (A) and then moved to another (B), they
search in A but not B.
By 2 years, children fully understand object permanence, progressing
through several stages of ever-advanced cognition (Piaget, 1954/2013a).
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This research provides many practical suggestions. If young infants fuss
because they see something they cannot have (keys, a cell phone, candy),
caregivers are advised to put that coveted object out of sight. Fussing stops if
object permanence has not yet appeared.

By contrast, for toddlers, hiding is not enough. It must be securely locked up,
lest the child later retrieve it, climbing onto the kitchen counter or under the
bathroom sink to do so.

Piaget believed that failure to search before 8 months meant that infants had no
concept of object permanence — that “out of sight” literally means “out of
mind.” That is where the controversy begins.

Does a baby need to be able to remove a cover from a hidden toy to
demonstrate object permanence? No, according to information-processing
research. The best-known example is a series of studies by Renee Baillargeon
which proved that 3-month-old infants grasp object permanence, long before
when Piaget said it emerged (8 months). How was this discovered?

Baillargeon devised clever experiments that entailed showing infants an object,
then covering it with a screen, and then removing the screen. If the object
vanished behind the screen, the babies’ brain waves, heart rate, or focused eyes
showed surprise. This meant that they expected the object to still be present —
that is, they believed an object’s existence was permanent (Baillargeon &
DeVos, 1991; Spelke, 1993).

Later research on object permanence has continued to question Piaget’s
conclusions. Many other creatures (cats, monkeys, dogs, birds) develop object
permanence faster than human infants. The animal ability seems to be innate,
not learned — wolves can develop it as well as dogs, but neither is adept at A-
not-B displacement (Fiset & Plourde, 2013).

How quickly infants master the A-not-B displacement depends partly on brain
maturation, which varies. Current research finds that early experiences, plus
inherited brain dispositions, make the age of object permanence (especially A-
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not-B displacements) much more variable than Piaget described (MacNeill et
al., 2018).

There are opposing perspectives on exactly how infant cognition and surprise
should be measured (Dunn & Bremner, 2017). But, everyone agrees that babies
are thinking long before they can move their hands to uncover a hidden object.

Stages Five and Six: Tertiary
Circular Reactions
In their second year, infants start experimenting in thought and deed
— or, rather, in the opposite sequence, deed and thought. They act
first (stage five) and think later (stage six).

Tertiary circular reactions begin when 1-year-olds take independent
actions to discover the properties of other people, animals, and things.
Infants no longer respond only to their own bodies (primary reactions)
or to other people or objects (secondary reactions). Their cognition is
more like a spiral than a closed circle, increasingly creative with each
discovery.

tertiary circular reactions
The third of three types of feedback loops in sensorimotor intelligence, this one
involving active exploration and experimentation. Infants explore a range of new
activities, varying their responses as a way of learning about the world.

Piaget’s stage five (12 to 18 months), called new means through active
experimentation, builds on the accomplishments of stage four. Now,
goal-directed and purposeful activities become more expansive.
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Toddlers delight in squeezing all the toothpaste out of the tube, in
drawing on the wall or uncovering an anthill — activities they have
never observed. Piaget referred to the stage-five toddler as a “little
scientist” who “experiments in order to see.” Scientists who study 12-
to 19-month-olds report that “flexible and productive hypothesis
testing does begin in infancy, with a vengeance” (Cesana-Arlotti et al.,
2018, p. 1263).

“little scientist”
The stage-five toddler (age 12 to 18 months) who experiments without anticipating
the results, using trial and error in active and creative exploration.

 Especially for Parents: One parent wants to put all breakable or
dangerous objects away because the toddler is able to move around
independently. The other parent says that the baby should learn not to touch
certain things. Who is right? (see response, page 164)

The toddlers’ preferred research method is trial and error. Their
devotion to discovery is familiar to every adult scientist — and to
every parent. Protection is needed. A curious toddler might swallow
bleach, flush a doll down the toilet, or throw a cat out the window, all
to see what happens next.

Finally, in the sixth stage (18 to 24 months), toddlers use mental
combinations, intellectual experimentation via imagination that can
supersede the active experimentation of stage five. Because they
combine ideas, stage-six toddlers can pretend as well as think about
the consequences of what they do, hesitating a moment before
yanking the cat’s tail or dropping a raw egg on the floor.



561

Imitation Is Lifelong     As this photo illustrates, at every age, people copy what others
do — often to their mutual joy. The new ability at stage six is “deferred imitation” —
this boy may have seen another child lie on a tire a few days earlier.

Stage-six toddlers remember what they have seen and repeat it later
themselves, an ability Piaget called deferred imitation. (Newer
research finds that some accomplishments that Piaget pegged for stage
six — including pretending and deferred imitation — begin much
earlier.)

However, although he was wrong on the timing of his stages, Piaget
was right to describe babies as avid and active learners who “learn so
fast and so well” (Xu & Kushnir, 2013, p. 28). His main mistake was
underestimating how rapidly their learning occurs.
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WHAT HAVE YOU LEARNED?

1. Why did Piaget call cognition in the first two years “sensorimotor
intelligence”?

2. How does stage one of sensorimotor intelligence lead to stage two?

3. In sensorimotor intelligence, what is the difference between stages three
and four?

4. What is the significance of the concept of object permanence for infant
cognition?

5. What does the active experimentation of the stage-five toddler suggest for
parents?

6. Why did Piaget underestimate infant cognition?
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Language: What Develops in
the First Two Years?

Human linguistic ability by age 2 far surpasses that of full-grown adults
from every other species. Very young infants listen intensely, responding
as best they can. One scholar explains, “infants are acquiring much of
their native language before they utter their first word” (Aslin, 2012, p.
191). How do they do it?

The Universal Sequence
The sequence of language development is the same worldwide (see At
About This Time). Some children learn several languages, some only one;
some learn rapidly, others slowly. But all follow the same path.

AT ABOUT THIS TIME The Development of Spoken
Language in the First Two Years

Age Means of Communication

Newborn          Reflexive communication — cries, movements,
facial expressions.

2 months A range of meaningful noises — cooing,
fussing, crying, laughing.

3–6 months New sounds, including squeals, growls, croons,
trills, vowel sounds.

6–10 months Babbling, including both consonant and vowel
sounds repeated in syllables.

i
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10–12 months Comprehension of simple words; speechlike
intonations; specific vocalizations that have
meaning to those who know the infant well.
Deaf babies express their first signs; hearing
babies also use specific gestures (e.g., pointing)
to communicate.

12 months First spoken words that are recognizably part of
the native language.

13–18 months Slow growth of vocabulary, up to about 50
words.

18 months Naming explosion — three or more words
learned per day. Much variation: Some toddlers
do not yet speak.

21 months First two-word sentence.

24 months Multiword sentences. Half of the toddler’s
utterances are two or more words long.

The ages in this table reflect norms. Many healthy, intelligent children
attain each linguistic accomplishment earlier or later than indicated
here.

Listening and Responding
In every spoken language, adults use higher pitch, simpler words,
repetition, varied speed, and exaggerated emotional tone when talking to
infants. Babies respond with attention and emotion. By 7 months, they

i
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begin to recognize words that are distinctive: Bottle, doggie, and mama,
for instance, might be differentiated, not baby, Bobbie, and Barbie.

Infants also like alliteration, rhymes, repetition, melody, rhythm, and
varied pitch. Think of your favorite lullaby (itself an alliterative word);
obviously, babies prefer sounds over content and singing over talking
(Tsang et al., 2017). Early listening abilities and preferences are the result
of brain function.

Babbling and Gesturing
Between 6 and 9 months, babies repeat certain syllables (ma-ma-ma, da-
da-da, ba-ba-ba), a vocalization called babbling because of the way it
sounds. Babbling is experience-expectant; all babies babble.

babbling
An infant’s repetition of certain syllables, such as ba-ba-ba, that begins when babies are
between 6 and 9 months old.

Caregivers usually encourage those noises, and it is wise that they do so.
Babbling predicts later vocabulary, even more than the other major
influence — the education of the mother (McGillion et al., 2017).
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Who Is Babbling?     Probably both the 6-month-old and the 27-year-old. During every day
of infancy, mothers and babies communicate with noises, movements, and expressions.

Expectations in babies regarding speech appear early. Before uttering their
first word, infants notice patterns of speech, such as which sounds are
commonly spoken together. A baby who often hears that something is
“pretty” expects the sound of prit to be followed by tee (MacWhinney,
2015) and is startled if someone says “prit-if.”

Infants also learn the relationship between mouth movements and sound.
In one study, 8-month-olds watched a film of someone speaking, with the
audio a fraction of a second ahead of the video. Even when the actor spoke
an unknown language, babies noticed the mistiming (Pons & Lewkowicz,
2014).

Some caregivers, recognizing the power of gestures, teach “baby signs” to
their 6- to 12-month-olds, who communicate with hand signs months
before they move their tongues, lips, and jaws to make words. There is no



567

evidence that baby signing accelerates talking (as had been claimed), but it
may make parents more responsive (Kirk et al., 2013).

For deaf babies, sign language is crucial in the first year: It not only
predicts later ability to communicate with signs but also advances crucial
cognitive development (M. Hall et al., 2017).

Even without adult signing, gestures become a powerful means of
communication (Goldin-Meadow, 2015). One early gesture is pointing and
responding to pointing from someone else. The latter requires something
quite sophisticated — understanding another person’s perspective.

Infants younger than a year old who are adept at pointing tend to be those
who will soon begin talking. That is one reason adults need to respond to
pointing as if it is intended to communicate — which it is (Bohn &
Köymen, 2018).
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Show Me Where     Pointing is one of the earliest forms of communication, emerging at
about 10 months. As you see here, pointing is useful lifelong for humans.

First Words
Finally, at about a year, the average baby utters a few words, understood
by caregivers if not by strangers. Spoken vocabulary increases gradually
(perhaps one new word a week). Meanings are learned rapidly; babies
understand about 10 times more than they can say.

Initially, the first words are merely labels for familiar things (mama and
dada are common), but each early word soon becomes a holophrase, a
single word that expresses an entire thought, accompanied by gestures,
facial expressions, and nuances of tone, loudness, and cadence (Saxton,
2010). (See A Case to Study.) Imagine meaningful communication in
“Dada,” “Dada?” and “Dada!” Each is a holophrase.

holophrase
A single word that is used to express a complete, meaningful thought.

A CASE TO STUDY

Early Speech
As you read, sensitive caregiving is crucial for early cognition, as babies innately
look at and listen to their caregivers in order to learn. For their part, caregivers need
to be sensitive and responsive. Often parents understand what an infant is trying to
communicate long before other people do.

Consider the early words of Kyle, who at 13 months was advanced in language
development. He knew standard words such as mama, but he also knew da, ba, tam,
opma, and daes, which his parents knew to be, respectively, “downstairs,” “bottle,”
“tummy,” “oatmeal,” and “starfish.” He also had a special sound that he used to call
squirrels (Lewis et al., 1999).
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When acquaintances came to visit the parents, they were often mystified by Kyle’s
attempts to speak. Who would know that daes meant “starfish,” or how a person
might call squirrels? Only Kyle and his very astute parents.

Even a caring grandmother might not understand a baby. Of course, the thought in
the baby’s mind may not be what the adult understands. I know this personally. I was
caring for my 16-month-old grandson when he said, “Mama, mama.” He looked
directly at me, and he didn’t seem wistful.

“Mommy’s not here,” I told him. That didn’t interest him; he repeated “mama,
mama,” more as a command than a complaint. I offered him milk in his sippy cup.
He said, “No, no.”

When his father appeared, Isaac repeated “mama.” Then his dad lifted him, and Isaac
cuddled in his arms. I asked what “mama” means. The reply: “Pick me up.”

I now understand Isaac’s logic: When he saw his mother, he said “mama” and she
picked him up. His parents understood and responded to his words and gestures.

Now Isaac is a proficient talker, explaining about bird families (pigeons are the
parents, because they are bigger), about who should get a seat on the subway (it is
Isaac, because, as he says very plaintively to other riders, “I need to sit down” —
and to my embarrassment, he usually gets a seat), and about what his brother has
done wrong (explained in detail to his parents, who listen attentively but almost
never punish).

I also listen to his chatter, repeating some of his phrases, knowing that early
responses affect later talking.

The Naming Explosion
Spoken vocabulary builds rapidly once the first 50 words are mastered,
with 21-month-olds typically saying twice as many words as 18-month-
olds (Adamson & Bakeman, 2006). This language spurt is called the
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naming explosion because many early words are nouns, that is, names of
persons, places, or things.

naming explosion
A sudden increase in an infant’s vocabulary, especially in the number of nouns, that begins
at about 18 months of age.

Before the explosion, names are already favored. Infants learn the names
of each significant caregiver (often dada, mama, nana, papa, baba, tata),
sibling, and pet. (See Visualizing Development, p. 166.) Other frequently
uttered words refer to favorite foods (nana can mean “banana” as well as
“grandma”) and to elimination (pee-pee, wee-wee, poo-poo, ka-ka, doo-
doo).

Notice that all of these words have two identical syllables, a consonant
followed by a vowel. Many words follow that pattern — not just baba but
also bobo, bebe, bubu, bibi. Other early words are only slightly more
complicated — ma-me, ama.

The meaning of these words varies by language, but every baby says such
words, and every culture assigns meaning to them. Words that are hard for
babies to say are simplified: Rabbits are “bunnies,” stomachs are
“tummies,” and a man may not wait to be called “Father,” choosing
“Daddy” or “Papa” instead.

Cultural Differences
Early communication transcends culture. In one study, 102 adults listened
to 40 recorded infant sounds and were asked which of five possibilities
(pointing, giving, protesting, action request, food request) was the reason
for each cry, grunt, or whatever. Half of the sounds, and about half of the
adults, were from Scotland and the other half from Uganda.
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Adults in both cultures scored significantly better than chance (although
no one got everything right). It did not matter much whether the sounds
came from Scottish or Ugandan infants, or whether the adults were parents
or not (Kersken et al., 2017).

What Does He See?     All children stare out of windows, but only some are told the names of
the various cloud formations and the landscape below. Does this matter for language learning?

However, cultures and families vary in how much child-directed speech
children hear. Some parents read to their infants, teach them signs, and
respond to every burp or fart as if it were an attempt to talk. Other parents
are much less verbal. They use gestures and touch; they say “hush” and
“no” instead of expanding vocabulary.

Traditionally, in small agricultural communities, the goal was for everyone
to be “strong and silent.” If adults talked too much, they might be called
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blabbermouths or gossips; a good worker did not waste time in
conversation.

In some rural areas of the world, that notion remains. One such place is in
Senegal, where mothers traditionally feared talking to their babies lest that
might encourage evil spirits to take over the child (Zeitlin, 2011).

However, communication is crucial in the twenty-first-century global
economy. Government, teachers, and most parents recognize this: A
child’s first words are celebrated as much or more than a child’s first steps.

In one study in Senegal, professionals from the local community (fluent in
Woloff, the language spoken by the people) taught mothers in some
villages about infant development. A year later those babies were
compared to babies in similar villages where the educational intervention
had not been provided.

The newly educated mothers talked more to their babies, who, in turn,
talked more than the control group (A. Weber et al., 2017). Those who
designed this study were careful not to dispute traditional notions directly;
instead they taught how early language development advanced infant
cognition. The mothers did the rest.

Putting Words Together
Grammar includes all of the methods that languages use to communicate
meaning. There are many ways to add letters to words and to put words
together — that is grammar.

grammar
All of the methods — word order, verb forms, and so on — that languages use to
communicate meaning, apart from the words themselves.
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Word order, prefixes, suffixes, intonation, verb forms, pronouns and
negations, prepositions and articles — all of these are aspects of grammar.
Grammar can be discerned in holophrases because one word can be
spoken differently depending on meaning. Grammar becomes essential
when babies combine words (Bremner & Wachs, 2010). That typically
happens between 18 and 24 months.

For example, “Baby cry” and “More juice” follow grammatical word
order. Children do not usually ask “Juice more,” and even toddlers know
that “Cry baby” is not the same as “Baby cry.” By age 2, children combine
three words. English grammar uses subject–verb–object order. Toddlers
say, “Mommy read book” rather than any of the five other possible
sequences of those three words.

Children’s proficiency in grammar correlates with sentence length, which
is why mean length of utterance (MLU) is used to measure a child’s
language progress (e.g., Miyata et al., 2013). The child who says, “Baby is
crying” is more advanced than the child who says, “Baby crying” or
simply, “Baby!”

mean length of utterance (MLU)
The average number of words in a typical sentence (called utterance because children may
not talk in complete sentences). MLU is often used to measure language development.

Theories of Language Learning
Worldwide, people who are not yet 2 years old express hopes, fears, and
memories — sometimes in more than one language. By adolescence,
people communicate with nuanced words and gestures, some writing
poems and lyrics that move thousands of their co-linguists. How is
language learned so easily and so well?
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Answers come from at least three schools of thought. The first theory says
that infants are directly taught, the second that social impulses propel
infants to communicate, and the third that infants understand language
because of genetic brain structures that arose more than 100,000 years
ago.

Theory One: Infants Need to Be Taught
One idea arises from behaviorism. The essential idea is that learning is
acquired, step by step, through association and reinforcement.

B. F. Skinner (1957) noticed that spontaneous babbling is usually
reinforced. Typically, when a baby says “ma-ma-ma-ma,” a grinning
mother appears, repeating the sound and showering the baby with
attention, praise, and perhaps food.

Behaviorists note that some 3-year-olds converse in elaborate sentences;
others just barely put one simple word with another. Such variations
correlate with the amount of language each child has heard.

Indeed, to some extent infants are “statistical learners” of language,
deciding the meanings and boundaries of words based on how often those
sounds are heard (Saffran & Kirkham, 2018). Parents of the most verbal
children teach language throughout infancy — singing, explaining,
listening, responding, and reading to their babies, giving their children a
rich trove of verbal data, long before the infant utters a first spoken word
(see Figure 6.2).
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FIGURE 6.2

Maternal Responsiveness and Infants’ Language Acquisition     Learning the
first 50 words is a milestone in early language acquisition, as it predicts the
arrival of the naming explosion and the multiword sentence a few weeks later.
Researchers found that half of the infants of highly responsive mothers (top 10
percent) reached this milestone at 15 months. The infants of less responsive
mothers (bottom 10 percent) lagged significantly behind, with half of them at the
50-word level at 21 months.

Data from Tamis-LeMonda et al., 2001, p. 761.

Description
The horizontal axis lists the age in months from 13 to 21, in increments of 2
months and the vertical axis lists the percent from 0 to 100, in increments of
20 percent. A dashed horizontal line marks 50 percent across the graph. The
following approximate data is summarized in the graph in the format (Age:
words): Infants of highly responsive (top 10 percent) mothers: 13: 0, 15: 38
to 50, 17: 90, 19 : No data, 21: No data; Infants of less responsive (bottom 10
percent) mothers: 13: 0, 15: 2, 17: 5, 19: 15, 21: 50. The first illustration
represents primary circular reaction and it flows in a clockwise direction. An
infant is shown lying on a bed and sucking a finger. The arrow reads, ‘Baby's
action.’ The second arrow completes the circle and it reads, ‘Baby's reaction -
Feels good-keep sucking.’ The second illustration represents secondary
circular reaction and it flows in a clockwise direction. An infant is shown
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seated and playing with shaking toys. The arrow reads, ‘Baby's action.’ The
second arrow completes the circle and it reads, ‘Repeated reaction from
object or person- interesting object-keep shaking.’The third illustration
represents tertiary circular reaction and it flows in a clockwise direction. A
toddler is shown standing, and playing with building blocks. The arrow reads,
‘Baby's action.’ The second arrow completes the circle and it reads, ‘Novel
reaction from object or person- Fascinating reaction — what else can I do?’

Theory Two: Social Impulses Foster Infant
Language
The second theory arises from the sociocultural reason for language:
communication. According to this perspective, infants communicate
because humans are social beings, dependent on one another for survival
and joy.

All human infants (and no chimpanzees) seek to master words and
grammar in order to join the social world (Tomasello & Herrmann, 2010).
According to this perspective, the social function of speech, not the words,
undergirds early language.
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This theory challenges child-directed videos, CDs, and downloads named
to appeal to parents (Baby Einstein, Brainy Baby, and Mozart for
Mommies and Daddies — Jumpstart Your Newborn’s I.Q.). Since early
language development is impressive, even explosive, some parents who
allow infants to watch such programs believe that the rapid language
learning is aided by video. Commercial apps, such as Shapes Game HD
and VocabuLarry, have joined the market.

However, developmental research finds that screen time during infancy
may be harmful, because it avoids the social interaction that is essential
for learning to communicate. One recent study found that toddlers could
learn a word from either a book or a video but that only book-learning, not
video-learning, enabled children to use the new word in another context
(Strouse & Ganea, 2017).

Another study focused particularly on teaching “baby signs,” 18 hand
gestures that refer to particular objects (Dayanim & Namy, 2015). The
babies in this study were 15 months old, an age at which all babies use
gestures and are poised to learn object names. The 18 signs referred to
common early words, such as baby, ball, banana, bird, cat, and dog.

In this study, the toddlers were divided into four groups: video only, video
with parent watching and reinforcing, book instruction with parent reading
and reinforcing, and no instruction. Not surprisingly, the no-instruction
group learned words (as every normal toddler does) but not signs, and the
other three groups learned some signs. The two groups with parent
instruction learned most, with the book-reading group remembering signs
better than either video group. Why?
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Caught in the Middle     Parents try to limit screen time, but children are beguiled and
bombarded from many sides.

The crucial factor is parent interaction. When parents watch a video with
their infants, they talk less than when they read a book or play with toys
(Anderson & Hanson, 2016). Since adult input is essential for language
learning, cognitive development is reduced by video time. Infants are most
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likely to understand and apply what they have learned when they learn
directly from another person (Barr, 2013).

Screen time cannot “substitute for responsive, loving face-to-face
relationships” (Lemish & Kolucki, 2013, p. 335). Direct social interaction
is pivotal for language, according to theory two.

Theory Three: Infants Teach Themselves
A third theory holds that language learning is genetically programmed.
Adults need not teach it (theory one), nor is it a by-product of social
interaction (theory two). Instead, it arises from a particular gene (FOXP2),
brain maturation, and the overall human impulse to imitate.

For example, English articles (the, an, a) signal that the next word will be
the name of an object. Since babies have “an innate base” that primes
them to learn, articles facilitate learning nouns (Shi, 2014, p. 9). Articles
are a useful clue for infants learning English but are frustrating for anyone
who learns English as an adult. Adults may be intelligent and motivated,
but they are past the best language-learning time.

Our ancestors were genetically programmed to imitate for survival, but
until a few millennia ago, no one needed to learn any language other than
their own. Thus, human genes allow experience-dependent language
learning, pruning unneeded language connections. If those nuances are
needed by another language that we want to learn in adulthood, our brains
cannot resurrect them.

The prime spokesman for this perspective was Noam Chomsky (1968,
1980). Although behaviorists focus on variations among children in
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vocabulary size, Chomsky focused on similarities in language acquisition
— the evolutionary universals, not the differences.

Noting that all young children master basic grammar according to a
schedule, Chomsky hypothesized that children are born with a brain
structure he called a language acquisition device (LAD), which allows
children, as their brains develop, to derive the rules of grammar quickly
and effectively.

language acquisition device (LAD)
Chomsky’s term for a hypothesized mental structure that enables humans to learn
language, including the basic aspects of grammar, vocabulary, and intonation.

For example, everywhere, a raised tone indicates a question, and infants
prefer questions to declarative statements (Soderstrom et al., 2011). This
suggests that infants are wired to talk. Caregivers universally ask them
questions long before they can answer back.

According to theory three, language is experience-expectant, as the
developing brain quickly and efficiently connects neurons to support
whichever language the infant hears. Because of this experience-
expectancy, the various languages of the world are all logical, coherent,
and systematic. Then some experience-dependent learning occurs as each
brain adjusts to a particular language.

 Observation Quiz: If this is a typical scene, what family values are
evident? (see answer, page 164) 

The LAD works for deaf infants as well. All 6-month-olds, hearing or not,
prefer to look at sign language over nonlinguistic pantomime. For hearing
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infants, this preference disappears by 10 months, but deaf infants begin
signing at that time, which is their particular expression of the universal
LAD.

Family Values     Every family encourages the values and abilities that their children need to
be successful adults. For this family in Ecuador, that means strong legs and lungs to climb the
Andes, respecting their parents, and keeping quiet unless spoken to. A “man of few words” is
admired. By contrast, many North American parents babble in response to infant babble,
celebrate the first spoken word, and stop their conversation to listen to an interrupting child. If
a student never talks in class, or another student blurts out irrelevant questions, perhaps the
professor should consider cultural influences.

All True?
A master linguist explains that “the human mind is a hybrid system,”
perhaps using different parts of the brain for each kind of learning (Pinker,
1999, p. 279).
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The idea that every theory is partially correct may seem idealistic.
However, many scientists who are working on extending and interpreting
research on language acquisition have arrived at this conclusion. They
contend that language learning is neither the direct product of repeated
input (behaviorism) nor the result of a specific human neurological
capacity (LAD). Rather, “different elements of the language apparatus
may have evolved in different ways,” and thus, a “piecemeal and
empirical” approach is needed (Marcus & Rabagliati, 2009, p. 281).

Neuroscience is the most recent method to investigate the development of
language. It was once thought that language was located in two specific
regions of the brain (Wernicke’s area and Broca’s area). But now
neuroscientists are convinced that language arises from other regions as
well. Some genes and regions are crucial, but hundreds of genes and many
brain regions contribute to linguistic fluency.

Neuroscientists describing language development write about
“connections,” “networks,” “circuits,” and “hubs” to capture the idea that
language is interrelated and complex (Pulvermüller, 2018; Dehaene-
Lambertz, 2017). Even when the focus is simply on talking, one
neuroscientist notes that “speech is encoded at multiple levels in different
parallel pathways” (Dehaene-Lambertz, 2017, p. 52).

That neuroscientist begins her detailed description of the infant brain and
language with the same amazement that traditional linguists have
expressed for decades:

For thousands of years and across numerous cultures, human infants are able
to perfectly master oral or signed language in only a few years. No other
machine, be it silicon or carbon based, is able to reach the same level of
expertise.



583

[Dehaene-Lambertz, 2017, p. 48]

In the early months, language is closely linked with cognition. As one
review of the many pathways between learning to talk and understanding
the world concludes:

A constellation of factors that are unique to human development — infants’
prolonged period of dependency, exquisite sensitivity to experience, and
powerful learning strategies — collectively spark a cascade of
developmental change whose ultimate result is the acquisition of language
and its unparalleled interface with cognition.

[Perszyk & Waxman, 2018, p. 246]

The words “constellation” and “cascade” signify that many brain
structures and social inputs result in both language and learning.

From this we are led to an overall conclusion. Infants are amazing and
active learners — through understanding of people, objects, memory, and
communication. Before Piaget, many experts assumed that babies did not
yet learn or think. How wrong they were!

WHAT HAVE YOU LEARNED?

1. What aspects of language develop in the first year?

2. When does vocabulary develop slowly and when does it develop quickly?

3. What is typical of the first words that infants speak?

4. What indicates that toddlers use some grammar?

5. According to behaviorism, how do adults teach infants to talk?

6. According to sociocultural theory, why do infants try to communicate?
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7. Do people really have a language acquisition device?

8. Why do developmentalists accept several theories of language development?
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Chapter 6 Review

SUMMARY

The Eager Mind

1. Infants learn so quickly that developmentalists now suggest that
some basic understanding is programmed into the brain — no
experience necessary.

2. All of the possible sounds of human languages are heard by
infants. This ability decreases as babies become more attuned to
whatever languages they hear.

3. Infants observe events and people to learn what merits their
attention. Face recognition seems to be an inborn ability that is
refined by experience.

4. Information-processing theory, which looks at each step of the
thinking process, helps researchers understand that every moment
of experience aids cognition, enhanced by the innate programming
of the infant mind.

5. Evolutionary theory is also relevant, as it emphasizes the basic
cognitive capacities that humans have needed to survive. The
emphasis is not only on inborn cognitive structures but also on
plasticity, which allows each infant to adapt to the environment.

6. Infant memory is fragile but not completely absent. Reminder
sessions help trigger memories, and young brains learn motor
sequences and respond to repeated emotions (their own and those
of other people) long before explicit memory.

Piaget’s Sensorimotor Intelligence
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7. Piaget realized that very young infants are active learners who seek
to understand their complex observations and experiences. The six
stages of sensorimotor intelligence involve early adaptation to
experience.

8. Sensorimotor intelligence begins with reflexes and ends with
mental combinations. The six stages occur in pairs, with each pair
characterized by a circular reaction.

9. Infants first react to their own bodies (primary), then respond to
other people and things (secondary), and finally, in the stage of
tertiary circular reactions, infants become more goal-oriented,
creative, and experimental as “little scientists.”

10. Infants gradually develop an understanding of objects. According
to Piaget’s classic experiments, infants understand object
permanence and begin to search for hidden objects at about 8
months. Newer research finds that Piaget underestimated infant
cognition.

Language: What Develops in the First Two Years?

11. Attempts to communicate are apparent in the first weeks and
months, beginning with noises, facial expressions, and avid
listening. Infants babble at about 6 months, understand words and
gestures by 10 months, and speak their first words at about 1 year.

12. Vocabulary builds slowly until the infant knows approximately 50
words. Then the naming explosion begins. Grammar is evident in
the first holophrases. Combining words in proper sequence is
further evidence that babies learn grammar as well as vocabulary.

13. Toward the end of the second year, toddlers express wishes and
emotions in short sentences. Variation is evident, in part because of
caregiver attention. Some babies are already bilingual.
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14. Theories differ in explaining how infants learn language —
whether infants must be taught, or that social impulses foster
language learning, or that brains are genetically attuned to
language as soon as the requisite maturation occurs.

15. Each theory of language learning is confirmed by research.
Developmental scientists find that many parts of the brain, and
many strategies for learning, result in early language
accomplishments.

KEY TERMS

sensorimotor intelligence
primary circular reactions
secondary circular reactions
object permanence
tertiary circular reactions
“little scientist”
babbling
holophrase
naming explosion
grammar
mean length of utterance (MLU)
language acquisition device (LAD)

APPLICATIONS

1. Elicit vocalizations from an infant — babbling if the baby is under age
1, using words if the baby is older. Write down all of the baby’s
communication for 10 minutes. Then ask the primary caregiver to elicit
vocalizations for 10 minutes, and write these down. What differences
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are apparent between the baby’s two attempts at communication?
Compare your findings with the norms described in the chapter.

2. Many educators recommend that parents read to babies every day, even
before 1 year of age. What theory of language development does this
reflect and why? Ask several parents whether they did so, and why or
why not.

3. Test a toddler’s ability to pretend and to imitate, as Piaget would
expect. Use a doll or a toy car and pretend with it, such as feeding the
doll or making the car travel. Then see whether the child will do it. This
experiment can be more elaborate if the child succeeds.

Especially For ANSWERS

Response for Educators (from p. 145): Probably both. Infants love to
communicate, and they seek every possible way to do so. Therefore, the
teachers should try to understand the baby and the baby’s parents, but they
should also start teaching the baby the majority language of the school.

Response for Parents (from p. 153): Both decisions should be made within
the first month, during the stage of reflexes. If parents wait until the infant is
4 months or older, they may discover that they are too late. It is difficult to
introduce a bottle to a 4-month-old who has never sucked on an artificial
nipple or a pacifier to a baby who has already adapted the sucking reflex to a
thumb.

Response for Parents (from p. 155): It is easier and safer to babyproof the
house because toddlers, being “little scientists,” want to explore. However, it
is important for both parents to encourage and guide the baby. If having
untouchable items prevents a major conflict between the adults, that might be
the best choice.
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Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 150): The mobile is a good addition
— colorful and too high for the baby to reach. (Let’s hope it is securely
fastened and those strings are strong and tight!) But there are two things that
are not what a cognitive developmentalist would recommend. First, the crib
and the wall are both plain white, limiting what the baby can focus on, and
second, the crib bumper is a SIDS risk.

Answer to Observation Quiz (from p. 161): Not social interaction, not
talking. Instead, all quietly stare at sky and terrain; awe of nature may be a
family value. Hierarchy and gender seem significant: The father is distant
and above all, the mother is busy, the children are below the parents. Do only
males wear hats?

Visualizing Development

Early Communication and Language
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Description
A Visualizing Development page shows three sections. A header reads, Early
Communication and Language. Below this, the first section reads Communication
Milestones: The First Two YearsThese are norms. Many intelligent and healthy
babies vary in the age at which they reach these milestones. The months and the
communication milestones are listed below.0 months - Reflexive communication m
dash cries, movements, facial expressions1 months - Recognizes some sounds;
Makes several different cries and sounds; Turns toward familiar sounds3 months - A
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range of meaningful noises m dash cooing, fussing, crying, laughing; Social smile
well established; Laughter begins Imitates movements; Enjoys interaction with
others.6 months - New sounds, including squeals, growls, croons, trills, vowel
sounds; Meaningful gestures including showing excitement (waving arms and legs);
Deaf babies express their first signs; Expresses negative feelings (with face and
arms); Capable of distinguishing emotion by tone of voice; Responds to noises by
making sounds; Uses noise to express joy and unhappiness; Babbles, including both
consonant and vowel sounds repeated in syllables.10 months - Makes simple
gestures, like raising arms for open quotes pick me up close quotes; Recognizes
pointing; Makes a sound (not in recognizable language) to indicate a particular thing;
Responds to simple requests.12 months - More gestures, such as shaking head for
open quotes no close quotes; Babbles with inflection, intonation Names familiar
people (like open quotes mama, close quotes open quotes dada, close quotes open
quotes nana close quotes); Uses exclamations, such as open quotes uh-oh! Close
quotes; Tries to imitate words; Points and responds to pointing; First spoken
words.18 months - Combines two words (like open quotes Daddy bye-bye close
quotes); Slow growth of vocabulary, up to about 50 words; Language use focuses on
10-30 holophrases; Uses nouns and verbs; Uses movement, including running and
throwing, to indicate emotion; Naming explosion may begin, three or more words
learned per day; Much variation: Some toddlers do not yet speak.24 months -
Combines three or four words together; half the toddler’s utterances are two or more
words long; Uses adjectives and adverbs (open quotes blue, close quotes open quotes
big, close quotes open quotes gentle close quotes); Sings simple songs.The second
section reads, Universal First Words. The introductory text reads, Across cultures,
babies’ first words are remarkably similar. The words for mother and father are
recognizable in almost any language. Most children will learn to name their
immediate family and caregivers between the ages of 12 and 18 months.Below a
photo shows a mother and a child; the mother is teaching the child how to give a
flying kiss by keeping her hand on her mouth, the child imitates the same. Two
callouts point to the child and the callout lists how the words mother and father are
spoken in 11 languages.The variations are listed below:English: mama, mommy;
dada. DaddySpanish: mama; papaFrench: maman, mama; papaItalian: mamma;
bebbo, papaLatvian: mama; te-teSyrian Arabic: mama; babeBantu: be-mama;
taataSwahili: mama; babaSanskrit: nana; tataHebrew: ema; abbaKorean: oma;
apaThe third second section reads, Mastering Language. The introductory text reads,
Children’s use of language becomes more complex as they acquire more words and
begin to master grammar and usage. A child’s spoken words or sounds (utterances)
are broken down into the smallest units of language to determine their length and
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CHAPTER 7 The First Two Years: Psychosocial
Development
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✦ Emotional Development
Early Emotions
Toddlers’ Emotions
Temperament
INSIDE THE BRAIN: The Growth of Emotions

✦ The Development of Social Bonds
Synchrony
Attachment
A VIEW FROM SCIENCE: Measuring Attachment
A CASE TO STUDY: Can We Bear This Commitment?
Social Referencing
Fathers as Social Partners

✦ Theories of Infant Psychosocial Development
Psychodynamic Theory
Behaviorism
Cognitive Theory
Evolutionary Theory

✦ Who Should Care for Babies?
Complications of Interpretation
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Exclusive Mother-Care
OPPOSING PERSPECTIVES: Why Doesn’t Everyone Agree?
Problems with Nonmaternal Care
Cohort Differences

✦ CAREER ALERT: The Pediatrician and the Pediatric Nurse
✦ VISUALIZING DEVELOPMENT: Developing Attachment

What Will You Know?

1. Does a difficult newborn become a difficult child?
2. What do infants do if they are securely attached to their caregivers?
3. Is it ideal for infants to be cared for exclusively by their mothers?

My daughter Bethany came to visit her newest nephew, 7-month-old
Isaac. She had visited him many times before, expressing joy and
excitement with her voice, face, and hands. At 3 months, he always
responded in kind, with big smiles and waving arms. Not surprising:
Mutual delight is typical for babies and aunts. But at 7 months, Bethany
approached and Isaac turned away, nuzzling into his mother. Later
Bethany tried again, and this time he kept looking and smiling.

“You like me now,” she said.

“He always liked you; he was just tired,” said Elissa, his mother.

“I know,” Bethany told her. “I didn’t take it personally.”

I appreciated both daughters. Elissa sought to reassure Bethany, and
Bethany knew that Isaac’s reaction was not really to her. But the person I
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appreciated most was Isaac, responsive to people as well-loved babies
should be, but newly wary and seeking maternal comfort. Emotions
change month by month in the first two years; ideally caregivers adjust.

We open this chapter by tracing infants’ emotions as their brains mature
and their experiences accumulate. Next we explore caregiver–infant
interaction, particularly synchrony, attachment, and social referencing, and
some theories that explain those developments.

Finally, we explore a controversy: Who should care for infants? Only
mothers, or should other relatives, nannies, and day-care teachers provide
major care? Families and cultures answer this question in opposite ways.
Fortunately, as this chapter explains, despite diversity of temperament and
caregiving, most infants develop well, as long as their basic emotional
needs are met. Isaac, Elissa, and Bethany continue to thrive.
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Emotional Development
Psychosocial development during infancy can be seen as two interwoven

strands — nature/nurture, or universal/particular, or experience-
expectant/experience-dependent. To portray these strands with words in a
book, we must pull them apart; so this chapter is a zigzag, turning from
universal to particular again and again.

Early Emotions
We begin with universal: In their first two years, all infants progress from
reactive pain and pleasure to complex patterns of socioemotional
awareness, a movement from basic instincts to learned responses (see At
About This Time).

AT ABOUT THIS TIME Developing Emotions

Birth Distress; contentment

6 weeks Social smile

3 months Laughter; curiosity

4 months Full, responsive smiles

4–8
months

Anger

9–14
months

Fear of social events (strangers, separation from
caregiver)

12 months Fear of unexpected sights and sounds
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18 months Self-awareness; pride; shame; embarrassment

As always, culture and experience influence the norms of development. This is
especially true for emotional development after the first 8 months.

At first, comfort predominates: Newborns are happy and relaxed when fed
and drifting off to sleep. Discomfort is also part of daily life: Newborns
cry when they are hurt or hungry, tired or frightened (as by a loud noise or
a sudden loss of support).

By the second week, some infants have bouts of uncontrollable crying,
called colic, probably the result of immature digestion. Others have reflux,
probably the result of immature swallowing. About 20 percent of babies
cry “excessively,” defined as more than three hours a day, more than three
days a week, for more than three weeks (J. Kim, 2011).

Fortunately, early emotions are universal and do not predict later life. A
longitudinal study of 291 infants found that, by age 2, infants with colic
were no more likely to have behavioral problems than those without (Bell
et al., 2018).

Smiling and Laughing
Soon, crying decreases and additional emotions become recognizable.
Happiness is expressed by a fleeting social smile, evoked by a human face
at about 6 weeks (Wörmann et al., 2012).

social smile
A smile evoked by a human face, normally first evident in infants about 6 weeks after
birth.
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Preterm babies smile later because the social smile is affected by age since
conception, not age since birth (White-Traut et al., 2018). In other words,
the social smile is another universal — all babies do it when they are old
enough.

Laughter builds over the first months, often in tandem with curiosity: A
typical 6-month-old chortles upon discovering new things, particularly
social experiences that balance familiarity and surprise, such as Daddy
making a funny face. That is what Piaget would call “making interesting
experiences last.” Very young infants prefer seeing happy faces over sad
ones, even if the happy faces are not looking at them (Kim & Johnson,
2013).

Soon happiness becomes more discriminating. In one study, infants first
enjoyed a video of dancing to music as it normally occurs, on the beat.
Then some watched a video in which the soundtrack was mismatched with
dancing. Eight- to 12-month-old babies, compared to younger ones, were
quite curious — but less delighted — about offbeat dancing. The
researchers came to the conclusion that “babies know bad dancing when
they see it” (Hannon et al., 2017).

Anger and Sadness
Crying in pain and smiling in pleasure are soon joined by emotions that
are more responsive to external experience. Anger is notable at 6 months,
usually triggered by frustration.

For example, to study infant emotions, researchers “crouched behind the
child and gently restrained his or her arms for 2 min[utes] or until 20
s[econds] of hard crying ensued” (Mills-Koonce et al., 2011, p. 390).
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“Hard crying” was not rare: Infants hate to be strapped in, caged in, closed
in, or just held in place when they want to explore.

In infancy, anger is a healthy response to frustration, unlike sadness, which
also may appear in the first months (Thiam et al., 2017). Sadness indicates
withdrawal instead of a bid for help, and it is accompanied by a greater
increase in the body’s production of cortisol. For that reason,
developmentalists are troubled if a very young baby is sad.

Developmentally Correct     Both Santa’s smile and Olivia’s grimace are
appropriate reactions for people of their age. Adults playing Santa must smile no
matter what, and if Olivia smiled, that would be troubling to anyone who knows
about 7-month-olds. Yet every Christmas, thousands of parents wait in line to put
their infants on the laps of oddly dressed, bearded strangers.

Fear
Fear begins with events, such as fear of falling or of loud noises, but soon
it involves human interaction. Two kinds of social fear are typical:

Separation anxiety — clinging and crying when a familiar caregiver
is about to leave. Some separation anxiety is normal at age 1,
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intensifies by age 2, and then usually subsides.
Stranger wariness — fear of unfamiliar people, especially when
they move too close, too quickly. Wariness indicates memory: When
Isaac hesitated at seeing Bethany, that meant his memory was
maturing.

separation anxiety
An infant’s distress when a familiar caregiver leaves; most obvious between 9 and 14
months.
stranger wariness
An infant’s expression of concern — a quiet stare while clinging to a familiar person, or a
look of fear — when a stranger appears.

Many 1-year-olds are wary of anything unexpected, from a flush of the
toilet to the pop of a jack-in-the-box, from closing elevator doors to the
tail-wagging approach of a dog. With repeated experience and
reassurance, older infants might enjoy flushing the toilet (again and again)
or calling the dog (crying if the dog does not come). Note the transition
from instinct to learning to thought (Panksepp & Watt, 2011).

 Especially for Nurses and Pediatricians: Parents come to you concerned
that their 1-year-old hides her face and holds onto them tightly whenever a
stranger appears. What do you tell them? (see response, page 191)

If separation anxiety and stranger fear remain intense after age 3,
impairing a child’s ability to leave home, to go to school, or to play with
other children, that is an emotional disorder. According to DSM-5,
separation anxiety becomes a disorder when it lingers into childhood or
adolescence (American Psychiatric Association, 2013); some clinicians
diagnose it in adults, as well (Bögels et al., 2013). Likewise, stranger
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wariness may continue, becoming social phobia or general anxiety later on
(Rudaz et al., 2017).

Toddlers’ Emotions
Emotions take on new strength during toddlerhood, as both memory and
mobility advance. For example, throughout the second year and beyond,
anger and fear become less frequent but more focused, targeted toward
infuriating or terrifying experiences. Similarly, laughing and crying are
louder and more discriminating.

Empathy Wins     Crying babies whose caregivers empathize often become confident,
accomplished, and caring children. Sleep deprivation makes anyone unhappy, but this man’s
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response is much better for both of them than anger or neglect.

Temper Tantrums
The new strength of emotions is apparent in temper tantrums. Toddlers are
famous for fury. When something angers them, they might yell, scream,
cry, hit, and throw themselves on the floor. Logic is beyond them: If adults
tease or get angry, that makes it worse. Parental insistence on obedience
exacerbates the tantrum (Cierpka & Cierpka, 2016).

One child said, “I don’t want my feet. Take my feet off. I don’t want my
feet.” Her mother tried logic, which didn’t work, and then offered to get
scissors and cut off the offending feet. A new wail erupted, with a loud
shriek “Nooooo!” (Katrina, quoted in Vedantam, 2011).

With temper tantrums, soon sadness comes to the fore. Then comfort —
not punishment — is helpful (Green et al., 2011). Outbursts of anger are
typical at age 1 and 2, but if they persist and become destructive, that
signifies trouble, in parent or child (Cierpka & Cierpka, 2016).

As with these examples, a toddler’s innate reactions may evolve into
moral values and psychic responses, with specifics depending on parents
and experiences. For example, many children take off their clothes in
public, unaware that nakedness is taboo. Children are born curious and
uninhibited: Shame and self-consciousness are learned.

Self and Others
Temper can be seen as an expression of selfhood, as can other common
toddler emotions: pride, shame, jealousy, embarrassment, disgust, and
guilt. These emotions may begin with inborn sensitivities, but they involve
social awareness.
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Such awareness typically emerges from family interaction, especially the
relationship between caregiver and baby. For instance, in a study of infant
jealousy, mothers ignored their own baby and attended to another infant.
That made the babies move closer to their mothers, bidding for attention.
Their brain activity also registered social emotions (Mize et al., 2014).

THINK CRITICALLY: Which does your culture consider more annoying,
people who brag or people who put themselves down?

Positive emotions also show social awareness and learning. Most toddlers
try to help a stranger who has dropped something or who is searching for a
hidden object. Their response seems to be natural empathy, quite apart
from any selfish motives (Warneken, 2015).

Over time, children learn when and whom to help by watching adults.
Some adults donate to beggars, others look away, and still others complain
to the police. Attitudes about ethnicity (or immigration, or clothing) begin
with the infant’s preference for the familiar and interest in novelty, and
then upbringing adds appreciation or rejection.

Recognizing the Self
In addition to social awareness, another foundation for emotional growth
is self-awareness, the realization that one’s body, mind, and activities are
distinct from those of other people (Kopp, 2011). Closely following the
new mobility that results from walking is an emerging sense of
individuality.

self-awareness
A person’s realization that he or she is a distinct individual whose body, mind, and actions
are separate from those of other people.
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VIDEO ACTIVITY: Self-Awareness and the Rouge Test shows the famous
assessment of how and when self-awareness appears in infancy.

In a classic experiment (Lewis & Brooks, 1978), 9- to 24-month-olds
looked into a mirror after a dot of rouge had been surreptitiously put on
their noses. If they reacted by touching the red dot on their noses, that
meant they knew the mirror showed their own faces. None of the babies
younger than 12 months did that, although they sometimes smiled and
touched the dot on the “other” baby in the mirror.

Between 15 and 24 months, babies become self-aware, touching their own
red noses with curiosity and puzzlement. Self-recognition in the
mirror/rouge test (and in photographs) usually emerges with two other
advances: pretending and using first-person pronouns (I, me, mine, myself,
my) (Lewis, 2010).
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My Finger, My Body, and Me     Mirror self-recognition is particularly important in her case,
as this 2-year-old has a twin sister. Parents may enjoy dressing twins alike and giving them
rhyming names, but each baby needs to know she is an individual, not just a twin.

This illustrates the interplay of infant abilities — walking, talking, social
awareness, and emotional self-understanding all combine to make the 18-
month-old quite unlike the 8-month-old. Timing and expression are
affected by the social context (Ross et al., 2017).

Some cultures value independence and others do not, and values differ
among individuals as well. If you asked a toddler to put away some toys
and were told “No,” would you be angry or amused? Your answer reflects
your culture; babies learn to reflect that as well.

Temperament
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The early emotions are universal, but the intensity of those emotions
reflects temperament. That varies from one baby to the next.

Temperament is defined as the “biologically based core of individual
differences in style of approach and response to the environment that is
stable across time and situations” (van den Akker et al., 2010, p. 485).
“Biologically based” means temperament begins with genes.

temperament
Inborn differences between one person and another in emotions, activity, and self-
regulation. It is measured by the person’s typical responses to the environment.

Are babies really born with different temperaments? Yes! One team
recorded the tone, duration, and intensity of infant cries after the first
inoculation, before much experience outside the womb. Cries at this very
early stage correlated with later temperament: Those who screamed
loudest and longest became quickest to protest later on (Jong et al., 2010).

Dimensions of Temperament
In laboratory studies of temperament, 4-month-old infants might see
spinning mobiles or hear unusual sounds, and older babies might confront
a clown who approaches quickly. During such experiences, some children
laugh, some cry, and others are quiet.
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Feliz Navidad     Not only is every language and culture distinct, but each individual also has
his or her own temperament. Here children watch the Cortylandia Christmas show in Madrid,
Spain, where the Christmas holiday begins on December 24 and lasts through January 6,
which is Three Kings Day. As you see from the fathers and children, each person has his or
her own reaction to the same event.

 Observation Quiz: What indicates that each father has his own child on his
shoulders?  (see answer, page 192)

A summary of research (Lengua et al., 2019) reports a general agreement
among scientists that three distinct aspects of temperament are apparent in
infants:

Effortful control (regulating attention and emotion, self-soothing)
Negative mood (fearful, angry, unhappy)
Exuberance (active, social, not shy)
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Temperament is not the same as personality, although temperament may
lead to personality differences. Together, they make us “who we are”
(Rothbart, 2011). Generally, personality traits (e.g., honesty and humility)
are learned, whereas temperamental traits (e.g., shyness and aggression)
are genetic.

Of course, nature and nurture always interact. For both temperament and
personality, family influences are powerful: While parents affect their
children in temperament and personality, children also affect their parents
(Lengua et al., 2019).

In general, infants with difficult temperaments are more likely than other
babies to develop emotional problems, especially if their mothers had a
difficult pregnancy and were depressed or anxious caregivers (Garthus-
Niegel et al., 2017). In that case, the difficult baby affects the stressed
parent, and vice versa.

Temperament Over the Years
One longitudinal study analyzed temperament at least eight times, in
infancy, early childhood, middle childhood, adolescence, and adulthood.
The scientists designed laboratory experiments to evoke emotions
appropriate for the age of the participants, collected detailed reports from
mothers and later from participants themselves, and gathered
observational data and physiological evidence, including brain scans (Fox
et al., 2001, 2005, 2013; Williams et al., 2010; Jarcho et al., 2013;
Shechner et al., 2018).

In early childhood, change was most likely for the inhibited, fearful
infants and least likely for the exuberant ones (see Figure 7.1). Why was
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that? Do some parents coax frightened infants to be brave, letting
exuberant babies stay happy?

FIGURE 7.1

Do Babies’ Temperaments Change?     Sometimes it is possible — especially if
they were fearful babies. Adults who are reassuring help children overcome
fearfulness. If fearful children do not change, it is not known whether that’s
because their parents are not sufficiently reassuring (nurture) or because the
babies themselves are temperamentally more fearful (nature).

Data from Fox et al., 2001.

Description
This figure includes two pie charts. The first is labeled Inhibited (fearful) at 4
months and then. The chart finishes the sentence in three ways. 44% of
children a re variable (sometimes fearful, sometimes not). 42% of children
are fearful at 9, 14, 24, and 48 months. And 12% of children are positive
(every later time). The second chart is labeled positive (exuberant) at 4
months and then. The chart finishes the sentence in three ways. 80% of
children are positive at 9 14, 24, and 48 months. 15% of children are variable
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(sometimes positive, sometimes not). And 5% of children are fearful (every
later time).

 Especially for Nurses: Parents come to you with their fussy 3-month-old.
They have read that temperament is “fixed” before birth, and they are worried
that their child will always be difficult. What do you tell them? (see response,
page 191)

When the fearful children grew up, about half were still fearful. The half
who overcame their anxiety had more activation in another part of the
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brain (the anterior cingulate cortex), which signals safety (Shechner et al.,
2018).

Perhaps if fearful infants were quickly reassured by their caregivers, a
neurological link formed between fear and comfort. Then, when anxiety
rose later in life, the brain automatically counteracted it.

The researchers found unexpected gender differences. As teenagers,
formerly inhibited boys had relatively high rates of drug abuse, but the
opposite was found for inhibited girls (Williams et al., 2010). A likely
explanation is cultural: Shy boys use drugs to mask their social anxiety,
but shy girls may be more accepted as they are. Other research also finds
that shyness is more stable in girls than boys (Poole et al., 2017).

Brain Variations
You read earlier that temperament is “biologically based.” This means that
brain maturation is crucial for emotional development, particularly for
emotions that respond to other people.

Experience connects the amygdala and the prefrontal cortex (van Goozen,
2015), teaching infants to align their own feelings with those of their
caregivers (Missana et al., 2014). Joy, fear, and excitement become shared,
mutual experiences — as anyone who successfully makes a baby laugh
knows.

Essentially, connections between innate emotional impulses from the
amygdala and experience-based learning shows “dramatic age-dependent
improvement,” with genes, prenatal influences, and early caregiving all
affecting brain growth (Gao et al., 2017, p. 180). Infant experience leads
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to adult reactions: If you know someone who cries, laughs, or angers
quickly, ask about their first two years of life.

All social emotions, particularly sadness and fear, affect the hormones and
hence the brain (see Inside the Brain). Caregiving matters. Sad and angry
infants whose mothers are depressed become fearful toddlers and
depressed children (Dix & Yan, 2014).

Abuse and unpredictable responses from caregivers are likely among the
“early adverse influences [that] have lasting effects on developing
neurobiological systems in the brain” (van Goozen, 2015, p. 208). Even
worse is a lack of any social responses: That leads to significant brain
shrinkage (Marshall, 2014; Sheridan et al., 2018). In-depth studies of the
brain and emotions confirm this.

 INSIDE THE BRAIN

The Growth of Emotions
As you read in Chapter 5, the regions of the brain that comprise the limbic system
are particularly crucial in emotional development. Depending on past experience,
some adults have an unusually large amygdala and small hippocampus. For this,
caregiving matters.

An example of the connection between the brain and caregiving came from a study
of “highly reactive” infants (i.e., those whose brains naturally reacted with intense
fear, anger, and other emotions). Highly reactive 15-month-olds with responsive
caregivers (not hostile or neglectful) became less fearful, less angry, and so on.

By age 4, they were able to regulate their emotions, presumably because they had
developed neurological links between brain excitement and emotional response. By
contrast, highly reactive toddlers with less responsive caregivers were often
overwhelmed by later emotions (Ursache et al., 2013).
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Differential susceptibility is apparent: Innate reactions and caregiver actions together
sculpt the brain. Both are affected by culture: Some parents are especially
sympathetic to distress, while others ignore crying. Caregiver responses are crucial
in infancy, even though the emotional manifestations are more apparent later on
(Cole & Hollenstein, 2018).

Genes and prenatal influences on the brain are evident. Some fetuses are exposed to
toxic drugs; some inherit genes that make them vulnerable to autism spectrum
disorder; some preterm newborns spend their early days in the hospital. For all such
infants, postnatal experiences are crucial for emotional development in the brain
(Gao et al., 2017; White-Traut et al., 2018) (see Figure 7.2).

FIGURE 7.2

Seven Arrows Pointing Up     This figure is intended to show the ongoing
development of the brain. Prenatal, genetic, and experiential influences continue
lifelong.

Description
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This illustration shows several arrows indicating how normal brain development occurs
from birth as people age. Two arrows indicate prenatal dispositions, with one passing by
environmental influences and the other passing by genetic influences. Both pathways are
influenced by optimal intervention. The combination of all of these factors all lead to
normal brain development.

The social smile, for instance, is fleeting when 2-month-olds see almost any face. As
the brain develops and experience builds, infants smile more quickly at a familiar
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caregiver than a stranger, and more at responsive, smiling caregivers than at less
interactive caregivers. When neurons repeatedly fire together, the dendrites become
closely connected, with one quickly triggering another. Even at 2 months, experience
matters.

In classic research, the brains of infant mice released more serotonin when their
mothers licked them. That not only increased the mouselings’ pleasure but also
started epigenetic responses, reducing cortisol from brain and body, including the
adrenal glands. The effects were lifelong; those baby mice became smarter and more
social adults, with larger brains.

That research with mice has been replicated and extended. Neuroscientists are awed
by the early “remarkable capacity for plastic changes that influence behavioural
outcomes throughout the lifetime” (Kolb et al., 2017, p. 1218).

Too much fear and stress harms the hippocampus and hypothalamus, which then
grow more slowly. If infants are maltreated, they develop abnormal responses to
stress, anger, and other emotions, apparent in many brain areas (hypothalamus,
amygdala, hippocampus, prefrontal cortex) (Bernard et al., 2014; Cicchetti, 2013a).

The immune system is also impaired (Hostinar et al., 2018). Consequently, abused
children may become sickly, slow-thinking adults with erratic emotions, because of
what has happened inside their brains decades earlier.

WHAT HAVE YOU LEARNED?

1. What experiences trigger happiness, anger, and fear?

2. How do emotions differ between the first and second year of life?

3. What is the significance of how toddlers react to seeing themselves in a mirror?

4. What is the difference between temperament and personality?

5. How do temperamental traits affect later behavior?
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The Development of Social
Bonds

Now we return to what is universally true. Humans are, by nature,
social creatures. The specifics of social interaction during infancy
depend on the age of the baby, with synchrony, attachment, and social
referencing each evident in sequence during the first two years of life.

Synchrony
Early parent–infant interactions are described as synchrony, a mutual
exchange with split-second timing. Metaphors for synchrony are often
musical — a waltz, a jazz duet — to emphasize that each partner must
be attuned to the other, with moment-by-moment responses. Synchrony
increases over the first year.

synchrony
A coordinated, rapid, and smooth exchange of responses between a caregiver and an
infant.

To be specific, long before they can reach out and grab, infants respond
excitedly to caregiver attention by waving their arms. Adults with
animated expressions move close so that a waving arm can touch a face
or, even better, a hand can grab hair. This is the eagerness to “make
interesting events last” that was described in Chapter 6.

CHAPTER APP 7

 Red Rover

IOS:
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https://tinyurl.com/nasyoxg
RELEVANT TOPIC:
Psychosocial development and the caregiver–infant bond

This free location-based app and private social network helps parents connect
with friends and members of their community to find kid-friendly activities,
restaurants, museums, and even clean bathrooms. Fun features include location
sharing, Facebook and Twitter sharing, photo sharing, and one-touch emergency
management.

Synchronizing adults open their eyes wide, raise their eyebrows, smack
their lips, and emit nonsense sounds. Hair-grabbing might make adults
bob their heads back and forth, in a playful attempt to shake off the
grab, to the infants’ joy. Over time, an adult and an infant might
develop a routine of hair-grabbing in synchrony.

Another adult–infant pair might develop another routine, perhaps with
hand-clapping, or lip-smacking, or head-turning. Synchrony may
become a mutual dance, with both knowing the steps. Often mothers
and infants engage in “social games,” which are routines passed down
from adult to infant in that culture. Social games soon become
synchronized, with the infant anticipating and reacting to each move
(Markova, 2018).

Both Partners Active
Direct observation reveals synchrony; anyone can see it when watching
a caregiver play with an infant who is far too young to talk. Adults
rarely smile much at newborns until that first social smile, weeks after
birth. Smiling is like a switch that lights up the adult and the baby. Soon
both partners synchronize smiles, eyes, noises, and movements.

https://tinyurl.com/nasyoxg
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Detailed research, typically with two cameras, one focused on the infant
and one on the caregiver, examines the timing of every millisecond of
arched eyebrows, widening eyes, pursed lips, and so on. That confirms
the tight relationship between adult and infant (Messinger et al., 2010).

Physiological measures, such as heart rate and brain waves, also
measure synchrony. This reveals how maternal depression leads to
infant depression — the baby picks up on the mother’s responses (Atzil
et al., 2014).

In every interaction, infants read others’ emotions and develop social
skills, taking turns and watching expressions. Synchrony usually begins
with adults imitating infants (not vice versa), responding to barely
perceptible facial expressions and body motions (Beebe et al., 2016).
This helps infants connect their internal state with expressions and
behavior.

Open Wide     Synchrony is evident worldwide. Everywhere, babies watch their parents
carefully, hoping for exactly what these three parents — each from quite different cultures
— express, and responding with such delight that adults relish these moments.

Neglected Synchrony
Experiments involving the still-face technique suggest that synchrony
is experience-expectant (needed for normal brain growth) (Tronick,
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1989; Tronick & Weinberg, 1997; Hari, 2017). [Life-Span Link:
Experience-expectant and experience-dependent brain functions are
described in Chapter 5.]

still-face technique
An experimental practice in which an adult keeps his or her face unmoving and
expressionless in face-to-face interaction with an infant.

In still-face studies, at first an infant is propped in front of an adult who
responds normally. Then, on cue, the adult stops all expression, staring
quietly with a “still face” for a minute or two.

Sometimes by 2 months, and clearly by 6 months, infants are upset
when their parents are unresponsive. Babies frown, fuss, drool, look
away, kick, cry, or suck their fingers. By 5 months, they also vocalize,
as if to say, “React to me!”

Synchrony is experience-expectant, not simply experience-dependent.
Responsiveness aids psychosocial and biological development, evident
in heart rate, weight gain, and brain maturation.

THINK CRITICALLY: What will happen if no one plays with an infant?

One study looked in detail at 4-month-old infants during and
immediately after a still-face episode (Montirosso et al., 2015). The
researchers found three clusters: “socially engaged” (33 percent),
“disengaged” (60 percent), and “negatively engaged” (7 percent).
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When the mothers were still-faced, the socially engaged babies
remained active, looking around at other things, apparently expecting
that the caregivers would soon resume connection. When the still face
was over, they quickly reengaged.

By contrast, the disengaged group became passive, looking sad. When
the still face was over, they did not quickly return to normal. Finally, the
negatively engaged babies were upset and angry, crying during and
after the still face.

The mothers of each type differed in how they played with their infants
before and after the still face. The socially engaged mothers matched
the infants’ actions (bobbing heads, opening mouth, and so on), but the
negatively engaged mothers almost never matched and sometimes
expressed anger — not sympathy — when the baby cried (Montirosso
et al., 2015).

Attachment
Responsive and mutual relationships are important throughout
childhood and beyond. However, once infants can walk, the moment-
by-moment, face-to-face synchrony is less common. Instead,
attachment — the connection between one person and another,
measured by how they respond to each other — comes to the fore. Two
signs indicate attachment: contact-maintaining and proximity-seeking.

attachment
According to Ainsworth, “an affectional tie” that an infant forms with a caregiver — a
tie that binds them together in space and endures over time.
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Research on mother–infant attachment began with John Bowlby (1983)
in England and Mary Ainsworth (1967) in Uganda. Over the past four
decades, attachment has been studied on every continent and in
virtually every nation, in both atypical populations (e.g., infants with
Down syndrome or autism spectrum disorder) and typical ones, with
fathers and others, not just mothers.

Attachment is lifelong, beginning before birth and influencing
relationships during early and late childhood, adolescence, and
adulthood (e.g., Simpson & Rholes, 2015; Grossmann et al., 2014; Tan
et al., 2016; Hunter & Maunder, 2016). Developmentalists are
convinced that attachment is basic to the survival of Homo sapiens,
with the manifestation dependent on culture and the age of the person.

VIDEO ACTIVITY: Mother Love and the Work of Harry Harlow features
classic footage of Harlow’s research, showing the setup and results of his famous
experiment.

Thus, attachment is a universal; expression is particular. For instance,
Ugandan mothers never kiss their infants, but they often massage them,
contrary to Westerners. American adults may phone their mothers every
day — even when the mothers are a thousand miles away. Or attached
family members may all sit in the same room of a large house, each
reading quietly, speaking only a few words every so often. All of these
signify attachment.
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Same or Different?     A theme of this chapter is that babies and mothers are the same
worldwide, yet dramatically different in each culture. Do you see more similarities or
differences between the Huastec mother in Mexico (left), the mothers waiting in a clinic in
Uganda (middle), and supermodel Gisele Bündchen in Boston, Massachusetts (right)?
(Her husband is Tom Brady, star quarterback of the New England Patriots.)

Attachment is mutual. During infancy, caregivers often keep a watchful
eye on their baby, initiating contact with expressions, gestures, and
sounds. Before going to sleep at midnight they might tiptoe to the crib
to gaze at their sleeping infant, or, in daytime, absentmindedly smooth
their toddler’s hair.

For their part, 1-year-olds look to their caregivers. Their attachment is
physical: They grab a hand, a leg, a sleeve.

Secure and Insecure Attachment
Attachment is classified into four types: A, B, C, and D (see Visualizing
Development, page 193). Infants with secure attachment (type B) feel
comfortable and confident. The caregiver is a base for exploration,
providing assurance and enabling discovery.

secure attachment
A relationship in which an infant obtains both comfort and confidence from the
presence of his or her caregiver.
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A securely attached toddler might, for example, scramble down from
the caregiver’s lap to play with an intriguing toy but periodically look
back and vocalize (contact-maintaining) or bring the toy to the
caregiver for inspection (proximity-seeking).

The caregiver’s presence gives the child courage to explore; departure
causes distress; return elicits positive contact (such as smiling or
hugging) and then more playing. This balanced reaction — the child
concerned but not overwhelmed by comings and goings — indicates
security.

By contrast, insecure attachment (types A and C) is characterized by
fear, anxiety, anger, or indifference. Some insecurely attached children
play independently without seeking contact; this is insecure-avoidant
attachment (type A). The opposite reaction is insecure-
resistant/ambivalent attachment (type C). Children with type C cling
to their caregivers and are angry at being left.

insecure-avoidant attachment
A pattern of attachment in which an infant avoids connection with the caregiver, as
when the infant seems not to care about the caregiver’s presence, departure, or return.
insecure-resistant/ambivalent attachment
A pattern of attachment in which an infant’s anxiety and uncertainty are evident, as
when the infant becomes very upset at separation from the caregiver and both resists
and seeks contact on reunion.

Infants may be securely or insecurely attached to mothers, fathers, or
other caregivers — sometimes just to one person, sometimes to several.
Is secure attachment innate? Are difficult children always insecurely
attached? No. Every baby seeks attachment: Temperament may affect
the expression, but not the need (Groh et al., 2017).



624

Ainsworth’s original schema differentiated only types A, B, and C.
Later researchers discovered a fourth category (type D), disorganized
attachment. Type D infants may suddenly switch from hitting to
kissing their mothers, from staring blankly to crying hysterically, from
pinching themselves to freezing in place.

disorganized attachment
A type of attachment that is marked by an infant’s inconsistent reactions to the
caregiver’s departure and return.

Among the general population, almost two-thirds of infants are secure
(type B). About one-third are insecure, either indifferent (type A) or
unduly anxious (type C), and about 5 to 10 percent are disorganized
(type D).

Type D infants are especially worrisome to developmentalists. They
have no consistent strategy for social interaction, even avoidance or
resistance. They are at high risk for later psychopathology, including
severe aggression and major depression (Cicchetti, 2016; Groh et al.,
2012).

Recently, some people have advocated attachment parenting, which
prioritizes the mother–infant relationship during the first three years of
life far more than Ainsworth or Bowlby did (Sears & Sears, 2001;
Komisar, 2017). Attachment parenting mandates that mothers should
always be near their infants (co-sleeping, “wearing” the baby in a wrap
or sling, breast-feeding on demand). Some experts suggest that
attachment parenting is too distant from the research concept and
evidence (Ennis, 2015).
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A VIEW FROM SCIENCE

Measuring Attachment
Scientists take great care to develop valid measurements. They seek to develop an
“operational definition,” an observable behavior that indicates the construct, so
that other scientists know what is measured and can replicate the study.

For instance, if you wanted to study love between romantic partners, what would
your empirical measurement be? Ask on a questionnaire? Record a video of their
interaction and count how often they made eye contact, or expressed agreement,
or moved closer together? Note whether they cohabited, married, divorced, had
sex, shared finances? None of these is exactly what people call “love,” but all
might be useful.

Mary Ainsworth (1973) developed a now-classic laboratory procedure called the
Strange Situation to measure attachment. In a well-equipped playroom, an infant
is observed for eight episodes, each lasting no more than three minutes. First, the
child and mother are together. Next, according to a set sequence, the mother and
then a stranger come and go. Infants’ responses to their mothers indicate which
type of attachment they have formed.

Researchers focus on the following:

Exploration of the toys. A secure toddler plays happily.
Reaction to the caregiver’s departure. A secure toddler notices when the caregiver
leaves and shows some sign of missing him or her.
Reaction to the caregiver’s return. A secure toddler welcomes the caregiver’s
reappearance, seeks contact, and then plays again.

Scientists who measure attachment in 1-year-olds are carefully trained, via
watching videos, calibrating ratings, and studying manuals. Researchers are
certified only when they reach a high standard of accuracy. They learn that some
common behaviors signify insecurity. For instance, clinging to the caregiver may
be type C; being too friendly to the stranger suggests type A.

In attachment research, some other measures — again empirical — are used. This
is particularly needed when studying adult attachments. A sign of a past insecure
childhood is not only rejection of mother (“I never want to see her again”) but
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also sanctification of her (“she was a saint”). It is especially troubling if an adult
is confused and incoherent, with few details about their awful or perfect
childhood.

Excited, Troubled, Comforted     This sequence is repeated daily for 1-year-olds,
which is why the same sequence is replicated to measure attachment. As you see,
toys are no substitute for mother’s comfort if the infant or toddler is secure, as this
one seems to be. Some, however, cry inconsolably or throw toys angrily when left
alone.

The measurement of attachment via the Strange Situation has made longitudinal
studies possible, with interesting results that could not have been established
unless the measurement was understood and procedures were carefully followed.
Attachment affects brain development and the immune system (Pietromonaco &
Powers, 2015).

Insecure attachment does not always lead to later problems (Keller, 2014); links
from one generation to another are weaker than originally thought (Fearon &
Roisman, 2017). Anxious attachment peaks in adolescence and declines over
adulthood, according to several longitudinal studies (Fraley, 2019).

Nonetheless, thanks to procedures developed by Mary Ainsworth half a century
ago, we now know that securely attached infants are more likely to become
secure toddlers, socially competent preschoolers, high-achieving schoolchildren,
partners in loving couples, capable parents, and healthy adults (Fraley, 2019;
Raby et al., 2017).
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THINK CRITICALLY: Is the Strange Situation a valid way to measure
attachment in every culture, or is it biased toward the Western idea of the
ideal mother–child relationship?

Orphanages in Romania
No scholar doubts that attachments should develop in the first year of
life and that the lack of close caregiver–infant relationships risks dire
consequences. Unfortunately, thousands of children born in Romania
are proof.

When Romanian dictator Nicolae Ceausesçu forbade birth control and
abortions in the 1980s, illegal abortions became the leading cause of
death for Romanian women aged 15 to 45 (Verona, 2003), and 170,000
children were abandoned and sent to crowded, impersonal, state-run
orphanages (Marshall, 2014). The children were severely deprived of
social contact, experiencing virtually no synchrony, play, or
conversation.

In the two years after Ceausesçu was ousted and killed in 1989,
thousands of those children were adopted by North American, western
European, and Australian families. Infants under 6 months of age fared
best; their adoptive parents established synchrony and attachment, play
and caregiving. Many adopted at slightly older ages also fared well.

For those adopted after age 1, early signs were encouraging: Skinny
toddlers gained weight, started walking, and grew quickly, developing
the motor skills they had lacked (H. Park et al., 2011). However, if their
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social deprivation had lasted more than a year, their emotions and
intellect suffered.

Many of the late adoptees were overly friendly to strangers, a sign of
insecure attachment. By age 11, their average IQ was only 85, which is
15 points lower than the statistical norm. The older they had been at
adoption, the worse they fared (C. Nelson et al., 2014). Some became
impulsive, angry teenagers. Apparently, the stresses of adolescence and
emerging adulthood exacerbated their cognitive and social deficits
(Merz & McCall, 2011). (See Table 7.1.)

TABLE 7.1 Predictors of Attachment Type

Secure attachment (type B) is more likely if:
The parent is usually sensitive and responsive to the infant’s
needs.
The infant–parent relationship is high in synchrony.
The infant’s temperament is “easy.”
The parents are not stressed about income, other children, or their
marriage.
The parents have a working model of secure attachment to their
own parents.

Insecure attachment is more likely if:
The parent mistreats the child. (Neglect increases type A; abuse
increases types C and D.)
The mother is mentally ill. (Paranoia increases type D; depression
increases type C.)
The parents are highly stressed about income, other children, or
their marriage. (Parental stress increases types A and D.)
The parents are intrusive and controlling. (Parental domination
increases type A.)
The parents have alcohol use disorder. (Father with alcoholism
increases type A; mother with alcoholism increases type D.)
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The child’s temperament is “difficult.” (Difficult children tend to
be type C.)
The child’s temperament is “slow-to-warm-up.” (This correlates
with type A.)

These children are now adults, many with serious emotional or conduct
problems (Sonuga-Barke et al., 2017). Some overly friendly 4-year-olds
suffer as adolescents from disinhibited social engagement disorder
(Guyon-Harris et al., 2018). That makes them vulnerable throughout
adulthood: They follow people who will harm them.

None of this is inevitable. Other research on children adopted nationally
and internationally finds that many develop well. However, every stress
— such as parental maltreatment, institutional life, and the adoption
process — makes it more difficult for children to become happy, well-
functioning adults (Grotevant & McDermott, 2014).
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Hands on Head     These children in Romania, here older than age 2, probably spent most
of their infancy in their cribs, never with the varied stimulation that infant brains need. The
sad results are evident here — that boy is fingering his own face, because the feel of his
own touch is most likely one of the few sensations he knows. The girl sitting up in the
back is a teenager. This photo was taken in 1982; Romania no longer destroys children so
dramatically.

Romania no longer permits international adoption, even though some
infants are still institutionalized. Research confirms that early emotional
deprivation, not genes or nutrition, is their greatest problem. Infants
develop best in their own families, second best in foster families, and
worst in institutions (C. Nelson et al., 2014).
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This is true for infants everywhere: Families usually nurture their babies
better than strangers who provide good physical care but not emotional
attachment. The longer children live in hospitals and orphanages, the
more social and intellectual harm occur (Julian, 2013).

Fortunately, most institutions have improved or closed, although many
(an estimated 8 million) children worldwide are still in institutions
(Marshall, 2014). Recent adoptees are much less impaired than those
Romanian orphans (Grotevant & McDermott, 2014), and many
adoptive families are as strongly attached as any biological family, as A
Case to Study demonstrates.

A CASE TO STUDY

Can We Bear This Commitment?
Parents and children capture my attention, wherever they are. Today I spotted one
mother ignoring her stroller-bound toddler on a crowded subway (I wanted to tell
her to talk to her child) and another mother breast-feeding a 7-month-old in a
public park (I smiled approvingly, because that was illegal three decades ago).

I notice signs of secure or insecure attachment — the contact-maintaining and
proximity-seeking moves that parents do, seemingly unaware that they are
responding to primordial depths of human love. I particularly observe families I
know. I am struck by the powerful bond between parent and child, as strong (or
stronger) in adoptive families as in genetic ones.

One adoptive couple is Macky and Nick. They echo my own responses to my
biological children. Two examples:

When their first daughter, Alice, was a tiny baby, I overheard Nick phone
another parent, discussing detergents that are gentle but effective for
washing baby clothes. That reminded me that I switched detergents for my
newborn.
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Years later, at a social event when Macky was engrossed in conversation,
Nick interrupted to tell him that they needed to go home because the girls
needed their naps. Parents everywhere do that, with one telling the other it’s
time to leave.

My appreciation of their attachment was cemented by a third incident. In
Macky’s words:

I’ll never forget the Fourth of July at the spacious home of my mother-in-law’s best
friend. It was a perfect celebration on a perfect day. Kids frolicked in the pool.
Parents socialized nearby, on the sun-drenched lawn or inside the cool house. Many
guests had published books on parenting; we imagined they admired our happy,
thriving family.

My husband and I have two daughters, Alice who was then 7 and Penelope who was
4. They learned to swim early and are always the first to jump in the pool and the
last to leave. Great children, and doesn’t that mean great parents?

After hours of swimming, the four of us scrambled up to dry land. I went inside to
the library to talk with my father, while most people enjoyed hot dogs, relish,
mustard, and juicy watermelon.

Suddenly we heard a heart-chilling wail. Panicked, I raced to the pool’s edge to see
the motionless body of a small child who had gone unnoticed underwater for too
long. His blue-face was still. Someone was giving CPR. His mother kept wailing,
panicked, pleading, destroyed. I had a shameful thought — thank God that is not my
child.

He lived. He regained his breath and was whisked away by ambulance. The party
came to a quick close. We four, skin tingling from the summer sun, hearts beating
from the near-death of a child who was my kids’ playmate an hour before, drove
away.

Turning to Nick, I asked, “Can we bear this commitment we have made? Can we
raise our children in the face of all hazards — some we try to prevent, others beyond
our control?”

That was five years ago. Our children are flourishing. Our confidence is strong and
so are our emotions. But it takes only a moment to recognize just how entwined our
well-being is with our children and how fragile life is. We are deeply grateful.
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A Grateful Family     This family photo shows (from left to right) Nick, Penelope,
Macky, and Alice with their dog Cooper. When they adopted Alice as a newborn, the
parents said, “This is a miracle we feared would never happen.”

Politics and Children Without Parents
Many nations now restrict international adoptions, in part because some
children were literally snatched from their biological parents to be sent
abroad. According to government records, the number of international
adoptees in the United States was 4,058 in 2018, down from 22,884 in
2004 (Budiman & Lopez, 2017) (see Figure 7.3).
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FIGURE 7.3

Declining Need?     No. More couples seek to adopt internationally, and millions of
children in dozens of nations have no families. This chart does not reflect changing needs
of families; it reflects increasing nationalism within and beyond the United States. Sadly,
babies have become weapons in national politics.

Data from U.S. Department of State, 2019.

Description
This line graph shows data points every two years between 1999 and 2017,
indicating the number of adoptions each year. The data are as follows:
1999, 15,000 adoptions; 2001, 20,000 adoptions; 2003, 21,500 adoptions;
2005, 22, 500 adoptions; 2007, 20,000 adoptions; 2009, 12,500 adoptions;
2011, 9,800 adoptions; 2013, 7,500 adoptions; 2015, 5,200 adoptions;
2017, 5,000 adoptions.
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The decrease may be influenced more by international politics than by
infant needs. For example, Russia was one of the top three “sending”
nations for international adoptions (China and Ethiopia were the other
two), but when the United States imposed sanctions on Russian officials
accused of human rights violations, Russia retaliated by banning
adoptions.

Ideally, every baby would be wanted, every parent would be supported,
and no infant would be institutionalized. But if that ideal is not reached,
scientists advocate family care over institutional care, because
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attachment to a dedicated caregiver is crucial for well-being (McCall,
2013).

Developmentalists of every political stripe are horrified that thousands
of children of immigrants are separated from their parents at the border
between Mexico and the United States (Roth et al., 2019). Attachment
research confirms that children need dedicated caregivers and that
disruption of this relationship causes lifelong harm. Again politics,
rather than what we know about attachment, interferes with good care.

Social Referencing
The third social connection that developmentalists look for during
infancy, after synchrony and attachment, is social referencing. Much as
a student might consult a dictionary or other reference work, social
referencing means seeking emotional responses or information from
other people. A reassuring glance, a string of cautionary words, a facial
expression of alarm, pleasure, or dismay — those are social references.

social referencing
Seeking information about how to react to an unfamiliar or ambiguous object or event
by observing someone else’s expressions and reactions. That other person becomes a
social reference.

As you read in Chapter 6, gaze-following begins in the first months of
life, as part of cognition. After age 1, when infants can walk and are
“little scientists,” their need to consult others becomes urgent and more
accurate — for emotional input, not merely cognition.

Toddlers search for clues in gazes, faces, and body position, paying
close attention to emotions and intentions. They focus on their familiar
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caregivers, but they also use relatives, other children, and even
strangers to help them assess objects and events.

From early infancy to late adolescence, children are remarkably
selective, noticing that some strangers are reliable references and others
are not (Fusaro & Harris, 2013). Emotions and desires spring from
social referencing (Wellman, 2014).

Rotini Pasta?     Look again. Every family teaches their children to relish delicacies that
other people avoid. Examples are bacon (not in Arab nations), hamburgers (not in India),
and, as shown here, a witchetty grub. This Australian aboriginal boy is about to swallow
an insect larva.

Social referencing has many practical applications. Consider mealtime.
Caregivers the world over pretend to taste and say “yum-yum,”
encouraging toddlers to eat beets, liver, or spinach. Toddlers read
expressions, insisting on the foods that the adults really like.
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If a mother enjoys eating a particular food and then presents some to
her toddler, the child will eat it. Otherwise not (Shutts et al., 2013).
Some tastes (spicy, bitter, sour) are rejected by very young infants, but
if they see their caregivers eat such food, they learn to like it (Forestell
& Mennella, 2017).

Through this process, some children develop a taste for raw fish or
curried goat or smelly cheese — foods that children in other cultures
refuse. Similarly, toddlers use social cues to understand the difference
between real and pretend eating, as well as to learn which objects,
emotions, and activities are forbidden.

Fathers as Social Partners
Synchrony, attachment, and social referencing are evident with fathers
as well as with mothers. Indeed, fathers tend to elicit more smiles and
laughter from their infants than mothers do. They play more exciting
games, swinging and chasing, while mothers do more caregiving and
comforting (Fletcher et al., 2013).

This gender division — women as caregivers and men as playmates —
is apparent in every nation. But children develop well when the roles
are reversed, or when both parents are male or both parents are female.
Each couple coordinates; children thrive (Shwalb et al., 2013).

One researcher reported that “fathers and mothers showed patterns of
striking similarity: they touched, looked, vocalized, rocked, and kissed
their newborns equally” (Parke, 2013, p. 121). He found only one
gender difference: Women did more smiling.
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Gender differences in child rearing vary more by nation, by income, by
cohort, and by ideology than by natal sex or by ethnic background.
Variation is dramatic, from fathers who had nothing to do with infants
to fathers who are intensely involved. The latter is common in the
United States in the twenty-first century, unlike in former times
(Abraham & Feldman, 2018).

Contemporary fathers worldwide are more active caregivers than their
own fathers were (Sriram, 2019). The effects are evident not only in
infants but in fathers themselves. As one man in India said, “My child
transformed me” (Kaur, 2019).

For all parents, stress decreases their involvement. That brings up
another difference between mothers and fathers. When money is scarce
and stress is high, some fathers opt out. That choice is less possible for
mothers (Roopnarine & Hossain, 2013; Qin & Chang, 2013).

The reactions of caregivers to infants is also affected by the parents’
temperament, genes, and early-childhood experiences (Senese et al.,
2019). This is another reason why all babies need responsive
caregiving: The effects will endure decades later when they have
children of their own.

WHAT HAVE YOU LEARNED?

1. Why does synchrony affect early emotional development?

2. How are proximity-seeking and contact-maintaining attachment expressed
by infants and caregivers?

3. How does infant behavior differ in each of the four types of attachment?
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4. How might each of the four types of attachment be expressed in adulthood?

5. What has been learned from the research on Romanian orphans?

6. How is social referencing important in toddlerhood?

7. How do mothers and fathers differ in infant care?



641

Theories of Infant Psychosocial
Development

That infants are emotional, social creatures is one of those universal
truths, recognized by everyone who studies babies. However, each of the
theories discussed in Chapter 2 has a distinct perspective on this universal
reality, as you will now see.

Psychodynamic Theory
Psychodynamic theory connects biosocial and psychosocial development.
Sigmund Freud and Erik Erikson each described two distinct stages of
early development, one in the first year and one beginning in the second
year.

Freud: Oral and Anal Stages

 Especially for Nursing Mothers: You have heard that if you wean your
child too early, he or she will overeat or develop alcohol use disorder. Is it true?
(see response, page 191)

According to Freud (1935/1989, 2001), the first year of life is the oral
stage, so named because the mouth is the young infant’s primary source of
gratification. In the second year, with the anal stage, pleasure comes from
the anus — particularly from the sensual satisfaction of bowel movements
and, eventually, the psychological pleasure of controlling them.

Freud believed that the oral and anal stages are fraught with potential
conflicts. If a mother frustrates her infant’s urge to suck — weaning too
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early or too late, for example, or preventing the baby from sucking a
thumb or a pacifier — that may later lead to an oral fixation. Adults with
an oral fixation are stuck (fixated) at the oral stage, and therefore they eat,
drink, chew, bite, or talk excessively, still seeking the mouth-related
pleasures of infancy.

All Together Now     Toddlers in an employees’ day-care program at a flower farm in
Colombia learn to use the potty on a schedule. Will this experience lead to later personality
problems? Probably not.

Similarly, if toilet training is overly strict or if it begins before maturation
allows sufficient control, that causes a clash between the toddler’s refusal
— or inability — to comply and the wishes of the adult, who denies the
infant normal anal pleasures. That may lead to an anal personality — an
adult who seeks self-control, with a strong need for regularity and
cleanliness in all aspects of life.

Erikson: Trust and Autonomy
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According to Erikson, the first crisis of life is trust versus mistrust, when
infants learn whether or not the world can be trusted to satisfy basic needs.
Babies feel secure when food and comfort are provided with “consistency,
continuity, and sameness of experience” (Erikson, 1993a, p. 247). If social
interaction inspires trust, the child (and later the adult) confidently
explores the social world.

trust versus mistrust
Erikson’s first crisis of psychosocial development. Infants learn basic trust if the world is
a secure place where their basic needs (for food, comfort, attention, and so on) are met.

The second crisis is autonomy versus shame and doubt, beginning at
about 18 months, when self-awareness emerges. Toddlers want autonomy
(self-rule) over their own actions and bodies. Without it, they feel
ashamed and doubtful. Like Freud, Erikson believed that problems in
early infancy could last a lifetime, creating adults who are suspicious and
pessimistic (mistrusting) or easily shamed (lacking autonomy).

autonomy versus shame and doubt
Erikson’s second crisis of psychosocial development. Toddlers either succeed or fail in
gaining a sense of self-rule over their actions and their bodies.

Behaviorism
From the perspective of behaviorism, emotions and personality are
molded as adults reinforce or punish children. Behaviorists believe that
parents who respond joyously to every glimmer of a grin will have
children with a sunny disposition. The opposite is also true:

Failure to bring up a happy child, a well-adjusted child — assuming bodily
health — falls squarely upon the parents’ shoulders. [By the time the child
is 3] parents have already determined … [whether the child] is to grow into
a happy person, wholesome and good-natured, whether he is to be a
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whining, complaining neurotic, an anger-driven, vindictive, over-bearing
slave driver, or one whose every move in life is definitely controlled by fear.

[Watson, 1928/1972, pp. 7, 45]

Brainy Baby    Fortunately, infant brains are designed to respond to stimulation of many
kinds. As long as the baby has moving objects to see (an animated caregiver is better than any
mobile), the synapses proliferate.

Empathy, for instance, is an emotion that appears in direct proportion to
the parents’ responses (Grady & Hastings, 2018; Heyes, 2018). Shy boys
in particular become more outgoing if their fathers talk with them about
emotions (Grady & Hastings, 2018).

Social Learning
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Behaviorists also recognize that infant behavior reflects social learning,
from observing other people. You already saw an example, social
referencing. Social learning occurs throughout life (Shneidman &
Woodward, 2016). Toddlers express emotions in various ways — from
giggling to cursing — just as they see their parents or older siblings do.

For example, a boy might develop a hot temper if his father’s outbursts
seem to win his mother’s respect; a girl might be coy, or passive-
aggressive, if that is what she has seen at home. These examples are
deliberately sexist: Gender roles, in particular, are learned.

Keeping Baby Close
Parents often unwittingly encourage certain traits in their children. Should
infants explore, or should they learn that danger lurks if they wander off?
Should toddlers have many toys, or will that make them greedy? When
babies cry, should the mother pick them up, feed them, give them a
pacifier, ignore them? Should an infant be breast-fed until age 2, switch to
a bottle, or sip from a cup?

These questions highlight the distinction between proximal parenting
(being physically close to a baby, often holding and touching) and distal
parenting (keeping some distance — providing toys, encouraging self-
feeding, talking face-to-face instead of communicating by touch).
Caregivers tend to behave in proximal or distal ways very early, when
infants are only 2 months old (Kärtner et al., 2010). Each pattern
reinforces some behavior.

proximal parenting
Caregiving practices that involve being physically close to the baby, with frequent holding
and touching.
distal parenting
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Caregiving practices that involve remaining distant from the baby, providing toys, food,
and face-to-face communication with minimal holding and touching.

For instance, toddlers who, as infants, were often held, patted, and soothed
(proximal) become toddlers who are more obedient to their parents but
less likely to recognize themselves in a mirror. This has been found in
Greece, Cameroon, Italy, Israel, Zambia, Scotland, and Turkey. Distal
child rearing correlates with cultures that value individual independence;
proximal care correlates with cultures that value collective action and
family interdependence (Scharf, 2014; Keller et al., 2010; Ross et al.,
2017; Carra et al., 2013; Borke et al., 2007; Kärtner et al., 2011).

Cognitive Theory
Cognitive theory holds that thoughts determine a person’s perspective.
Early experiences are important because beliefs, perceptions, and
memories make them so, not because they are buried in the unconscious
(psychoanalytic theory) or burned into the brain’s patterns (behaviorism).

From this perspective, cognitive processes, including language and
information, affect attachment, as children and caregivers develop a
mutual understanding. Together they build (co-construct) a working
model, which is a set of assumptions that becomes a frame of reference
for later life (Posada & Waters, 2018).

working model
In cognitive theory, a set of assumptions that the individual uses to organize perceptions
and experiences. For example, a person might assume that other people are trustworthy
and be surprised by an incident in which this working model of human behavior is
erroneous.
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It is a “model” because early relationships form a prototype, or blueprint.
It is “working” because it is a work in progress, not fixed or final. It is
cognitive because the child’s understanding and interpretation are crucial.

Ideally, infants develop “a working model of the self as lovable and
competent” because the parents are “emotionally available, loving, and
supportive of their mastery efforts” (Harter, 2012, p. 12). Reality does not
always conform to this ideal.

A 1-year-old girl might develop a model, based on her parents’ erratic
actions, that people are unpredictable. She will continue to apply that
model to everyone: Her childhood friendships will be insecure, her adult
relationships guarded.

 Especially for Pediatricians: A mother complains that her toddler refuses
to stay in the car seat, spits out disliked foods, and almost never does what she
says. How should you respond? (see response, page 191)

The crucial idea, according to cognitive theory, is that early experiences
themselves are not necessarily pivotal, but the interpretation of those
experiences is (Olson & Dweck, 2009). Children may misinterpret, or
parents may offer inaccurate explanations, and this may form ideas that
affect later thinking and behavior.

In this way, working models formed in childhood echo lifelong. A hopeful
message from cognitive theory is that people can rethink and reorganize
their thoughts, developing new models. Our mistrustful girl might marry
someone who is faithful and loving, so she may gradually develop a new
working model.
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Evolutionary Theory
Remember that evolutionary theory stresses two needs: survival and
reproduction. Human brains are extraordinarily adept at those tasks.
However, not until decades of maturation is the human brain fully
functioning. A child must be nourished, protected, and taught much longer
than offspring of any other species. Infant and parent emotions ensure this
lengthy protection (Hrdy, 2009).

Emotions for Survival
Infant emotions are part of this evolutionary mandate. All of the reactions
described in the first part of this chapter — from the hunger cry to the
temper tantrum — can be seen from this perspective (Konner, 2010).

For example, newborns are extraordinarily dependent, unable to walk or
talk or even sit up and feed themselves for months after birth. They must
attract adult devotion — and they do. That first smile, the sound of infant
laughter, and their role in synchrony are all powerfully attractive to adults
— especially to parents.

Adults call their hairless, chinless, round-faced, big-stomached, small-
limbed offspring “cute,” “handsome,” “beautiful,” “adorable” — yet all of
these characteristics are often considered ugly in adults. Parents willingly
devote hours to carrying, feeding, changing, and cleaning their infants,
who never express gratitude. The love of a parent for a child is part of
evolution: Humans need that love to survive.

Adaptation is evident. Adults have the ability to be caregivers, and
grandparents have done it before. However, according to evolutionary
psychology, behavior arises from an evolutionary need: Busy adults
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become devoted caregivers and dependent infants become emotional
magnets because species survival requires it.

If humans were motivated solely by money or power, no one would have
children. Yet evolution has created adults who find parenting worth every
sacrifice, and when they provide the care that evolution has ordained,
children develop well (Narvaez et al., 2013). We can all be grateful for
that.

Evolutionary theory holds that the emotions of attachment — love,
jealousy, and even clinginess and anger — keep toddlers near caregivers
who remain vigilant. Infants fuss at still faces, fear separation, and laugh
when adults play with them — all to sustain caregiving. Emotions are our
genetic legacy; we would die without them.
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Same Situation, Far Apart: Safekeeping     Historically, grandmothers were
sometimes crucial for child survival. Now, even though medical care has reduced
child mortality, grandmothers still do their part to keep children safe, as shown by
these two — in the eastern United States (left) and Vietnam (right).

Allocare
Evolutionary social scientists note that if mothers were the exclusive
caregivers of each child until children were adults, a given woman could
rear only one or two offspring — not enough for the species to survive.
Instead, before the introduction of reliable birth control, the average
interval between births for humans was two to four years.
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Humans birth children at relatively short intervals because of allocare —
the care of children by alloparents, caregivers who are not the mother.
Allocare is essential for Homo sapiens’ survival.

allocare
Literally, “other-care”; the care of children by people other than the biological parents.

Compared with many other species (mother chimpanzees space births by
four or five years and never let another chimp hold their babies), human
mothers let other people help with child care. This is because evolution
has programmed the human brain so that other people, especially fathers
and grandparents, want to help (Abraham & Feldman, 2018).

Allocare is universal for our species — but each community has distinct
values and preferences regarding who should care for children and when
(Konner, 2018). This is explored in the next section.

Sociocultural Theory
The fifth theory described in Chapter 2 is sociocultural, which emphasizes
the role of culture. Rather than describe it here, we turn now to infant day
care. As you will see, widely different views are evident. The entire topic
shows the power of sociocultural influences.

WHAT HAVE YOU LEARNED?

1. According to Freud, what might happen if a baby’s oral needs are not met?

2. How might Erikson’s crisis of “trust versus mistrust” affect later life?

3. How do behaviorists explain the development of emotions and personality?

4. What does the term working model mean within cognitive theory?

5. What is the difference between proximal and distal parenting?
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6. How does evolution explain the parent–child bond?

7. Why is allocare necessary for survival of the human species?
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Who Should Care for Babies?
As you see, cultures and theories differ in every aspect of infant care. We

have already described cultural differences in breast-feeding, co-sleeping,
and language development. Now one final example: All babies need care,
but there are many ways to provide it.

Complications of Interpretation
Summarizing the research on infant care is difficult, because people
assume that the practices of their own family or culture are best and that
other patterns are harmful. This is an example of the difference-equals-
deficit error first described in Chapter 1.

Everyone is inclined to give greater weight to the studies that confirm
their own perspective. As a scientist, I try to avoid personal biases, but —
full disclosure — I was the director of a small day-care center when my
eldest children were young. Does that distort my perspective?

Compare This with That     In stark contrast with the Romanian orphanage
shown on page 182, this infant day-care center provides excellent care.



654

 Observation Quiz: What three things do you see that suggest good care?
(see answer, page 192) 

Another complication is that conclusions vary from one study to another,
depending on what aspects are considered, how caregivers act, and which
infants are studied. A strength of the scientific method is that various
measures and populations lead to divergent conclusions; cumulative
research studies rather than any one study or personal experience make
good science.

At least there is some consensus on four principles:

1. Mutual attachment to one or several familiar caregivers is pivotal.
2. Quality of care, whether at home or in a day-care program, matters.
3. Babies benefit from warm and responsive caregivers.
4. Frequent changes and instability in care are problematic.

Regarding the last item on this list, it is now apparent that every disruption
undercuts infants’ efforts to understand their world. If a neighbor, a
grandmother, a day-care center, and then another grandmother each
provide care on a different day of the week, or if the infant lives with the
biological mother, then a foster mother, then with the biological father,
then back with the biological mother, that is harmful. By age 3, children
with unstable care histories are more aggressive than those with stable
care (Pilarz & Hill, 2014).

Exclusive Mother-Care
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Beyond the need for attachment and stability, experts and cultures differ
on who should provide care, which makes this topic worthy of students’
careful consideration. Some people think exclusive mother-care is best;
others believe that other relatives (father, grandmothers, older siblings,
aunts, grandfathers) should be involved; some contend that professional
infant day care is beneficial. These divergent views are expressed in
national policies as well as individual attitudes, as described in Opposing
Perspectives.

OPPOSING PERSPECTIVES

Why Doesn’t Everyone Agree?
Opinions are shaped by personal experience (adults who, as infants, were in
nonparental care are more likely to approve of it), by gender (males are more likely
to think that mothers should provide exclusive care), and by education (higher
education increases support for nonparental care) (Galasso et al., 2017; Rose et al.,
2016; Shpancer & Schweitzer, 2016).

Beyond that, for cultural, ideological, and economic reasons, nations differ. Some
nations consider infant care a public right, just as emergency services, schooling,
and medical care are available to everyone. By contrast, infant care paid by the
government is rare in South Asia, Africa, and Latin America, where many
lawmakers believe it is harmful.

Thus, center-based infant care is common in France, Israel, China, Chile, Norway,
and Sweden, where it is heavily subsidized by the government. Quality varies. In
France, subsidized care can begin at 12 weeks, although there is a long waiting list
and as many as seven infants are cared for by one caregiver, a ratio that would
indicate poor quality to Americans.

Norwegians believe that babies under age 1 are best cared for by their mothers.
Consequently, new mothers are paid full salary to stay home with their babies for 47
weeks, and high-quality, center day care is heavily subsidized by the government
from age 1 on. Many (62 percent) Norwegian 1-year-olds are in center care, as are
more (84 percent) 2-year-olds and most (93 percent) 3-year-olds.
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Longitudinal research of early center care in Norway finds no detrimental results.
What U.S. researchers consider behavioral problems are not seen as such in Norway:
Instead, Norwegian researchers suggest that early experiences with other children
make shy children become bolder (Solheim et al., 2013).

Likewise, a study in the Netherlands found that, if anything, children who attended
high-quality day care were less likely to have emotional problems than similar
children with less day-care experience (Broekhuizen et al., 2018). In that nation, day
care may begin before age 1, but most children attend center care part time, two or
three days a week.

In other nations, notably the United States, government funding rarely pays for
center care for children younger than 4 years old. Reflecting the U.S. preference for
mother-care, the federal government supports more than a thousand home-visiting
programs to help low-income mothers provide educational experiences. Some
programs add guidance for increasing secure attachment (Berlin et al., 2018).

Most nations are in between, and most parents are conflicted as well. Germany
recently began offering paid infant care, not because the government decided it was
best but rather as a strategy to increase the birth rate.

Similar policies are found in Australia, where the government attempted to increase
the birth rate by paying parents $5,000 for each newborn, providing paid parental
leave, and offering low-cost child-care centers. Yet many Australians still believe
that babies should have exclusive maternal care (Harrison et al., 2014).

For example, one Australian mother of a 12-month-old boy used center care but
said:

I spend a lot of time talking with them about his day and what he’s been doing and how
he’s feeling and they just seem to have time to do that, to make the effort to
communicate. Yeah they’ve really bonded with him and he’s got close to them. But I
still don’t like leaving him there.

[Paula, quoted in Boyd et al., 2013, p. 172]

Obviously, all of these differences are affected by culture, economics, and politics
more than by universal needs of babies. What is your opinion?
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If you are, for instance, a well-educated North American woman whose mother was
employed when you were young, you may think favorably of infant day care. Or if
you are a man with roots in Latin America, you may look askance at any family who
would entrust their infant to center care. Everyone needs to ask: Are opinions based
on evidence?

Underlying every opinion are theories about what is best, as well as other
concerns. In the United States, each employer sets policies, with some
offering paid maternal leave and others providing on-site child care —
which may be a way to encourage employees with young children to stay
on the job. Paternal leave is almost never paid, publicly or privately, with
one exception: The U.S. military allows 10 days of paid leave for fathers.

In poor nations, mothers have no choice: They must be primary
caregivers, although variations are nonetheless found in allocare. In
wealthy nations, variations abound (see Figure 7.4). All human infants are
born with the same needs, but nations and families differ dramatically in
who cares for them at 6 months, at a year, and beyond.

FIGURE 7.4

Who Cares for the Baby?     Infants are the same everywhere, but cultures and governments
differ dramatically. Does a 6-month-old need Mother more than a 3-year-old? Norway and
Quebec say yes; the United States, United Kingdom, and the Netherlands say no.
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Description
There are two sets of five vertical bars in this graph. The left set represents
six-month olds for five regions broken down by three types of child care. The
data are as follows:United States - 50% home care exclusively; 45% regular
child care, non-center; and 5% regular child care, center. United Kingdom -
66% home care exclusively; 30% regular child care, non-center; and 4%
regular child care, center. Quebec - 93% home care exclusively; 6% regular
child care, non-center; and 1% regular child care, center. The Netherlands -
5% home care exclusively; 34% regular child care, non-center; and 61%
regular child care, center. Norway - 100% home care exclusively; 0% regular
child care, non-center; and 0% regular child care, center.The right set
represents 36-month olds for five regions broken down by three types of
child care. The data are as follows:United States - 40% home care
exclusively; 35% regular child care, non-center; and 25% regular child care,
center. United Kingdom - 59% home care exclusively; 30% regular child
care, non-center; and 11% regular child care, center. Quebec - 32% home
care exclusively; 43% regular child care, non-center; and 25% regular child
care, center. The Netherlands - 9% home care exclusively; 16% regular child
care, non-center; and 75% regular child care, center. Norway - 3% home care
exclusively; 1% regular child care, non-center; and 96% regular child care,
center.
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Worldwide, an increasing number of women are employed. If a nation
considers maternal care best, that nation often provides paid leave for
working mothers (see Figure 7.5), and sometimes for fathers, too. Laws
often require that the mother’s job be available when she returns to work.
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FIGURE 7.5
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A Changing World     Maternity leave did not exist a century ago because the only jobs that
mothers had were unregulated. Now, virtually every nation has a maternity leave policy,
revised every decade or so. As of 2019, only Belgium, Denmark, France, Latvia,
Luxembourg, and Sweden have laws ensuring gender equality. That may be the next
innovation in many nations.

Data from Addati et al., 2014, pp. 150–163.

Notes: *In some cases, leave can be shared between parents or other family members. Many
nations have increased leave since these data were gathered.

**In the Philippines, parents must be married in order to receive paid leave.

Description
Data for 31 countries are provided in the following order - paid paternity
leave, paid maternity leave, and parental leave. For parental leave, in some
cases leave can be shared between parents or other family members. Many
nations have increased leave since these data were gathered. The data for
each country is as follows:Afghanistan (2, 15, 0); Algeria (1, 16, 0); Australia
(0, 0, 50); Austria (0, 8, 90); Belgium (1, 8, 9); Brazil (1, 9, 0); Bulgaria (2,
49, 45); Cameroon (1, 7, 0); Canada (0, 6, 18); Chile (1, 9, 6); Columbia (2,
8, 0); France (1, 8, 144); Germany (0, 8, 145); Guatemala (1, 7, 0); Iceland
(7, 7, 7); Indonesia (1, 7, 0); Israel (0, 8, 52); Japan (0, 8, 42); Kenya (1, 8,
0); Lebanon (0, 5, 0); Mexico (1, 7, 0); New Zealand (0, 9, 21); Philippines
(1, 5, 0); Poland (2, 24, 104); Saudi Arabia (1, 5, 0); Spain (2, 8, 156);
Sweden (0, 5, 70); Uganda (1, 6, 0); United Kingdom (1, 7, 50); United
States (0, 0, 15); Venezuela (1, 24, 0)
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In many other nations, the government subsidizes group infant care,
because it is thought that young children benefit from caregivers who
know how to facilitate cognitive stimulation and social interaction beyond
what most homes provide.

In the United States, only 20 percent of infants are cared for exclusively by
their mothers (i.e., no other relatives or babysitters) throughout their first
year. This is in contrast to Canada, which has far more generous maternal
leave and lower rates of maternal employment. In the first year of life,
most Canadians are cared for only by their mothers (Babchishin et al.,
2013). Why is that?

The United States is one of the few developed nations that provides
neither paid parental leave nor subsidized infant care, even though more
than half of the mothers of infants under 1 year of age are in the labor
force (58 percent in 2015, according to the U.S. Bureau of Labor
Statistics). Since the cost of child care is borne by the families, many
family members (especially fathers and grandmothers) help mothers care
for babies.
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Double Winner     For the father in this photo, baby and victory in the same year! He is one
of many parents who are advocating for six weeks of paid family leave. The San Francisco
Board of Supervisors voted yes, making this the first jurisdiction in the United States to
mandate fully paid leave. The law went into effect in 2017 — too late for both the mother and
father shown here. Perhaps their next babies?

Problems with Nonmaternal Care
Is there anything wrong with allocare? It depends: Some relatives provide
good care, some not. Some day-care centers are excellent; many are not.
Decisions about caregivers should not rest on financial considerations, but
they often do. Two worries are often expressed: (1) Without exclusive
maternal care, infants will be insecurely attached; and (2) with extensive
day care, children will develop behavioral problems.
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The first worry has been disproven. Secure mother–infant attachment (as
measured by the Strange Situation) is evident for infants with regular
father-care, with professional day care, with care from other caregivers. In
retrospect, this makes sense: Even when fathers or daycare centers provide
major care, mothers still spend many hours each week (especially nights
and weekends) interacting with their babies.

The data are not as reassuring for emotional development. Some research
suggests that boys, particularly, who were in organized programs of care
are likely to be more aggressive and less obedient than other children
(Coley et al., 2013).

A review of many studies (Dearing & Zachrisson, 2017) found conflicting
results: In half of the studies of children with many hours of group care
(more than 20 a week), the rate of externalizing problems increased.
However, that was not found in the other half, which included one study
that found better emotional adjustment in children with extensive day-care
experience.

The best longitudinal research in the United States comes from a study by
the Early Child Care Network of the National Institute of Child Health and
Human Development (NICHD), which has followed the development of
more than 1,300 children born in 1991. Early day care correlated with
many cognitive advances, especially in language. Children who were
enrolled in high-quality preschools had higher achievement throughout
childhood and adolescence.

The social consequences were less clear, however. As one summary
explained:
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higher quality of child care was linked to higher academic-cognitive skills in
primary school and again at age 15. Higher hours of child care were
associated with teacher reports of behavior problems in early primary school
and youth reports of greater impulsivity and risk taking at age 15.

[Burchinal et al., 2014, p. 542]

Overall, infants with neglectful mothers benefit from day care; infants
with good homes suffer in day care of poor quality. As one review
explained, “This evidence now indicates that early nonparental care
environments sometimes pose risks to young children and sometimes
confer benefits” (Phillips et al., 2011, p. 44).

When are the benefits seen? Adolescents who had extensive nonmaternal
care in infancy but who had sensitive parenting in middle childhood
tended to demonstrate higher achievement without the detrimental effects
(high impulsivity) found in other teenagers (Burchinal et al., 2014).
Attachment matters at every age.

Cohort Differences
Scientists criticize some of these longitudinal results, primarily because
current infant care is of higher quality and more common than it was in
the twentieth century. High-quality infant care advances cognition and
socialization with no evidence of emotional harm, especially when it is
followed by good preschool care (W. Li et al., 2013; Huston et al., 2015).

For example, in the United States, the National Association for the
Education of Young Children updated its standards for care of babies from
birth to 15 months, based on current research (NAEYC, 2014). Group size
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is small (no more than eight infants), and the ratio of adults to babies is
1:4 or fewer (see Table 7.2).

TABLE 7.2 High-Quality Day Care

High-quality day care during infancy has five essential
characteristics:

1. Adequate attention to each infant
A small group of infants (no more than eight) needs two reliable,
familiar, loving caregivers. Continuity of care is crucial.

2. Encouragement of language and sensorimotor development
Infants need language — songs, conversations, and positive talk —
and easily manipulated toys.

3. Attention to health and safety
Cleanliness routines (e.g., handwashing), accident prevention (e.g.,
no small objects), and safe areas to explore are essential.

4. Professional caregivers
Caregivers should have experience and degrees/certificates in early-
childhood education. Turnover should be low, morale high, and
enthusiasm evident.

5. Warm and responsive caregivers
Providers should engage the children in active play and guide them
in problem solving. Quiet, obedient children may indicate
unresponsive care.

Thus, each infant is given personal attention. Emotional and intellectual
growth are central to the curriculum. For instance, teachers are told to
“engage infants in frequent face-to-face social interactions” — including
talking, singing, smiling, and touching (NAEYC, 2014, p. 4). Teachers
also must respect cultural differences among families. Maternal
involvement is encouraged, including breast-feeding (bottles of pumped
milk are stored for each baby).
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All of the research on infant day care confirms that sociocultural
differences matter. What seems best for one infant in one culture may not
be best for another infant elsewhere. Good infant care — whether by
mother, father, grandmother, or day-care center — depends on specifics,
not generalities.

As is true of many topics in child development, questions remain. But one
fact is without question: Each infant needs personal responsiveness.
Someone should serve as a partner in the synchrony duet, a base for secure
attachment, and a social reference who encourages exploration. Then,
infant emotions and experiences — cries and laughter, fears and joys —
will ensure that development goes well.

WHAT HAVE YOU LEARNED?

1. Why do cultures differ on the benefits of infant nonmaternal care?

2. What lessons can be learned from the experiences of infant care in Norway?

3. What aspects of infant care are agreed on by everyone?

4. Why do some nations pay mothers to stay home with their babies and some do
not?
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Chapter 7 Review

SUMMARY

Emotional Development

1. Two emotions, contentment and distress, appear at birth. Smiles
and laughter are soon evident. Between 4 and 8 months of age,
anger emerges in reaction to restriction and frustration, and it
becomes stronger by age 1.

2. Reflexive fear is apparent in very young infants. Fear of something
specific, including fear of strangers and of separation, typically
arises in the second half of the first year, is strong by age 1, and
continues until age 2.

3. In the second year, social awareness and self-awareness produce
more selective and intense fear, anger, and joy. Emotions arise
from the interaction of the self and others; specifically, these
include pride, shame, and affection as well as explosive temper.
Self-recognition (measured by the mirror/rouge test) emerges at
about 18 months.

4. Temperament is inborn, but the expression of temperament is
influenced by the context, with evident plasticity.

The Development of Social Bonds

5. Often by 2 months, and clearly by 6 months, infants become more
responsive and social. Synchrony is evident. Caregivers and infants
engage in reciprocal interactions, with split-second timing.

6. Attachment is the relationship between two people who try to be
close to each other (proximity-seeking and contact-maintaining). It
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is measured in infancy by a baby’s reaction to the caregiver’s
presence, departure, and return in the Strange Situation.

7. Secure attachment provides encouragement for infant exploration,
and its influence is lifelong. Adults are attached as well, evident
not only as parents but also as romantic partners.

8. As they become more mobile and engage with their environment,
infants use social referencing (looking to other people’s facial
expressions and body language) to detect what is safe, frightening,
or fun.

9. Infants frequently use fathers as partners in synchrony, as
attachment figures, and as social references, developing emotions
and exploring their world. Contemporary fathers often play with
their infants.

Theories of Infant Psychosocial Development

10. According to all major theories, caregivers are especially
influential in the first two years. Freud stressed the mother’s impact
on oral and anal pleasure; Erikson emphasized trust and autonomy.
Both believed that the impact of these is lifelong.

11. Behaviorists focus on learning. They note that parents teach their
babies many things, including when to be fearful or joyful, and
how much physical and social distance (proximal or distal
parenting) is best.

12. Cognitive theory holds that infants develop working models based
on their experiences. Interpretation is crucial, and that can change
with maturation.

13. Evolutionary theorists recognize that both infants and caregivers
have impulses and emotions that have developed over millennia to
foster the survival of each new member of the human species.
Attachment is one example.
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Who Should Care for Babies?

14. Research confirms that every infant needs responsive caregiving,
secure attachment, and cognitive stimulation. These three can
occur at home or in a good day-care center. Quality matters, as
does consistency of care.

15. Some people believe that infant day care benefits babies and that
governments should subsidize high-quality infant care, just as
governments pay professional firefighters to put out any fire. Other
cultures believe the opposite — that infant care is best done by
mothers, who are solely responsible for providing it.

KEY TERMS

social smile
separation anxiety
stranger wariness
self-awareness
temperament
synchrony
still-face technique
attachment
secure attachment
insecure-avoidant attachment
insecure-resistant/ambivalent attachment
disorganized attachment
social referencing
trust versus mistrust
autonomy versus shame and doubt
proximal parenting
distal parenting
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working model
allocare

APPLICATIONS

1. One cultural factor that influences infant development is how infants
are carried from place to place. Ask four mothers whose infants were
born in each of the past four decades how they transported them —
front or back carriers, facing out or in, strollers or carriages, in car seats
or on mother’s laps, and so on. Why did they choose the mode(s) they
chose? What are their opinions and yours on how such cultural
practices might affect infants’ development?

2. Record video of synchrony for three minutes. Ideally, ask the parent of
an infant under 8 months of age to play with the infant. If no infant is
available, observe a pair of lovers as they converse. Note the sequence
and timing of every facial expression, sound, and gesture of both
partners.

3. Contact several day-care centers to try to assess the quality of care they
provide. Ask about factors such as adult/child ratio, group size, and
training for caregivers of children of various ages. Is there a minimum
age for the children? Why or why not? Analyze the answers, using
Table 7.2 as a guide.

Especially For ANSWERS

Response for Nurses and Pediatricians (from p. 169): Stranger wariness is
normal up to about 14 months. This baby’s behavior actually might indicate
secure attachment.
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Response for Nurses (from p. 172): It’s too soon to tell. Temperament is not
truly “fixed” but variable, especially in the first few months. Many
“difficult” infants become happy, successful adolescents and adults, if their
parents are responsive.

Response for Nursing Mothers (from p. 182): Freud thought so, but there is
no experimental evidence that weaning, even when ill-timed, has such dire
long-term effects.

Response for Pediatricians (from p. 184): Consider the origins of the
misbehavior — probably a combination of the child’s inborn temperament
and the mother’s distal parenting. Acceptance and consistent responses (e.g.,
avoiding disliked foods but always using the car seat) is more warranted than
anger. Perhaps this mother is expressing hostility toward the child — a sign
that intervention may be needed. Find out.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 171) Watch the facial expressions.

Answer to Observation Quiz (from p. 186) Remontia Green is holding the
feeding baby in just the right position as she rocks back and forth — no
propped-up bottle here. The two observing babies are at an angle and
distance that makes them part of the social interaction, and they are strapped
in. Finally, look at the cribs — no paint, close slats, and positioned so the
babies can see each other.

CAREER ALERT

The Pediatrician and the Pediatric Nurse
Many people studying human development hope to enter the medical field as
doctors, nurses, physical therapists, or in dozens of related careers. Often their
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ultimate goal is to become a pediatrician, a medical doctor who helps children
grow strong and healthy.

From an educational perspective, that is a lofty goal indeed. To become a
pediatrician, one must first become a medical doctor (M.D.) after earning a
bachelor’s degree. This entails entering medical school, first with two years of
advanced classes and then working as an intern for two more years in many
aspects of medicine.

At that point, a fledgling doctor might decide to be a pediatrician, which requires
a residency in pediatrics for at least three more years. Finally, the doctor can be
licensed in pediatrics. The pediatrician can then work in a hospital or other
institution that treats children or begin a private practice.

If someone wants to work directly for the health of children, yet remaining a
student for more than ten years after college graduation seems impossible, then
the person should consider one of many other medical professions that help
children, among them nurses, physician assistants, physical therapists, and
pediatric psychologists. Nursing itself consists of many levels, from aide, to
practical nurse (L.P.N), to registered nurse (R.N.), to nurse practitioner (who can
do many of the same things as an M.D.).

For all these, the job outlook is good: The Occupational Outlook Handbook
reports that the United States will need 15 percent more pediatricians in the next
decade. Nurses fare even better: The projection for registered nurses is 16
percent; for nurse-midwives, 22 percent; and for nurse practitioners, 36 percent.
Nurse practitioners must complete two more years of education after earning a
bachelor’s degree and becoming a registered nurse (RN), but the reward is higher
salary, more responsibility, and job security.

How can child health be an expanding field, since the birth rate is falling? There
are two reasons: First, the field of medicine is increasingly focused on prevention,
and child health is the foundation for adult health. That means that well-child care
is increasingly important. Second, as parents have fewer children, they have
become more intensely concerned about each child.
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The joy of all these professions is working with children and watching them grow
into happy and successful adults. However, the children who need the most care
are the ones in poor health. Often medicine can cure an illness, or at least pave a
path toward a satisfying adulthood. This is now true for many common problems,
such as sickle cell anemia or Down’s syndrome, that once led to suffering and
death. However, some children still suffer and a few die, which is devastating not
only to the parents but also to medical professionals.

The other problem is that helping children requires helping caregivers. Often
parents are grateful for medical advice, but sometimes they are not. Specializing
in child health requires a person to also specialize in providing information and
respect to whomever is responsible for the direct care of the child. That may be
difficult.

For example, currently, many parents hesitate to vaccinate their children. Medical
professionals know the evidence and have treated children with measles, mumps,
and other childhood diseases that could have been prevented. That makes them
understandably impatient with parents who choose not to protect their children.
Yet parents have picketed and sued doctors who advocate vaccination. Thus,
becoming a medical professional in child health requires courage as well as
knowledge.

Worst of all, some parents mistreat their children, and the doctor or nurse is the
first one to notice it. They are “mandated reporters”; they must report their
concerns. However, as this text makes clear, reporting is only the first step toward
helping a mistreated child. Medical professionals may be the best ones to support
caregivers and children, making sure that the child recovers from any harm.

Thus, caring for children is a noble and joyous task, but it requires courage and
strong human relations skills. As your study of human development makes clear,
children do not grow in isolation: A skill medical professional is a crucial team
member, allowing every child to thrive.

VISUALIZING DEVELOPMENT
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Developing Attachment
Attachment begins at birth and continues lifelong. Much depends not only on the
ways in which parents and babies bond, but also on the quality and consistency of
caregiving, the safety and security of the home environment, and individual and
family experience. While the patterns set in infancy may echo in later life, they
are not determinative.
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Description
The top shows different rates of attachment by attachment styles. 50 to 70% Secure
(Type B) attachment, 10 to 20% Avoidant (Type A) attachment, 10 to 20%
Ambivalent (Type C) attachment, and 5 to 10 % Disorganized (Type D) attachment.
Below is an illustration showing how early responses to the strange situation are
related to later life attachment styles. For Securely attached children who are able to
separate from caregivers but prefer them to strangers, later life is marked by
supportive relationships and positive self-concepts. For Insecure-avoidant
attachments in which children avoid caregivers, later life is marked by being aloof in
personal relationships and reports of being loners who are also lonely. For insecure-
resistant/ambivalent attachments in which children appear upset or worried when
separated from caregivers but who may hit or cling, later life is marked by angry,
stormy, or unpredictable relationships and few friendships. For those who have a
disorganized attachment, in which children seem angry, confused, erratic, or fearful,
later life can see demonstration of odd behaviors, including sudden emotions. There
is greater risk of psychological disorders. The bottom of the figure shows a two-by-
two diagram wherein attachments are plotted based on levels of avoidance and
anxiety. Low anxiety and low avoidance is the secure attachment. Low anxiety and
high avoidance is the avoidant attachment. High anxiety and low avoidance is the
resistant attachment. High anxiety and high avoidance is the disorganized attachment.
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Part III Early Childhood
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Description
The text reads, As you progress through the Early Childhood simulation
module, how you decide the following will impact the biosocial, cognitive,
and psychosocial development of your child. An illustration of a boy is on
the left. The three categories with questions are as follows.

Biosocial: How does your child's height and weight compare to national
norms? What foods will your child eat at this stage of development? How
much physical activity will you encourage?

Cognitive: Which of Piaget's stages of cognitive development is your child
in? In what kind of school will you enroll your child? Will your child be able
to demonstrate impulse control? How will your child compare to national
averages in reading, math, and language?

Psychosocial: In what kind of social environment will you place your child?
How will your child react if you and your partner split up? How will you
discipline your child at this age? How does your stress level impact your
child's emotional health?
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CHAPTER 8
CHAPTER 9
CHAPTER 10
From ages 2 to 6, children spend most of their waking hours
discovering, creating, laughing, and imagining — all the while acquiring
the skills they need. They chase each other and attempt new challenges
(developing their bodies); they play with sounds, words, and ideas
(developing their minds); they invent games and dramatize fantasies
(learning social skills and morals).

These were once called the preschool years because school started in first
grade. But first grade is no longer first; most children begin school long
before age 6. Instead, these years are called early childhood, because those
who were once called preschoolers are now young children. By whatever
name, the years from 2 to 6 are a time for extraordinary growth,
impressive learning, and spontaneous play, joyful not only for young
children but also for anyone who knows them. 
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Chapter 8 Early Childhood: Biosocial
Development
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✦ Body Changes
Growth Patterns
Nutrition

✦ Brain Growth
Myelination
INSIDE THE BRAIN: Connected Hemispheres
Maturation of the Prefrontal Cortex
Inhibition and Flexibility
Advancing Motor Skills

✦ Harm to Children
Avoidable Injury
A CASE TO STUDY: My Baby Swallowed Poison



684

Prevention
A VIEW FROM SCIENCE: Lead in the Environment
Child Maltreatment
Preventing Harm

✦ VISUALIZING DEVELOPMENT: Developing Motor Skills

What Will You Know?

1. Do young children eat too much, too little, or the right amount?
2. If children never climb trees or splash in water, do they suffer?
3. Why is injury control needed more than accident prevention?
4. Which is worse, neglect or abuse?

I often took 5-year-old Asa and his female friend, Ada, by subway from
kindergarten in Manhattan to their homes in Brooklyn. Their bodies were
quite similar (no visible gender differences yet), but they were quite
distinct from the hundreds of other subway riders. Of course they were
shorter and thinner, with rounder heads and smaller hands. Like all 5-year-
olds in this subway designed for adults, their feet did not touch the floor,
and the two of them could easily sit together in one seat. But none of those
body characteristics was the most noticeable difference from the other
passengers. Movement was.

I tried to keep their swinging feet from kicking other riders; I told them
again and again to hold on to the pole; I asked them to sit beside me
instead of careening up and down the subway car, looking out the window,
oblivious to the strangers they bumped into or squeezed by. Enforcing
proper subway behavior with 5-year-olds is difficult; I often failed.
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That is how nature makes young children: full of energy and action,
unaware of the social disapproval they might cause. Might the strangers
on that train judge Asa and Ada as rude and undisciplined, and blame me?
Or maybe my worries were my problem, not a problem for Asa, Ada, or
onlookers.

My task was to get us all off at the right stop and to keep the children from
falling when the train jerked. For that, I succeeded. Adults must guide
young children, keeping them safe while enjoying their exuberance. Most
of the tired subway riders did that; they smiled, admired, and sent me
sympathetic glances.

This chapter describes growth during early childhood — in body, brain,
and motor skills — and what adults do to protect it. As you will read,
accidents are the leading cause of childhood deaths: Adults need to keep
children safe and happy.

With Asa and Ada, I held their hands when we crossed the street;
remembered to bring their coats, lunchboxes, and backpacks from school
to train to home; made sure they didn’t leave my sight. Success. They are
both older now, usually quietly reading when on the train, still safe and
happy.
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Body Changes

 Observation Quiz: Can this toddler pedal the tricycle? (see answer,
page 218) 

In early childhood, as in infancy, the body and brain grow according
to powerful epigenetic forces — biologically driven and socially
guided, experience-expectant and experience-dependent. [Life-Span
Link: Experience-expectant and experience-dependent brain
development are explained in Chapter 5.]
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Short and Chubby Limbs No Longer     Siblings in New Mexico, ages 7 and almost
1, illustrate the transformation of body shape and skills during early childhood. Head
size is almost the same, but the older child’s arms are twice as long, evidence of
proximodistal growth.

Growth Patterns
Compare an unsteady 24-month-old with a cartwheeling 6-year-old.
Physical differences are obvious. Height and weight increase in those
four years (by about a foot and 16 pounds, or almost 30 centimeters
and 8 kilograms).
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Dramatic changes occur in shape: Children slim down, the lower
body lengthens, fat is replaced by muscle. The average body mass
index (or BMI, a ratio of weight to height) is lower at ages 5 and 6
than at any other time of life. [Life-Span Link: Body mass index is
defined in Chapter 11.]

Gone are the infant’s protruding belly, round face, short limbs, and
large head. The center of gravity moves from the breast to the belly,
enabling cartwheels, somersaults, and many other accomplishments.
The joys of dancing, gymnastics, and pumping legs on a swing
become possible; changing proportions enable new achievements.

During each year of early childhood, well-nourished children grow
about 3 inches (about 7½ centimeters) and gain almost 4½ pounds (2
kilograms). By age 6, the average child in a developed nation:

is at least 3½ feet tall (more than 110 centimeters).
weighs between 40 and 50 pounds (between 18 and 23
kilograms).
looks lean, not chubby.
has adultlike body proportions (legs constitute about half the
total height).

Nutrition
Although they rarely starve, young children sometimes are
malnourished, even in nations with abundant food. Small appetites
are often satiated by unhealthy snacks, crowding out needed vitamins.
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Obesity Among Young Children
Older adults often encourage children to overeat, protecting them
against famine that was common a century ago. Unfortunately, that
encouragement is now destructive. As family income decreases,
obesity increases — a sign of poor nutrition, likely to reduce
immunity and later increase disease (Rook et al., 2014).

There are many explanations for the connection between obesity and
low SES. Families with little money or education are more likely to
have family habits — less exercise, more television, fewer
vegetables, more sweetened drinks, frequent fast food — that
correlate with overweight (Cespedes et al., 2013). In addition, low-
income children may have grandmothers who cling to feeding
patterns that, in other times and places, protected against starvation.

Problems endure lifelong. Children who grow up in food-insecure
households learn to eat whenever food is available, becoming less
attuned to hunger and satiety signals in their bodies. Consequently, as
adults, they overeat when they are not hungry, risking obesity,
diabetes, and strokes (S. Hill et al., 2016).

Appetite naturally decreases between ages 2 and 6, as growth slows
down. Parents need to know this, neither enticing children to eat nor
feeding them candy or cake that will fill them up. However, parents
often underestimate their children’s weight. A review of 69 studies
found that half of the parents of overweight children believe their
children are thinner than they actually are (Lundahl et al., 2014).
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Early childhood is the best time for prevention, because overweight
increases with age. In 2016, 14 percent of 2- to 5-year-olds, 18
percent of 6- to 11-year-olds, and 21 percent of 12- to 19-year-olds in
the United States were obese (Fryar et al., 2018).

Surprisingly, parental recognition that a child is overweight may lead
to an increase in that child’s weight, according to research on 2,823
Australian 4- and 5-year-olds followed until mid-adolescence
(Robinson & Sutin, 2017). Similar results were found in Ireland and
the United States.

The reason may be, according to the authors of that Australian study,
that parents add stress without changing family eating patterns. If
parents criticize the child, the child may react by cycling between
dieting and overeating. Childhood obesity is linked to childhood
depression (Sutaria et al., 2019) as well as lack of exercise and
excessive screen time.

Sadly, people in many other nations are adopting Western diets,
buying cars and other labor-saving devices, and moving to cities
where long walks outside are unusual. As a result, “childhood obesity
is one of the most serious public health challenges of the 21st century.
The problem is global and is steadily affecting many low- and
middle-income countries, particularly in urban settings” (Sahoo et al.,
2015, pp. 187–188).

There has been some good news, however. In the United States,
school lunches include more fruit and less fat, and the rate of obesity
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in 2- to 5-year-olds has not shown a steady increase. Pediatric
awareness, corporate policies, and parental action are all credited
with this improvement, as is former First Lady Michelle Obama, who
made child nutrition and exercise her major goal. The real credit may
go to her pediatrician, who told her in 2007 that her children were
gaining weight more quickly than was ideal (Obama, 2018).

Who Is Fooling Whom?     He doesn’t believe her, but maybe she shouldn’t believe
what the label says, either. For example, “low fat” might also mean high sugar.

Many day-care centers have successfully prevented increases in
obesity rates among 2- to 5-year-olds by promoting exercise and
improving snacks — carrot sticks and apple slices, not cookies and
chocolate milk (Sisson et al., 2016). Similar trends are apparent in
Germany, with rates of childhood obesity steady among older
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children and dropping slightly among young children (Schienkiewitz
et al., 2018).

Sadly, after leveling off for a few years, preschool obesity in the
United States has risen again to 13.9 percent (Fryar et al., 2018). That
bad news has a hopeful twist: Since weight gain in early childhood is
fluid, parents and communities can make a difference if they so
choose.

Nutritional Deficiencies
Although many young children consume more than enough calories,
they do not always obtain adequate iron, zinc, and calcium. For
example, North American children now drink less milk than formerly,
which means they ingest less calcium and have weaker bones later
on.

Eating a wide variety of fresh foods may be essential for optimal
health. Compared with the average child, young children who eat
more dark-green and orange vegetables and less fried food benefit in
many ways. They gain bone mass but not fat, according to a study
that controlled for other factors that might correlate with body fat,
such as gender (girls have more), ethnicity (people of some ethnic
groups are genetically thinner), and income (poor children have
worse diets) (Wosje et al., 2010).

Sugar is a major problem. Many cultural customs entice children to
eat sweets — in birthday cake, holiday candy, desserts, sweetened
juice, soda, and so on. In early childhood, the American Heart
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Association recommends no more than six teaspoons of natural or
added sugars, such as high-fructose corn syrup. The average child
consumes three times that. Too much sugar causes poor circulation —
with heart attacks likely 50 years later (Vos et al., 2017).

Advertisements may mislead. For example, vitamin C is usually
found in abundance in the normal diet of young children and is a
cheap vitamin to add to food, so sweetened juice with 100 percent of
the daily requirement of vitamin C is no bargain.

Oral Health
The most immediate harm from sugar is cavities and decaying teeth
before age 6. Thus, children should see a dentist and brush their teeth
regularly during early childhood — practices that were unnecessary
before widespread sugar consumption (Gibbons, 2012).

“Baby” teeth are replaced naturally from ages 6 to 10. The schedule
is genetic, with girls a few months ahead of boys. However, tooth
brushing and dentist visits should become habitual in early childhood
because poor oral health harms those permanent teeth (forming below
the first teeth) and can cause jaw malformation, chewing difficulties,
and speech problems.

Teeth are affected by diet and illness, so a young child’s teeth can
alert a professional to other health problems. The process works in
reverse as well: Infected teeth can affect the rest of the child’s body.
In adulthood, tooth infections can cause preterm births (Puertas et al.,
2018).
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Allergies and Food
An estimated 6 to 8 percent of children are allergic to a specific food,
almost always a common, healthy one: Milk, eggs, peanuts, tree nuts
(such as almonds and walnuts), soy, wheat, fish, and shellfish are the
usual culprits. Diagnostic standards for allergies vary (which explains
the range of estimates), and treatment varies even more.

Not Allergic Anymore?     Many food allergies are outgrown, so young children are
more likely to have them than older ones. This skin prick will insert a tiny amount of a
suspected allergen. If a red welt develops in the next half hour, the girl is still allergic.
Hopefully, no reaction will occur; but if her breathing is affected, an EpiPen is within
reach.

Some experts advocate total avoidance of the offending food — there
are peanut-free schools, where no one is allowed to bring a peanut-
butter sandwich for lunch. However, carefully giving children who
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are allergic to peanuts a tiny bit of peanut powder (under medical
supervision) is usually a safe and effective way to decrease preschool
children’s allergic reaction (Couzin-Frankel, 2018).

Indeed, exposure to peanuts can begin before birth: A study of
pregnant women who ingested peanuts found that their children were
less likely to be allergic (Frazier et al., 2014). Fortunately, many
childhood food allergies are outgrown, but ongoing allergies make a
balanced diet even harder to maintain.

Other allergies may increase as children grow older, depending on
various preventive measures — for example, avoiding air pollution or
having a pet (Nowak & Schaub, 2018). Diet might matter. Children
who eat fewer fast foods (which have relatively high levels of
saturated fatty acids, trans fatty acids, sodium, carbohydrates, and
sugar) are less likely to have asthma, nasal congestion, watery eyes,
and itchy skin allergies.

WHAT HAVE YOU LEARNED?

1. About how much does a well-nourished child grow in height and weight
from age 2 to age 6?

2. Why do some adults overfeed children?

3. How do childhood allergies affect nutrition?

4. Why are today’s children more at risk of obesity than children 50 years
ago?
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Brain Growth
By age 2, most neurons have connected to other neurons and

substantial pruning has occurred. The 2-year-old’s brain already
weighs 75 percent of what it will weigh in adulthood; the 6-year-old’s
brain is 90 percent of adult weight.

Since most of the brain is already present and functioning by age 2,
what remains to develop? The most important parts! Most important
for people, that is.

Myelination
After infancy, most of the increase in brain weight occurs because of
myelination. Myelin (sometimes called the white matter of the brain;
the gray matter is the neurons themselves) is a fatty coating on the
axons that protects and speeds signals between neurons.

myelination
The process by which axons become coated with myelin, a fatty substance that
speeds the transmission of nerve impulses from neuron to neuron.
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Mental Coordination?     This brain scan of a 38-year-old depicts areas of myelination
(the various colors) within the brain. As you see, the two hemispheres are quite similar,
but not identical. For most important skills and concepts, both halves of the brain are
activated.

Myelin helps every part of the brain, especially the connections
between neurons that are far from each other. It is far more than mere
insulation around the axons: “Myelin organizes the very structure of
network connectivity … and regulates the timing of information flow
through individual circuits” (Fields, 2014, p. 266).

Lateralization
Myelination is especially evident in the major link between the left
and the right halves of the brain, the corpus callosum (see Inside the
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Brain).

corpus callosum
A long, thick band of nerve fibers that connects the left and right hemispheres of the
brain and allows communication between them.

 INSIDE THE BRAIN

Connected Hemispheres
The brain is divided into two halves called hemispheres. Those two are
connected by the corpus callosum, a long, thick band of nerve fibers that
myelinates and grows particularly rapidly in early childhood (Ansado et al.,
2015). For that reason, compared to toddlers, young children become much
better at coordinating the two sides of their brains and, hence, both sides of
their bodies. They can hop, skip, and gallop at age 5, unlike at age 2.

Both sides of the brain are usually involved in every skill, not only gross motor
skills such as hopping, skipping, and galloping but also fine motor skills such
as eating with utensils or buttoning one’s coat. Intellectual skills also use many
parts of the brain, as do social responses to other people.

That is why the corpus callosum is crucial. As myelination progresses, signals
between the two hemispheres become quicker and clearer, enabling children to
become better thinkers, to be less clumsy, and eventually to read, write, and
add — all skills that require the whole brain.

The development of the corpus callosum is easy to see when comparing infants
and older children. For example, no 2-year-old can hop on one foot, but most
6-year-olds can — an example of brain balancing. Many songs, dances, and
games that young children love involve moving their bodies in some
coordinated way — challenging, but fun because of that. Logic (left brain)
without emotion (right brain) is a severe impairment, as is the opposite
(Damasio, 2012).
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Emotions also need to be balanced. In adulthood, depression is more common
in people with impaired balance between the two sides of the brain (Bruder et
al., 2017).

Serious disorders are caused when the corpus callosum fails to develop. That
almost always results in intellectual disability (Cavalari & Donovick, 2014).
Abnormal growth of the corpus callosum is one symptom of autism spectrum
disorder, as well as of dozens of other disorders (Travers et al., 2015; J. Wolff
et al., 2015; Al-Hashim et al., 2016). This is partly genetic, but it also is
prenatal, as evidenced by smaller corpus callosa when the mother drank
heavily during pregnancy (Biffen et al., 2018).

Astonishing studies of humans whose corpus callosa were severed to relieve
severe epilepsy, as well as research on humans and other vertebrates with
intact corpus callosa, reveal how the brain’s hemispheres specialize. Typically,
the left half controls the body’s right side as well as areas dedicated to logical
reasoning, detailed analysis, and the basics of language.

The brain’s right half controls the body’s left side and areas dedicated to
emotional and creative impulses, including appreciation of music, art, and
poetry. Thus, the left half notices details and the right half grasps the big
picture.

This left–right distinction has been exaggerated, especially when broadly
applied to people. No one is exclusively left-brained or right-brained, except
individuals with severe brain injury in childhood, who may use half of their
brain to do all of the necessary thinking. Nonetheless, we should all be grateful
that many parts of our brains coordinate with other parts. We have our corpus
callosa to thank for that.

Left-handed people tend to have thicker, better myelinated corpus
callosa than right-handed people do, perhaps because they often need
to switch between the two sides of their bodies, depending on the
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task. Naturally they use their dominant left hand (e.g., brushing their
teeth), but socially they use their right hand because that is what is
expected (e.g., shaking hands).

Acceptance of left-handedness is more widespread now than a
century ago. More adults in Great Britain and the United States claim
to be left-handed today (about 10 percent) than in 1900 (about 3
percent) (McManus et al., 2010). Developmentalists now advise
against forcing a left-handed child to become right-handed, since the
brain is the origin of handedness.

Indeed, the brain is the source of all types of lateralization (literally,
sidedness). The entire human body is lateralized, apparent not only in
right- or left-handedness but also in the feet, the eyes, the ears, and
the brain itself.

lateralization
Literally, sidedness, referring to the specialization in certain functions by each side
of the brain, with one side dominant for each activity. The left side of the brain
controls the right side of the body, and vice versa.

Genes, prenatal hormones, and early experiences all affect which side
does what, and then the corpus callosum puts it all together. Left
lateralization is an advantage in some professions, especially those
involving creativity and split-second, emotional responses.

A disproportionate number of artists, musicians, and sports stars
were/are left-handed, including Pele, Babe Ruth, Monica Seles, Bill
Gates, Oprah Winfrey, Jimi Hendrix, Lady Gaga, and Justin Bieber.
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Five of the past seven presidents of the United States were/are lefties:
Gerald Ford, Ronald Reagan, George H.W. Bush, Bill Clinton, and
Barack Obama. Each was able to coordinate with many nations and
opinions in Congress: Political flexibility allowing respect for diverse
populations may correlate with a strong corpus callosum. (See Inside
the Brain.)

Humans and Other Animals
Although the brains and bodies of other primates are better than those
of humans in some ways (other primates climb trees earlier and
faster, for instance), and although many animals have abilities that
humans lack (smell in dogs, hearing in bats), humans have
intellectual capacities far beyond any other animal. Much of this is
the ability to use many parts of the brain at once, an ability aided by
extensive white matter.

With other creatures, evolution is sometimes called “survival of the
fittest.” But humans have developed “a mode of living built on social
cohesion, cooperation and efficient planning. It was a question of
survival of the smartest” (Corballis, 2011, p. 194). Myelination from
ages 3 to 6 is crucial for that, because it enables the parts of the brain
to communicate with each other (Forbes & Gallo, 2017).

Maturation of the Prefrontal Cortex
The entire frontal lobe continues to develop for many years after
early childhood; dendrite density and myelination are still increasing
in emerging adulthood. Nonetheless, neurological control advances
significantly between ages 2 and 6, evident in several ways:
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Sleep becomes more regular.
Emotions become more nuanced and responsive.
Temper tantrums subside.
Uncontrollable laughter and tears are less common.

Good Excuse     It is true that emotional control of selfish instincts is difficult for
young children because the prefrontal cortex is not yet mature enough to regulate some
emotions. However, family practices can advance social understanding.

One example of the maturing brain is evident in the game Simon
Says. Players are supposed to follow the leader only when orders are
preceded by the words “Simon says.” Thus, if leaders touch their
noses and say, “Simon says touch your nose,” players are supposed to
touch their noses; but when leaders touch their noses and say, “Touch
your nose,” no one is supposed to follow the example. Young
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children lose at this game because they impulsively do what they see
and hear.

Another example is the sudden fear that young children experience.
Because the amygdala is not well connected to more reflective and
rational parts of the brain, many young children become suddenly
terrified — even of something that exists only in imagination. With
maturation and reassurance, the fearful child becomes the confident
adult.

Inhibition and Flexibility
Neurons have only two kinds of impulses: on–off or, in neuroscience
terms, activate–inhibit. Each is signaled by biochemical messages
from dendrites to axons to neurons. (The consequences are evident in
executive function and emotional regulation, both crucial aspects of
cognition that are discussed in the next two chapters.)

Impulsiveness
A balance of activation and inhibition (on/off) is necessary for
thoughtful adults, who neither leap too quickly nor hesitate too long,
neither lash out angrily nor freeze in fear. Neurological equilibrium is
best lifelong: One sign of cognitive loss is when a person becomes
too cautious or too impulsive.

 Especially for Early-Childhood Teachers: You know you should be
patient, but frustration rises when your young charges dawdle on the walk
to the playground a block away. What should you do? (see response, page
218)
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Some preschool teachers tell the children to sit on their hands during
“circle time”, assigning each child to a designated spot on the carpet,
because children have difficulty not touching their neighbor. Poor
impulse control signifies a personality disorder in adulthood but not
in early childhood. Few 3-year-olds are capable of sustained attention
to tasks that adults organize.

impulse control
The ability to postpone or deny the immediate response to an idea or behavior.

Perseveration
The opposite reaction is also apparent. Some young children
perseverate, which is to stick to (persevere) one thought or action. A
child might play with one toy or hold one fantasy for hours. This is
characteristic of children on the autism spectrum but can also be quite
typical for a 3-year-old.

perseverate
To stay stuck, or persevere, in one thought or action for a long time. The ability to be
flexible, switching from one task to another, is beyond most young children.

Young children may repeat a phrase or question again and again, or
they may not be able to stop giggling once they start. That is
perseveration. Crying may become uncontrollable because the child
is stuck in whatever triggered the outburst.

A study of children from ages 3 to 6 found that the ability to attend to
what adults requested gradually increased. That correlated with
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academic learning and behavioral control (fewer outbursts or tears)
(Metcalfe et al., 2013). Development continues as brain maturation
(innate) and emotional regulation (learned) allow most children to
pay attention and switch activities as needed, with neurological
maturation related to cultural demands (Posner & Rothbart, 2017).

In childhood as well as adulthood, perseveration leads to
procrastination (“Not now, I am busy”). Impulsivity and
procrastination may seem to be opposites, but they are closely
correlated, because the same brain regions (particularly the left
dorsolateral prefrontal cortex) are involved in both (Liu & Feng,
2017).

Open Your Arms!     But four children keep their arms closed because Simon didn’t
say to do so. You can almost see their prefrontal cortices (above the eyes) hard at work.
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Stress and the Brain
The relationship between stress and brain activity depends partly on
the age of the person and partly on the degree of stress. Both too
much and too little impair learning.

In an experiment, brain scans and hormone measurements were taken
of 4- to 6-year-olds immediately after a fire alarm (Teoh & Lamb,
2013). As measured by their cortisol levels, some children were upset
and some were not. Two weeks later, they were questioned about the
event. Those with higher cortisol reactions to the alarm remembered
more details than did those with lower cortisol. That is found in other
research as well — some stress, but not too much, aids cognition
(Keller et al., 2012).

VIDEO ACTIVITY: The Childhood Stress-Cortisol Connection examines
how high cortisol levels can negatively impact a child’s overall health.

However, especially with children, if an adult creates stress by asking
questions sternly and demanding immediate yes-or-no answers,
memories are less accurate. There are good evolutionary reasons for
that: People need to remember experiences that arouse their emotions
so that they can avoid, or adjust to, similar experiences in the future.
On the other hand, the brain protects itself from too much stress by
shutting down.
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Generally, a balance between arousal and reassurance is needed,
again requiring coordination among many parts of the brain. For
instance, if children are witnesses to a crime (a stressful experience)
or experience abuse, memory is more accurate when an interviewer is
warm and attentive, listening carefully but not suggesting answers
(Johnson et al., 2016).

Direct maltreatment is worse, causing not only shrinkage of various
regions of the brain but also decreases in white matter — and thus
reduced connections between parts of the brain (Puetz et al., 2017;
Rock et al., 2018). A person who was abused as a child might get
stuck — perhaps on fear, or on fantasy, or even on a happy or neutral
thought, unable to coordinate the mixed emotions of most
experiences.

Sadly, this topic leads again to the Romanian children mentioned in
Chapter 7. When some adopted Romanian children saw pictures of
happy, sad, frightened, or angry faces, their limbic systems were less
reactive than were those of Romanian children who were never
institutionalized. Their brains were also less lateralized, suggesting
less efficient thinking (C. Nelson et al., 2014). Thus, institutional life,
without stress reduction provided by loving caretakers, impaired their
brains.

Advancing Motor Skills
Maturation and myelination allow children to move with greater
speed, agility, and grace as they age (see Visualizing Development,
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page 219). Brain growth, motivation, and guided practice undergird
all motor skills.

Gross Motor Skills
Gross motor skills improve dramatically during early childhood.
When playing, many 2-year-olds fall down and bump clumsily into
each other. By contrast, some 5-year-olds perform coordinated dance
steps, tumbling tricks, or sports moves.

There remains much for them to learn, especially in the ability to
adjust to other people and new circumstances. Thus, a 5-year-old can
sometimes kick a ball with precision, but it is much harder for that
child to be a good team player on a soccer team. (Learning about
people and controlling emotions are discussed in the next two
chapters.)
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Practice with the Big Kids     Ava is unable to stand as Carlyann can (top), but she is
thrilled to be wearing her tutu in New York City’s Central Park with 230 other dancers
in a highly organized attempt to break a record for the most ballerinas on pointe at the



710

same moment. Motor skills are developing in exactly the same way on the other side of
the world (bottom) as children in Beijing perform in ballet class.

Many North American 5-year-olds can ride a tricycle, climb a ladder,
and pump a swing, as well as throw, catch, and kick a ball. A few can
do these things by age 3, and some 5-year-olds can already skate, ski,
dive, and ride a bike — activities that demand balanced coordination
and both brain hemispheres. Elsewhere, some 5-year-olds swim in
oceans or climb cliffs.

Adults need to make sure that children have a safe space to play, with
time, appropriate equipment, and playmates. Children learn best from
peers who demonstrate whatever the child is ready to try, from
catching a ball to climbing a tree. Of course, culture and locale
influence particulars: Some small children learn to skateboard, others
to sail.

Crowded, busy, or violent streets not only impede development of
gross motor skills but also add to the natural fears of the immature
amygdala, compounded by the learned fears of adults. Gone are the
days when parents told their children to go out and play, only to
return when hunger, rain, or nightfall brought them home. Now many
parents fear strangers and traffic, keeping their 3-to 5-year-olds inside
(R. Taylor et al., 2009).

Learning from Nature
That worries many childhood educators who believe that children
need space and freedom in order to develop well (Moore & Sabo-
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Risley, 2017). Balancing on branches and jumping over fences,
squeezing mud and throwing pebbles, chasing birds and catching
bugs — each forbidden now by some adults — educated millions of
children in former cohorts.

CHAPTER APP 8

 Wuf Shanti Yoga Fun Machine

IOS:
https://tinyurl.com/y5hzbsmc
RELATED TOPIC:
Motor skills and general well-being in early childhood

Based on a book and South Florida PBS series and featuring the motto “Think
well to be well,” this app for young children includes brief videos of yoga
poses, songs, meditations, and positive thoughts. There are also games and
coloring pages on the app, all of which encourage health, wellness, happiness,
and positivity in children.

Play is considered crucial for every aspect of child development,
cognitive and social as well as physical. It is discussed in Chapter 10.
Here we acknowledge that children develop their motor skills —
running, climbing, leaping, jumping — when they play outside with
other children.

Accordingly, some researchers have studied which environments are
most likely to encourage active play. A study found that children
were most likely to play actively outside on dead-end streets, cul-du-
sacs, or side streets where there was some visible litter (Kaczynski et

https://tinyurl.com/y5hzbsmc
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al., 2018). The “counterintuitive” discovery that streets with litter
correlated with play was explained by the researchers as an indication
of more playmates and fewer authorities.

Fine Motor Skills
Fine motor skills also improve dramatically in early childhood. This
is particularly apparent in eating. Most 1-year-olds grab their food in
their hands, and they prefer finger foods of all kinds — sandwiches,
chips, carrots, cookies. Indeed, many very young children eat
spaghetti, or ice cream, or mashed potatoes with their hands —
despite the obvious difficulties.

Gradually, however, children learn to use spoons, and then forks, and
eventually, knives. This is culture-specific, of course. Chopsticks are
mastered by 4-year-olds in Asia, even though many 40-year-olds in
North America cannot manipulate them.
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Same Situation, Far Apart: Finger Skills     Children learn whatever motor skills
their culture teaches. Some master chopsticks, with fingers to spare; others cut sausage
with a knife and fork. Unlike children in Japan (above top) and Germany (above
bottom), some never master either, because about one-third of adults worldwide eat
directly with their hands.

Other fine motor skills are gradually mastered. Two-year-olds try to
mash a puzzle piece into a space, not only because their spatial
visualization needs maturation but also because their fingers are not
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yet adept at rotation. That is why many puzzles for young children
have wooden pieces with knobs for easier manipulation. Sewing,
knitting, drawing, buttoning, and much more develops gradually.
Ideally, equipment for children takes immaturity into account — as
seen in children’s shoes, now never tied, always velcroed or slip-on.

Gender differences are evident. In part, that is because maturation is
quicker in girls than boys — already apparent in when baby teeth fall
out. But part of it may be practice: Girls are more often given sewing
cards, or Barbie dolls that have clothes that require fine motor skills.
[Life-Span Link: This tension between nature and nurture for gender
issues is discussed in Chapter 10.]

WHAT HAVE YOU LEARNED?

1. Why is myelination important for thinking and motor skills?

2. How does brain maturation affect impulsivity and perseveration?

3. How do stress hormones affect brain development?

4. What factors help children develop their gross motor skills?

5. What are the advantages and disadvantages of organized sports
programs?

6. What factors help children develop their fine motor skills?
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Harm to Children
The goal of the study of human development is to help everyone develop

their full potential lifelong. All cultures cherish the young. Communities
provide education, health care, and playgrounds; parents, grandparents,
and strangers of every income, ethnicity, and nation seek to protect
children while fostering their growth.

Nevertheless, far more children are harmed by acts of commission or
omission (action or neglect), by deliberate or accidental violence, than
from any specific disease. In the United States, almost four times as many
1- to 4-year-olds die of accidents than of cancer, which is the leading
cause of disease death during these years (National Center for Health
Statistics, 2018).

Avoidable Injury
Worldwide, injuries cause millions of premature deaths. Not until age 40
does any specific disease overtake accidents as a cause of mortality.

In some nations, malnutrition, malaria, and other infectious diseases
combined cause more infant and child deaths than injuries do, but those
nations also have high rates of child injury. For example, southern Asia
and sub-Saharan Africa have the highest rates of child motor-vehicle
deaths, even though the number of cars is relatively low (World Health
Organization, 2015). Most children who die in such accidents are
pedestrians, or are riding — without a helmet — on motorcycles.

Age-Related Dangers
In accidents overall, 2- to 6-year-olds are more often seriously hurt than 6-
to 10-year-olds. Why are young children so vulnerable?
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Immaturity of the prefrontal cortex makes young children impulsive; they
plunge into danger. Unlike infants, their motor skills allow them to run,
leap, scramble, and grab in a flash, before a caregiver can stop them. Their
curiosity is boundless; their impulses are uninhibited.

 Especially for Urban Planners: Describe a neighborhood park that would
benefit 2- to 5-year-olds. (see response, page 218)

Meanwhile, adults tend to overestimate what their children understand
(Morrongiello, 2018). Parents teach not to run with scissors, for example,
and are proud that their children can repeat that rule and obey when the
parents are nearby. But those same parents think that their children know
the reason for that rule — but most do not. A child who suddenly feels
angry may deliberately break a rule — unaware of the danger.

Parents think they can predict what hazards will be attractive to their
children, yet “young children routinely do unpredictable things that lead to
injuries” (Morrongiello, 2018, p. 218). A child who has never seemed
interested in, for instance, the kitchen knife rack might one day want to
carve, cut, or stab, never having learned that knives can be dangerous. I
did exactly that when I was learning to write: One of my parents’
cherished coffee tables had “KAT” carved in it.

Almost all young children do something that they know is forbidden and
hide it from their parents. This could be quite harmless, such has hiding
broccoli in their napkin or sweeping up shards of the glass that should
have stayed on the shelf. But it could also be dangerous: Children run
away and get lost, start a fire and try to extinguish it, or swallow pills but
never tell their parents that they feel sick.
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Same Situation, Far Apart: Keeping Everyone Safe     Preventing child accidents requires
action by both adults and children. In the United States (left), adults passed laws and taught
children to use seat belts — including this boy who buckles his stuffed companion. In France
(right), teachers stop cars while children hold hands to cross the street — each child keeping
his or her partner moving ahead.

Age-related trends are apparent in particulars. Falls are more often fatal
for the youngest (under 24 months) and oldest (over 80 years) people; 1-
to 4-year-olds have high rates of poisoning and drowning; motor-vehicle
deaths peak from age 15 to 25.

Generally, as income falls, accident rates rise, but not for every cause. In
the United States, young children drown in swimming pools six times
more often than older children and adults (Gilchrist & Parker, May 16,
2014). Usually the deadly pool is in their own backyard, a luxury few low-
income families enjoy.

Injury Control
Instead of using the term accident prevention, public health experts prefer
injury control (or harm reduction). Consider the implications. Accident
implies that an injury is random, unpredictable; if anyone is at fault, it’s a
careless parent or an accident-prone child. Instead, injury control suggests
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that the impact of an injury can be limited, and harm reduction implies
that harm can be minimized.

injury control/harm reduction
Practices that are aimed at anticipating, controlling, and preventing dangerous activities;
these practices reflect the beliefs that accidents are not random and that injuries can be
made less harmful if proper controls are in place.

If young children are allowed to play to develop their skills, minor
mishaps (scratches and bruises) are bound to occur. As already explained,
children benefit from play. A child with no scrapes may be overprotected.

However, playing children need protection. Serious injury is unlikely if a
child falls on a safety surface instead of on concrete, if a car seat protects
the body in a crash, if a bicycle helmet cracks instead of a skull, or if
swallowed pills come from a tiny bottle. Reducing harm requires effort
from professionals and parents, as I know too well from my own
experience (see A Case to Study).

A CASE TO STUDY

“My Baby Swallowed Poison”
Many people think that the way to prevent injury to young children is to educate
parents. However, public health research finds that laws that apply to everyone are
more effective than education, especially if parents are overwhelmed by the daily
demands of child care and money management. Injury rates rise when parents have
more than one small child, and not enough money.

For example, thousands of lives have been saved by infant car seats. However, many
parents do not voluntarily install car seats. Research has found that parents are more
likely to use car seats if they are given them to take their newborn home from the
hospital, and if an expert installs the seat and shows the parents how to use it — not
simply tells them or makes them watch a video (Tessier, 2010). Laws mandating car
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seats and hospital programs have had an effect. In 2013 in the entire United States,
only 60 infant passengers died in car accidents, one-eighth the number in 2003.

The research concludes that motivation and education help, but laws mandating
primary prevention are more effective. I know this firsthand. Our daughter Bethany,
at age 2, climbed onto the kitchen counter to find, open, and swallow most of a
bottle of baby aspirin. Where was I? In the next room, nursing our second child and
watching television. I did not notice what Bethany was doing until I checked on her
during a commercial.

Bethany is alive and well today, protected by all three levels of prevention. Primary
prevention included laws limiting the number of baby aspirin per container;
secondary prevention included my pediatrician’s written directions from when
Bethany was a week old to buy syrup of ipecac; tertiary prevention was my phone
call to Poison Control.

I told the helpful stranger who answered the phone, “My baby swallowed poison.”
He calmly asked me a few questions and then advised me to give Bethany ipecac to
make her throw up. I did, and she did.

That ipecac had been purchased two years before, when I was a brand-new mother
and ready to follow every bit of my pediatrician’s advice. If the doctor had waited
until Bethany was able to climb before recommending it, I might not have followed
his advice, because by then I had more confidence in my ability to prevent harm.

I still blame myself, but I am grateful for all three levels of prevention that protected
my child. In some ways, my own education helped avert a tragedy. I had chosen a
wise pediatrician; I knew the number for Poison Control (FYI: 1-800-222-1222).

As I remember all the mistakes I made in parenting (only a few mentioned in this
book), I am grateful for every level of prevention.

Less than half as many 1- to 5-year-olds in the United States were fatally
injured in 2015 as in 1980, thanks to laws that limit poisons, prevent fires,
and regulate cars. Control has not yet caught up with newer hazards,
however.
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For instance, many new homes in California, Florida, Texas, and Arizona
have swimming pools: In those states, drowning is a leading cause of child
death. Children under age 5 are now less often poisoned from medicines
and more often poisoned by cosmetics or personal care products
(deodorant, hair colorant, etc.) (Mowry et al., 2015, p. 968).

Prevention
Prevention begins long before any particular child, parent, or legislator
does something foolish. Unfortunately, few people notice injuries and
deaths that did not happen. Scientists analyze data, however, and advocate
prevention. That has reduced accidental deaths dramatically.
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Forget Baby Henry?     Infants left in parked cars on hot days can die from the heat. Henry’s
father invented a disc to be placed under the baby that buzzes his cell phone if he is more than
20 feet away from the disc. He hopes all absentminded parents will buy one.

Levels of Prevention
Three levels of prevention apply to every health and safety issue.

Primary prevention considers the overall conditions that affect the
likelihood of harm. Laws and customs reduce injury for people of
every age.
Secondary prevention is more targeted, averting harm in high-risk
situations or for vulnerable individuals.
Tertiary prevention begins after an injury has occurred, limiting
damage.

primary prevention
Actions that change overall background conditions to prevent some unwanted event or
circumstance, such as injury, disease, or abuse.
secondary prevention
Actions that avert harm in a high-risk situation, such as holding a child’s hand when
crossing the street.
tertiary prevention
Actions, such as immediate and effective medical treatment, that are taken after an adverse
event (such as illness or injury) and that reduce harm.

Tertiary prevention is the most visible, but primary prevention is the most
effective. Much of the research has focused on sports injuries among older
children and adults (Emery, 2018), but the same principles apply at every
age.

An example comes from data on motor-vehicle deaths. As compared with
50 years ago, far more cars are on the road; but the rate of children killed
by cars is only one-fourth of what it was (Insurance Institute for Highway
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Safety, 2018) (see Figure 8.1). How does each level of prevention
contribute?

FIGURE 8.1

No Matter What Statistic     Motor-vehicle fatalities of pedestrians, passengers, and drivers,
from cars, trucks, and motorcycles, for people of all ages, were all lower in 2017 than in
1995, a dramatic difference since the population had increased by a third and the number of
cars increased as well. Proof could be shown in a dozen charts, but here is one of the most
telling: deaths of child pedestrians. All three levels of prevention — in roads, cars, drivers,
police, caregivers, and the children themselves — contributed to this shift.

Data from Insurance Institute for Highway Safety, December, 2018.

Description
The first graphic, the line chart, shows the number of deaths from motor
vehicle crashes for several years. The data area as follows (year, deaths):
1995, 41,000; 2000, 41,000; 2005, 41,500; 2010, 32,500; 2015, 36,000; and
2018, 37,500.The second graphic, the bar chart, shows the number of
pedestrian deaths among 13 year olds by year. The data are as follows (year,
deaths): 1995, 600; 1997, 505; 1999, 450; 2001, 385; 2003, 315; 2005, 290;
2007, 230; 2009, 200; 2011, 185; 2013, 205; 2015, 195; 2017, 190.
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Primary prevention includes sidewalks, pedestrian overpasses, streetlights,
and traffic circles. Cars have been redesigned (e.g., better headlights,
windows, and brakes), and drivers’ competence has improved (e.g.,
stronger penalties for drunk driving). Reduction of traffic via improved
mass transit provides additional primary prevention.

Secondary prevention reduces danger in high-risk situations. Crossing
guards and flashing lights on stopped school buses are secondary
prevention, as are salt on icy roads, warning signs before blind curves,
speed bumps, and walk/don’t walk signals at busy intersections. Laws
require safety seats for child passengers.
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Finally, tertiary prevention reduces damage after an accident. Examples
include speedy ambulances, efficient emergency room procedures,
effective follow-up care, and laws against hit-and-run drivers, all of which
have been improved from decades ago. Medical personnel speak of the
golden hour, the hour following an accident, when a victim should be
treated. Of course, there is nothing magical about 60 minutes in contrast to
61 minutes, but the faster an injury victim reaches a trauma center, the
better the chance of recovery (Dinh et al., 2013).

The child death rate is lower for other reasons, as well. Air pollution has
been reduced, so fewer children die of asthma. Poison control is more
readily available, so fewer children die of swallowing toxins. And many
pesticides are banned from home use, so fewer children swallow them.

A most dramatic advance in harm prevention has been in accidental
firearm death. In 1970 that rate was 10 per million children ages 1 to 14;
in 2015, the rate was half that (National Center for Health Statistics,
2018), even though more guns have been sold.

Evidence matters. It has led to community awareness and prevention.
Children are no less curious than they were, and guns are no less common.
Indeed, “the civilian gun stock has roughly doubled since 1968, from one
gun per every two persons to one gun per person” according to a 2012
report to the U.S. Congress (Krouse, 2012). Other sources also find more
guns in homes. However, more parents hide and lock their guns, so only
half as many children die of gun deaths.

Many pediatricians now advise safe firearm storage when they counsel
about locking up poisons. Sadly, the school shooting in Sandy Hook,
Connecticut, was followed by increases in both gun purchases and
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accidental gun deaths of children (Levine & McKnight, 2017). Newly
purchased guns are more likely to cause deaths of family members,
because new buyers are less careful.

For all of these problems, the focus has been on physical injury, not on
intellectual harm. That is the next challenge for developmentalists, as it is
apparent that pollutants in air and water, and chemicals in household
products and food, may harm the brain, particularly in infancy and
childhood. It continues lifelong (Babadjouni et al., 2017).

It is difficult for any one person to prevent this harm, and government
regulations are notoriously slow. Lead is a sobering example of this, as
explained in A View from Science.

A VIEW FROM SCIENCE

Lead in the Environment
The need for scientists to understand the impact of various pollutants in the air,
water, and food for children is particularly apparent in one sad example. Lead was
recognized as a poison a century ago (Hamilton, 1914). The symptoms of plumbism,
as lead poisoning is called, were obvious — intellectual disability, hyperactivity, and
even death if the level reached 70 micrograms per deciliter of blood.

The lead industry defended the heavy metal. Correlation is not causation, they
argued. Low-income children (who often had high blood levels) had lower IQs
because of third variables, such as malnutrition, inadequate schools, and parents who
let their children eat flaking chips of lead paint (which tastes sweet). This made
sense to some developmental psychologists (Scarr, 1985) and, I confess, to me in the
first edition of my textbook (Berger, 1980).

Lead remained a major ingredient in paint (it speeds drying) and in gasoline (it raises
octane) for most of the twentieth century. Finally, chemical analyses of blood and
teeth, with careful longitudinal and replicated research, proved that lead in dust and
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air (not just in eating paint chips) was indeed poisoning children (Needleman et al.,
1990; Needleman & Gatsonis, 1990).

The United States banned lead in paint (in 1978) and automobile fuel (in 1996). The
blood level that caused plumbism was set at 40 micrograms per deciliter, then 20,
and then 10. Danger is now thought to begin at 5 micrograms, but no level has been
proven to be risk-free (MMWR, April 5, 2013). Lead is especially destructive of
fetal, infant, and young child brains (Hanna-Attisha et al., 2016).

Toxic Shrinkage     This composite of 157 brains of adults who, as children, had high
lead levels in their blood shows reduced volume. The red and yellow hot spots are all
areas that are smaller than areas in a normal brain. No wonder lead-exposed children
have multiple intellectual and behavioral problems.

Description
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This is a photo showing eight different pictures of neuroimaging results of human brains
from different perspectives. Each image shows activity hot spots that are depicted in red
and yellow, and the brains of those with high exposure to lead in childhood have fewer
such spots, and spots that are smaller than brains without the lead exposure.

Regulation has made a difference: The percentage of U.S. 1- to 5-year-olds with
more than 5 micrograms of lead per deciliter of blood was 8.6 percent in 1999–2001,
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4.1 percent in 2003–2006, 2.6 percent in 2007–2010, and less than 1 percent in
2010–2014 (Raymond & Brown, January 20, 2017) (see Figure 8.2).

FIGURE 8.2

Dramatic Improvement in a Decade     When legislators finally accepted the research
establishing the damage from lead in paint, gasoline, and water, they passed laws that
helped to make it exceedingly rare for any child to die or suffer intellectual disability
because of plumbism. A decade ago, 10 micrograms per deciliter of blood was thought
to be completely safe; now less than 1 child in 200 tests at that level, and even 5
micrograms per deciliter alerts pediatricians and parents to find the source. These
national data make the tragedy in Flint, Michigan, especially shocking.

Data from Child Trends Data Bank, 2015; Centers for Disease Control and Prevention, 2018.

Description
This line graph shows two sets of data – one for children who have blood lead levels of
above 10 micrograms per deciliter and one for children who have blood levels of above 5
micrograms per deciliter.

For those whose readings are over 10 micrograms per deciliter, the data are as follows
(year, percent): 1998, 6.6; 2000, 4; 2002, 2; 2004, 2.6; 2006, 1.8; 2008, 0.85; 2010, 0.78;
2012, 0.78; 2013, 0.75; 2014, 0.70; 2015, 0.10; 2016, 0.05.

For those whose readings are over 5 micrograms per deciliter, the data are as follows
(year, percent): 2010, 6.7; 2012, 5.4; 2013, 4.2; 2014, 4; 2015, 3; 2016, 4.
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Prevention matters. Many parents now know to wipe window ledges clean, avoid
child exposure to construction dust, test drinking water, discard lead-based
medicines and crockery (available in some other nations), and prevent children from
eating chips of lead-based paint. A new measure is to make sure that children drink
milk, since dairy products eliminate lead from the body (Kordas et al., 2018).

However, private actions alone are not sufficient to protect health. Developmentalists
note many examples when blaming parents (for obesity, injury, abuse, low
achievement, high blood pressure, neglect, and so on) distracts from blaming
industries, laws, or the wider community.
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A stark example occurred in Flint, Michigan, where in April 2014 cost-saving
officials (appointed by the state to take over the city when the tax base shrunk as the
auto industry left) changed the municipal drinking water from Lake Huron to the
Flint River. That river contained chemicals from industrial waste that increased lead
leaching from old pipes, contaminating tap water for drinking and mixing infant
formula.

The percent of young children in Flint with blood lead levels above 5 micrograms
per deciliter doubled in two years, from 2.4 to 4.9 percent, and more than tripled in
one neighborhood from 4.6 to 15.7 percent (Hanna-Attisha et al., 2016).

The consequences may harm these children lifelong, not only in their education but
also in their activity level (hyperactivity is more common in lead-poisoned children).
Some of those children will be in prison later in life because of the lead in their
brains.

What? The children will be in prison, not the bureaucrats? Yes. Teenagers whose
brains were damaged by lead are more likely to commit violent crimes than other
teenagers.

At least that is what epidemiology suggests. In the United States, about 15 years
after the sharp decline in blood lead levels in young children, the rates of violent
crimes committed by teenagers and young adults fell sharply (Nevin, 2007).

Research in Canada, Germany, Italy, Australia, New Zealand, France, and Finland
finds the same trends. Those nations that were earlier to legislate against lead had
earlier crime reductions, about 20 years after the new laws. Research in many
nations finds that blood lead levels predict attention deficits, school suspensions, and
aggression (Amato et al., 2013; Goodlad et al., 2013; Nkomo et al., 2018).

Not surprisingly, some people think that connecting crime reduction to legislation to
reduce lead is unfair, since other factors — fewer unwanted births, improved law
enforcement, better education — have also reduced crime. But scientists in Sweden,
where meticulous longitudinal research is possible, recently concluded that reduced
lead levels in children directly reduced all crimes by 7 to 14 percent (Grönqvist et
al., 2014).
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There is now no doubt that lead, even at low levels in a young child, harms the brain.
That makes the Flint tragedy more troubling. Developmentalists have known about
the dangers of lead for decades. Why didn’t the Michigan administrator know better?

Child Maltreatment
Accidental deaths are common worldwide, but the data reveal a related
problem. Many children are harmed not accidentally but deliberately.
Indeed, in recent years, almost as many 1- to 4-year-old U.S. children have
been murdered as have died of cancer. This was not always true (see
Figure 8.3).

FIGURE 8.3

Scientists at Work     Medical researchers have reduced child cancer deaths in half, primarily
because new drugs are discovered to destroy cancer cells. Why haven’t scientists learned how
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to stop homicides?

Data from National Center for Health Statistics, 2012 and 2019.

Description
This bar chart presents two sets of data. The first is for the year 1980, in
which there were about 310 child deaths due to homicide and 580 child
cancer deaths. The second is for the year 2016, in which there were about 325
child homicides and about 375 child cancer deaths. This line graph shows
two sets of data - one for children who have blood lead levels of above 10
micrograms per deciliter and one for children who have blood levels of above
5 micrograms per deciliter.For those whose readings are over 10 micrograms
per deciliter, the data are as follows (year, percent): 1998, 6.6; 2000, 4; 2002,
2; 2004, 2.6; 2006, 1.8; 2008, 0.85; 2010, 0.78; 2012, 0.78; 2013, 0.75; 2014,
0.70; 2015, 0.10; 2016, 0.05.For those whose readings are over 5 micrograms
per deciliter, the data are as follows (year, percent): 2010, 6.7; 2012, 5.4;
2013, 4.2; 2014, 4; 2015, 3; 2016, 4.
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In the Past 50 Years
Childhood disease deaths have decreased markedly with immunization
and better nutrition, but this is not true for maltreatment deaths. We need
to better understand maltreatment in order to prevent it.

Until about 1960, people thought child abuse was rare and consisted of a
sudden attack by a disturbed stranger, usually a man. Today we know
better, thanks to a pioneering study based on careful observation in one
Boston hospital (Kempe & Kempe, 1978).

Maltreatment is neither rare nor sudden, and more than 90 percent of the
time the perpetrators are one or both of the child’s parents — more often
the mother than the father (U.S. Department of Health and Human
Services, February 1, 2018). That makes it worse: Ongoing maltreatment
at home, with no protector, is much more damaging than a single outside
incident.

Definitions and Statistics
Child maltreatment now refers to all intentional harm to, or avoidable
endangerment of, anyone under 18 years of age. Thus, child maltreatment
includes both child abuse, which is deliberate action that is harmful to a
child’s physical, emotional, or sexual well-being, and child neglect, which
is failure to meet essential needs.

child maltreatment
Intentional harm to or avoidable endangerment of anyone under 18 years of age.
child abuse
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Deliberate action that is harmful to a child’s physical, emotional, or sexual well-being.
child neglect
Failure to meet a child’s basic physical, educational, or emotional needs.

Neglect is often worse than abuse. It is “the most common and most
frequently fatal form of child maltreatment” (Proctor & Dubowitz, 2014,
p. 27). About three times as many neglect cases occur in the United States
as abuse cases (U.S. Department of Health and Human Services, February
1, 2018).

Data on substantiated maltreatment in the United States in 2016 indicate
that 75 percent of cases were neglect, 18 percent physical abuse, and 8
percent sexual abuse. Ironically, neglect is too often ignored by the public,
who are “stuck in an overwhelming and debilitating” concept that
maltreatment always causes immediate bodily harm (Kendall-Taylor et al.,
2014, p. 810).

Substantiated maltreatment means that a case has been reported,
investigated, and verified (see Figure 8.4). In 2016, about 676,000
children suffered substantiated maltreatment in the United States.
Substantiated maltreatment harms more than 1 in every 100 children aged
2 to 5 annually.

substantiated maltreatment
Harm or endangerment that has been reported, investigated, and verified.
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FIGURE 8.4

Getting Better?     As you can see, the number of victims of child maltreatment in the United
States has declined in the past decades, an especially good result because the total number of
children has increased. One possible explanation is that the legal, social work, and
community responses have improved, so fewer children are mistreated. Other less sanguine
explanations are possible, however.

Data from U.S. Department of Health and Human Services, December 31, 2000, p. 24, and January 19,
2017, p. 45.
*Includes emotional and medical abuse, educational neglect, and maltreatment not specified by the state
records.

Description
This vertical bar graph shows the rates of different forms of child
maltreatment in 2000 and 2015. The data are as follows (2000, 2015): Total
(860,000, 800,000); Neglect (505,000, 505,000); Physical Abuse (175,000,
110,000); Sexual Abuse (95,000, 50,000); Other (99,000; 101,000).
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Reported maltreatment (technically a referral) means simply that the
authorities have been informed. Since 1993, the number of children
referred to authorities in the United States has ranged from about 2.7
million to 4.1 million per year, with 4.1 million in 2016 (U.S. Department
of Health and Human Services, February 1, 2018).

reported maltreatment
Harm or endangerment about which someone has notified the authorities.
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The 6-to-1 ratio of reported versus substantiated cases occurs because:

1. Each child is counted only once, so six verified reports about a single
child result in one substantiated case.

2. Substantiation requires proof. Most investigations do not find
unmistakable harm or a witness.

3. Many professionals are mandated reporters, required to report any
signs of possible maltreatment. In 2014, two-thirds of all reports
came from professionals. An investigation usually finds no harm
(Pietrantonio et al., 2013).

4. Some reports are “screened out” as belonging to another jurisdiction,
such as the military or a Native American tribe, who have their own
systems, or the report is not about a child who is the victim of
maltreatment. About one-third of all reports are screened out.

5. A report may be false or deliberately misleading (though few are)
(Sedlak & Ellis, 2014).

Frequency of Maltreatment
How often does maltreatment occur? We cannot be sure. Not all instances
are noticed, not all that are noticed are reported, and not all reports are
substantiated. Part of the problem is in drawing the line between harsh
discipline and abuse, and between momentary lapses and ongoing neglect.
If the standard were perfect parenting all day and all night from birth to
age 18, as judged by neighbors, professionals, as well as parents, then
every child has been mistreated. Only severe cases are tallied.

If we rely on official U.S. statistics, positive trends are apparent.
Substantiated child maltreatment increased from about 1960 to 1990 but
decreased thereafter. Other sources also report declines, particularly in
sexual abuse.
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Perhaps national awareness has led to better reporting and then more
effective prevention. However, trends between 2010 and 2017 suggest that
rates are increasing again (see Figure 8.5) (U.S. Department of Health &
Human Services, January 28, 2019). There are many possible
explanations. The growing gap between rich and poor families is the most
plausible, but no matter what the reason, it is obvious that more work is
needed.

FIGURE 8.5

Still Far Too Many     The number of substantiated cases of maltreatment of
children under age 18 in the United States is too high, but there is some good
news: The rate has declined significantly from its peak (15.3) in 1993.

Data from U.S. Department of Health and Human Services, December 31, 1999, p. 12,
December 31, 2000, p. 24, December 31, 2005, p. 26, January, 2010, p. 34, and January
19, 2017, p. 19.

Description
This line chart shows the substantiated child maltreatment rate in three year
increments, as follows (year, rate per 1,000 children): 1995, 14.8; 1998, 12.3;
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2001, 12.1; 2004, 12.0; 2007, 10.1; 2010, 9.3; 2013, 8.9; 2015, 9.1.

Unfortunately, official reports raise doubt about the prevalence of child
maltreatment. For example, in data reported to the National
Administration for Children and Families, between 2012 and 2016,
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investigations increased by 70 percent in Pennsylvania but fell by 6
percent in the neighboring state of Delaware (U.S. Department of Health
and Human Services, February 1, 2018). The 2016 rate of child victims
was seven times higher in Massachusetts than in Virginia, 23.3 versus 3.2
per thousand children.

States vary dramatically, not only when one state is compared to another
but when a state is compared to itself a year or two ago, in totals and in
proportions of neglect, physical abuse, sexual abuse, and so on (U.S.
Department of Health and Human Services, January 28, 2019).

Is maltreatment ignored that would have been spotted if it occurred a year
later or the child lived across a state border?

 Especially for Nurses: While weighing a 4-year-old, you notice several
bruises on the child’s legs. When you ask about them, the child says nothing and
the parent says that the child bumps into things. What should you do? (see
response, page 218)

How maltreatment is defined is powerfully influenced by culture (one of
my students asked, “When is a child too old to be beaten?”). Willingness
to report varies. The United States has become more culturally diverse,
and people have become more suspicious of government but also of each
other. Does that reduce reporting or increase it?

From a developmental perspective, another problem is that most
maltreatment occurs early in life, before school, where a teacher would be
required to report. An additional problem is that a single episode of child
abuse followed by parental protection and love — never blaming the child
— allows children to recover. By contrast, if one family member is
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abusive and another family member neglects to intervene, that is likely to
cause lifelong harm.

Warning Signs
Instead of relying on official statistics and mandated reporters, every
reader of this book can recognize developmental problems and prevent
maltreatment. Often the first sign is delayed development, such as slow
growth, immature communication, lack of curiosity, or unusual social
interactions. These are all evident in infancy and early childhood.

Table 8.1 lists signs of child maltreatment, both neglect and abuse. None
of these signs proves maltreatment, but investigation is needed whenever
any of them occurs. The opposite is also true: Some things that many
young children do (not eating much dinner, crying when they must stop
playing, imagining things that are not true) are common, not usually signs
of abuse.

TABLE 8.1 Signs of Maltreatment in Children Aged 0 to
10

Injuries that are unlikely to be accidents, such as bruises on both sides
of the face or body; burns with a clear line between burned and
unburned skin
Repeated injuries, especially broken bones not properly tended (visible
on X-ray)
Fantasy play with dominant themes of violence or sex
Slow physical growth
Unusual appetite or lack of appetite
Ongoing physical complaints, such as stomachaches, headaches,
genital pain, sleepiness
Reluctance to talk, to play, or to move, especially if development is
slow
No close friendships; hostility toward others; bullying of smaller
children
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Hypervigilance, with quick, impulsive reactions, such as cringing,
startling, or hitting
Frequent absence from school
Frequent change of address
Frequent change in caregivers
Child seems fearful, not joyful, on seeing caregiver

Maltreated young children may seem fearful, easily startled by noise,
defensive and quick to attack, and confused between fantasy and reality.
These are symptoms of post-traumatic stress disorder (PTSD), first
identified in combat veterans, then in adults who had experienced some
emotional injury or shock (after a serious accident, natural disaster, or
violent crime).

post-traumatic stress disorder (PTSD)
An anxiety disorder that develops as a delayed reaction to exposure to actual or threatened
death, serious injury, or sexual violence. Its symptoms may include flashbacks to the
event, hyperactivity and hypervigilance, displaced anger, sleeplessness, nightmares,
sudden terror or anxiety, and confusion between fantasy and reality.

For children abused during early childhood, PTSD may appear, either
immediately or later on (Dunn et al., 2017).

Consequences of Maltreatment
It has been said that abused children become abusive parents, but this is
not necessarily true (Widom et al., 2015a). Many people avoid the
mistakes of their parents, especially if their friends, partners, or the
reformed parents show them a better way.

Nonetheless, the consequences of maltreatment may last for decades.
Immediate impairment is obvious, as when a child is bruised, broken,
afraid to talk, or failing in school. Later on, however, deficits in social
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skills and self-esteem are more crippling than physical or intellectual
damage.

Where Is Mama?     These would-be immigrant children are in U.S. custody in
Homestead, Florida, without their parents. Here they are having their daily
outside play time. We know that the presence of a parent is both physically and
emotionally protective, which is one reason that, in 2019, about one immigrant
child per month died in custody, separated from parents. Of course, separation
was not the cause of death, but developmentalists believe it is a contributing
factor.

Maltreated children tend to hate themselves and distrust everyone else.
Even if the child was mistreated in the early years and then not after age 5,
emotional problems (externalizing for the boys and internalizing for the
girls) linger (Godinet et al., 2014). Adult drug abuse, social isolation, and
poor health may result from maltreatment decades earlier (Sperry &
Widom, 2013; Mersky et al., 2013).
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Hate is corrosive. A warm and enduring friendship can repair some
damage, but maltreatment makes such friendships less likely. Many
studies find that mistreated children typically regard other people as
hostile; hence, they become less friendly, more aggressive, and more
isolated than other children.

The earlier that abuse starts and the longer it continues, the worse the
children’s relationships are, with physically and sexually abused children
likely to be irrationally angry and neglected children often withdrawn
(Petrenko et al., 2012). That makes healthy romances and friendships
difficult lifelong.

Preventing Harm
For accidents, child abuse, and child neglect, the ultimate goal is primary
prevention, a social network of customs and supports that help parents,
neighbors, and professionals protect every child. Neighborhood stability,
parental education, income support, and fewer unwanted children all
reduce injury.

Such primary prevention measures are more effective over the years to
reduce maltreatment and injuries. However, governments and private
foundations are more likely to fund secondary prevention, with projects
that focus on high-risk families (Nelson & Caplan, 2014). The media’s
focus on shocking examples of parental abuse or social worker neglect
ignores the families, communities, and professionals who stop harm
before it begins.

Secondary prevention includes spotting warning signs and intervening to
keep a risky situation from getting worse. For example, insecure
attachment, especially of the disorganized type, is a sign of a disrupted
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parent–child relationship. Thus, insecure attachment should be repaired
before it becomes harmful, leading to abuse, neglect, or lack of
supervision. [Life-Span Link: Attachment types are explained in detail in
Chapter 7.]

She Recovered and Sings     Maya Angelou was abused and neglected as a child, but she also
was loved and protected by her brother and other family members. The result was
extraordinary insight into the human condition, as she learned “why the caged bird sings.”

Tertiary prevention limits harm after injury has occurred. Reporting is the
first step; investigating and substantiating is second. The final step,
however, is helping the caregiver provide better care. That may include
treating addiction, assigning a housekeeper, locating family helpers,
securing better living quarters, and helping the child recover, with special
medical, psychological, or education assistance. The child must be
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protected, either in the same family or in another one where better care is
available.

In every case, permanency planning is needed: This is planning that
addresses how to nurture the child until adulthood (Scott et al., 2013).
Uncertainty, moving, a string of temporary placements, and frequent
changes in schools are all destructive.

permanency planning
An effort by child-welfare authorities to find a long-term living situation that will provide
stability and support for a maltreated child. A goal is to avoid repeated changes of
caregiver or school, which can be particularly harmful to the child.

When children are taken from their parents and entrusted to another adult,
that is foster care. The other adult might be a stranger or a relative, in
which case it is called kinship care. Foster care sometimes is informal —
a grandmother provides custodial care because the parents do not — or
may result from Child Protective Services provided by the government.

foster care
A legal, publicly supported system in which a maltreated child is removed from the
parents’ custody and entrusted to another adult or family, who is reimbursed for expenses
incurred in meeting the child’s needs.
kinship care
A form of foster care in which a relative of a maltreated child, usually a grandparent,
becomes the approved caregiver.

Every year for the past decade in the United States, almost half a million
children have been officially in foster care. At least another million are
unofficially in kinship care, because relatives realize that the parents are
unable or unwilling to provide good care.
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Most foster children are from low-income, ethnic-minority families — a
statistic that reveals problems in the macrosystem as well as the
microsystem. In the United States, most foster children have physical,
intellectual, and emotional problems that arose in their original families —
evidence of their abuse and neglect (Jones & Morris, 2012). Obviously,
foster parents need much more than financial subsidies to provide good
care for such children.

Sometimes, a child’s best permanency plan is adoption by another family,
who will provide care lifelong. However, adoption is difficult, for many
reasons:

Judges and biological parents are reluctant to release children for
adoption.
Most adoptive parents prefer infants, but few infants are available.
One problem is that immature and abusive parents do not know how
hard child care can be until they have tried, and failed, to provide for
their children.
Some agencies screen out families not headed by heterosexual
couples.
Some professionals insist that adoptive parents be of the same
ethnicity and/or religion as the child.

As you have seen in this chapter, caring for the nutrition, brain
development, and safety of a 2- to 6-year-old is not easy for any parent —
biological, foster, or adoptive. Yet these years are vital, with consequences
lasting for decades. This is as true for cognitive and psychosocial
development as for biosocial, as you will soon read.

WHAT HAVE YOU LEARNED?
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1. What can be concluded from the data on rates of childhood injury?

2. How do injury deaths compare in developed and developing nations?

3. What is the difference between primary, secondary, and tertiary prevention?

4. Why have the rates of child accidental death declined?

5. Why is reported abuse six times higher than substantiated abuse?

6. Why is neglect considered worse than abuse?

7. What are the long-term consequences of childhood maltreatment?

8. Why does permanency planning rarely result in adoption?
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Chapter 8 Review

SUMMARY

Body Changes

1. Well-nourished children gain weight and height during early
childhood at a lower rate than infants do. Proportions change,
allowing better body control.

2. Worldwide, an increasing number of children are obese, which puts
them at risk for many health problems. Further, many children
have an unbalanced diet. Sugar, particularly, is harmful, reducing
appetite and harming teeth.

Brain Growth

3. The brain continues to grow in early childhood, reaching about 75
percent of its adult weight at age 2 and 90 percent by age 6. Much
of the increase is in myelination, which speeds transmission of
messages from one part of the brain to another.

4. Maturation of the prefrontal cortex allows more reflective,
coordinated thought and memory, but this takes decades. Many
young children gradually become less impulsive and less likely to
perseverate.

5. Childhood trauma may create a flood of stress hormones
(especially cortisol) that damage the brain and interfere with
learning.

6. Gross motor skills continue to develop; clumsy 2-year-olds become
6-year-olds who move their bodies well, guided by their peers,
practice, motivation, and opportunity — all varying by culture.
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Playing with other children develops skills that benefit children’s
physical, intellectual, and social development.

Harm to Children

7. Accidents cause more child deaths than diseases, with young
children more likely to suffer a serious injury or premature death
than older children. Close supervision and public safeguards can
protect young children from their own eager, impulsive curiosity.

8. In the United States, various preventive measures have reduced the
rate of serious injury, and medical measures have reduced disease
deaths even faster. Four times as many young children die of
injuries than of cancer, the leading cause of disease death in
childhood.

9. Injury control occurs on many levels, including long before and
immediately after each harmful incident. Primary prevention
protects everyone, secondary prevention focuses on high-risk
conditions and people, and tertiary prevention occurs after an
injury. All three are needed.

10. Child maltreatment includes ongoing abuse and neglect, usually by
a child’s own parents. In 2016, about 4 million cases of child
maltreatment were reported in the United States; about a fifth of
them were substantiated, with the annual rate of maltreatment
about 1 child in 100.

11. Physical abuse is the most obvious form of maltreatment, but
neglect is more common and more harmful. Health, learning, and
social skills are all impeded by abuse and neglect, not only during
childhood but also decades later.

12. Primary prevention is needed to stop child maltreatment before it
starts. Secondary prevention should begin when someone first
notices a possible problem.
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13. Tertiary prevention may include placement of a child in foster care,
including kinship care, or in an adoptive family. Permanency
planning is required because frequent changes are harmful to
children.

KEY TERMS

myelination
corpus callosum
lateralization
impulse control
perseverate
injury control/harm reduction
primary prevention
secondary prevention
tertiary prevention
child maltreatment
child abuse
child neglect
substantiated maltreatment
reported maltreatment
post-traumatic stress disorder (PTSD)
permanency planning
foster care
kinship care

APPLICATIONS

1. Keep a food diary for 24 hours, writing down what you eat, how much,
when, how, and why. Did you eat at least five servings of fruits and
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vegetables, and very little sugar or fat? Did you get too hungry, or eat
when you were not hungry? Then analyze when and why your food
habits began.

2. Go to a playground or another place where young children play. Note
the motor skills that the children demonstrate, including abilities and
inabilities, and keep track of age and sex. What differences do you see
among the children?

3. Ask several parents to describe each accidental injury of each of their
children, particularly how it happened and what the consequences were.
What primary, secondary, or tertiary prevention measures were in place,
and what measures were missing?

4. Think back to your childhood and the friends you had at that time. Was
there any maltreatment? Considering what you have learned in this
chapter, why or why not?

Especially For ANSWERS

Response for Early-Childhood Teachers (from p. 202): One solution is to
remind yourself that the children’s brains are not yet myelinated enough to
enable them to quickly walk, talk, or even button their jackets. Maturation
has a major effect, as you will observe if you can schedule excursions in
September and again in November. Progress, while still slow, will be a few
seconds faster.

Response for Urban Planners (from p. 207): The adult idea of a park — a
large, grassy, open space — is not best for young children. For them, you
would design an enclosed area, small enough and with adequate seating to
allow caregivers to socialize while watching their children. The playground
surface would have to be protective (since young children are clumsy), with
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equipment that encourages motor skills. Teenagers and dogs should have
their own designated areas, far from the youngest children.

Response for Nurses (from p. 214): Any suspicion of child maltreatment
must be reported, and these bruises are suspicious. Someone in authority
must find out what is happening so that the parent as well as the child can be
helped.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 198): No. There are no pedals!
Technically this is not a tricycle; it has four wheels. The ability to coordinate
both legs follows corpus callosum development in the next few years, as
explained on page 201.

VISUALIZING DEVELOPMENT

Developing Motor Skills
Every child can do more with each passing year. These examples detail what one
child might be expected to accomplish from ages 2 to 6. But each child is unique,
and much depends on culture, practice, and maturity.
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Description
The first data show the average heights for boys and girls at different ages. The data
are as follows (Age in years, boys' average height in inches, girls' average height in
inches): 2, 34.1, 33.5; 3, 37.5, 37.0; 4, 40.5, 40.0; 5, 43.0, 42.5; 6, 45.5, 45.0.The
second data show what motor skills children should be able to demonstrate at specific
ages as follows: 2 years - run without falling, climb out of crib, walk up stairs, feed
self with spoon, draw spirals (image of a young child climbing two stairs); 3 years -
kick and throw a ball, jump with both feet, pedal a tricycle, copy simple shapes, walk
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down stairs, climb ladders (image of two feet climbing a ladder); 4 years - Catch a
beach ball, use scissors, hop on either foot, feed self with fork, dress self, copy most
letters, pour juice without spilling, brush teeth (image of a young girl brushing her
teeth); 5 years - Skip and gallop in rhythm, clap, bang, sing in rhythm, copy difficult
shapes and letters, climb trees, jump over things, use a knife to cut, wash face, comb
hair (image of a person cutting a strawberry with a knife on a cutting board); 6 years -
Draw and paint recognizable images, write simple words, read a page of print, tie
shoes, catch a small ball (image of a girl tying a shoe).
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CHAPTER 9 Early Childhood: Cognitive
Development
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✦ Thinking During Early Childhood
Executive Function
Piaget: Preoperational Thought
A CASE TO STUDY: Stones in the Belly
Vygotsky: Social Learning
Children’s Theories
INSIDE THE BRAIN: The Role of Experience

✦ Language Learning
The Sensitive Time for Language Learning
The Vocabulary Explosion
Acquiring Grammar
Learning Two Languages
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✦ Early-Childhood Schooling
Homes and Schools
Child-Centered Programs
Teacher-Directed Programs
OPPOSING PERSPECTIVES: Comparing Child-Centered and
Teacher-Directed Preschools
Intervention Programs
Long-Term Gains from Intensive Programs

✦ VISUALIZING DEVELOPMENT: Early-Childhood Schooling

What Will You Know?

1. Are young children selfish or just self-centered?
2. Do children get confused if they hear two languages?
3. Is it a mistake to let children play all day at preschool?

Asa, not yet 3 feet tall, held a large rubber ball. He wanted me to play
basketball with him.

“We can’t play basketball; we don’t have a hoop,” I told him.

“We can imagine a hoop,” he answered, throwing the ball up.

“I got it in,” he said happily. “You try.”

I did.

“You got it in, too,” he announced, and did a little dance.
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Soon I was tired, and sat down.

“I want to sit and think my thoughts,” I told him.

“Get up,” he urged. “You can play basketball and think your thoughts.”

Asa is typical. Imagination comes easily to him, and he aspires to the
skills of older, taller people in his culture. He thinks by doing, and his
vocabulary is impressive; but he does not yet understand that my feelings
differ from his, that I would rather sit than throw a ball at an imaginary
basket. He does know, however, that I usually respond to his requests.

This chapter describes these characteristics of young children —
imagination, active learning, vocabulary, but also their difficulty in
understanding another person’s perspective. I hope it also conveys the joy
that adults gain when they understand how young children think. When
that happens, you might do what I did — get up and play.
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Thinking During Early
Childhood

You learned in Chapter 8 about the rapid advances in motor skills,
brain development, and impulse control from ages 2 through 6,
enabling the young child to do somersaults by kindergarten. Part of
the reason this is possible is maturation of the body. Its changing
proportions enable head-over-heels moves, because the legs are now
much longer than the torso. And part of it is social influence. Few
children do somersaults unless they have seen another child do one.

The same two forces allow the mental somersaults of early childhood.
Soon you will read about the two major developmental theorists,
Piaget and Vygotsky, who focused on young children. Piaget describes
cognitive maturation, as children advance from preoperational thought
to concrete operational thought. Vygotsky stressed the impact of social
forces, as young children learn to talk, think, and explain.

But before describing the contributions of each of these theorists to
childhood thinking, we note another aspect of thought that comes to
the fore in early childhood.

Executive Function
At every age, a person’s ability to think depends on what has been
called executive function, a cognitive ability that is nascent at age 2
and that continues to improve throughout life (Diamond, 2012). It is
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evident, and can be measured, in early childhood (Eisenberg & Zhou,
2016; Espy et al., 2016).

Indeed, executive function has been measured at every stage of life. It
protects adolescents from destructive emotional outbursts (Poon,
2018), promotes coping skills in adulthood (Nieto et al., 2019), and
forestalls death in old age (Reimann et al., 2018).

Definitions
Executive function combines three essential abilities: (1) memory,
(2) inhibition, and (3) flexibility. Each of the three requires some
further explanation.

executive function
A combination of memory, inhibition, and cognitive flexibility that allows better
thinking, so people can anticipate, strategize, and plan behavior.

The aspect of memory emphasized in executive function is short-term
or working memory, which is memory for what was seen a minute ago
or yesterday, not for what happened years ago. Young children who
are proficient in this aspect of cognition are able to remember what
they had for lunch, where they put their mittens, what they saw at the
science museum.
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The Joy of Rivalry    Look closely at this sister and brother in Johannesburg, South
Africa. Just as 1-year-olds run as soon as they are able, siblings everywhere quarrel,
fight, and compromise, ideally testing their physical and intellectual skills, which, as
seems to be the case here, is fun.

Inhibition is the ability to control responses, to stop and think for a
moment before acting or talking. Young children with this ability are
able to restrain themselves from hitting or crying when someone else
accidentally bumps them, and to raise their hands without blurting out
an answer to a teacher’s question.

Flexibility (also called shifting) is the ability to see things from
another perspective rather than staying stuck in one idea. One
example from early childhood is when children want to play with a
toy that another child has. Executive function enables the original
child with the toy to share, and it allows the onlookers to switch to
another activity or wait for a turn.
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The result, as a leading expert explains, is that young children gain
“core skills critical for cognitive, social, and psychological
development” that allow “playing with ideas, giving a considered
response rather than an impulsive one, and being able to change
course or perspectives as needed, resist temptations, and stay focused”
(Diamond, 2016).

Developmentalists have many creative ways to measure executive
function in young children. To measure memory, for instance, 3- to 5-
year-olds are shown a series of barnyard animals and asked to
remember them in order. For inhibition, they are asked to push a
button when they see a fish but not a shark. For flexibility, they are
asked to alternate stamping on a picture of a dog and one of a bone
(both are presented together, again and again). Scores on all of these
improve with age during early childhood (Espy, 2016).

A Sensitive Time
It is thought that early childhood is a particularly important time to
develop executive function skills. Compared to older children, 2- to 6-
year-olds are more open to learning, have much to learn (remember
the impulsive and perseverative responses explained in Chapter 8),
and are open to suggestion (Walk et al., 2018).

Many educators and parents focus on young children’s intelligence
and vocabulary. That is not wrong: Children’s minds need to be
engaged, and their language development must be encouraged.
However, for success in kindergarten and beyond, executive function
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seems especially crucial. It correlates more with brain development
than with scores on intelligence tests (Friedman & Miyake, 2017).

An important book with 14 chapters from many experts focuses on
executive function in preschool children (Griffin et al., 2016). Two
points are repeated throughout the research.

1. Executive function skills are foundational. They undergird later
cognitive abilities and school achievement, including in reading
and math.

2. Executive function skills are not inborn. Instead, they can and
should be taught during early childhood.

What practices help young children advance in executive function?
Family life and early schooling are crucial. Regarding education
programs, instead of explicit, time-limited lessons, executive function
skills permeate the entire curriculum. Young children need to
verbalize their emotions, plan their actions, sustain activity, and work
with another child or two — not the whole group.

One suggested activity, for example, is for two children to develop a
pretend scenario together. They need to decide on their roles and
actions (advance planning) and then carry out the play, with the
flexibility required to react to their playmates’ actions. In order to
develop executive function, children are guided and encouraged,
rarely criticized or punished (Diamond & Lee, 2011).

Families and Executive Function
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Much of executive function among young children hinges on how
their caregivers respond to them. Generally, living in a low-income
household impedes development of executive function. However, a
detailed study found that it wasn’t low income per se but the stress
caused by poverty that impeded the child’s ability to remember what
just happened, to postpone gratification, and to cooperate with
siblings (the triad of memory, inhibition, and flexibility) (Rhoades et
al., 2011).

Many cognitive psychologists now focus on executive function,
particularly on efforts to improve it during early childhood. But this
does not reduce the importance of Piaget, Vygotsky, language
development, and early education. Indeed, all four of those topics are
enhanced, not erased, by our understanding of executive function. We
begin with the grandfather of cognitive development, Jean Piaget.

Piaget: Preoperational Thought
Early childhood is the time of preoperational intelligence, the
second of Piaget’s four periods of cognitive development (described
in Table 2.3). Piaget referred to early-childhood thinking as
preoperational because children do not yet use logical operations
(reasoning processes) (Inhelder & Piaget, 1964/2013a).

preoperational intelligence
Piaget’s term for cognitive development between the ages of about 2 and 6; it
includes language and imagination (which involve symbolic thought), but logical,
operational thinking is not yet possible.
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Preoperational children are beyond sensorimotor intelligence because
they think in symbols, not just via senses and motor skills. In
symbolic thought, an object or a word can stand for something else,
including something out of sight or imagined. Language is the most
apparent example of symbolic thought. Words make it possible to
think about many things at once.

symbolic thought
A major accomplishment of preoperational intelligence that allows a child to think
symbolically, including understanding that words can refer to things not seen and that
an item, such as a flag, can symbolize something else (in this case, a country).

However, although vocabulary and imagination soar in early
childhood, logical connections between ideas are not yet operational,
which means that Piaget found that young children cannot yet apply
their impressive new linguistic ability to comprehend reality.

Consider how the word dog, for instance, changes in Piaget’s
description of cognition. During the sensorimotor level, “dog” means
only the family dog sniffing at the child, not yet a symbol (Callaghan,
2013). By age 2, in preoperational thought, the word dog becomes a
symbol: It can refer to a remembered dog, or a plastic dog, or an
imagined dog.

Symbolic thought allows for the language explosion (detailed later in
this chapter), which enables children to talk about thoughts and
memories. Nonetheless, because the child is not yet operational, if
asked to define the differences between dogs and cats, preschoolers
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have difficulty contrasting the essential qualities of “dogness” from
those of “catness.”

Red-Hot Anger    Emotions are difficult for young children to understand, since they
are not visible. The Disney-Pixar movie Inside Out used symbolic thought to remedy
that.

 Observation Quiz: What emotions are associated with green, red, and
violet? (see answer, page 244) 

Symbolic thought helps explain animism, the belief of many young
children that natural objects (such as trees or clouds) are alive and that
nonhuman animals have the same characteristics as humans,
especially the human the child knows best, him- or herself. Many
children’s stories include animals or objects that talk and listen
(Aesop’s fables, Winnie-the-Pooh, Goodnight Gorilla, The Day the
Crayons Quit). Preoperational thought is symbolic and magical, not
logical and realistic.
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animism
The belief that natural objects and phenomena are alive, moving around, and having
sensations and abilities that are human-like.

Several scholars contend that many preindustrial peoples believed in
animism, praying to the sky and to rivers, for instance, and that human
history is best understood by considering Piaget’s understanding of
cognitive development (e.g., Oesterdiekhoff, 2014). Other scholars
think that the child’s “enchanted animism” — that is, their
imagination and delight in trees, rocks, clouds, and so on — is a
much-needed corrective to climate change, pollution, and
deforestation (Merewether, 2018).

Obstacles to Logic
Piaget described symbolic thought as characteristic of preoperational
thought. He also noted four limitations that make logic difficult:
centration, focus on appearance, static reasoning, and irreversibility.

Centration is the tendency to focus on one aspect of a situation to the
exclusion of all others. For example, young children may insist that
Daddy is a father, not a brother, because they center on the role that he
fills for them. This illustrates a particular type of centration that Piaget
called egocentrism — literally, “self-centeredness.” Egocentric
children contemplate the world exclusively from their personal
perspective.

centration
A characteristic of preoperational thought in which a young child focuses (centers)
on one idea, excluding all others.
egocentrism
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Piaget’s term for children’s tendency to think about the world entirely from their own
personal perspective.

Egocentrism is not selfishness. One 3-year-old chose to buy a model
car as a birthday present for his mother: His “behavior was not selfish
or greedy; he carefully wrapped the present and gave it to his mother
with an expression that clearly showed that he expected her to love it”
(Crain, 2011, p. 133).

A second characteristic of preoperational thought is a focus on
appearance to the exclusion of other attributes. For instance, a girl
given a short haircut might worry that she has turned into a boy. In
preoperational thought, a thing is whatever it appears to be — evident
in the joy young children have in wearing the hats or shoes of a
grown-up, clomping noisily and unsteadily around the house.

focus on appearance
A characteristic of preoperational thought in which a young child ignores all
attributes that are not apparent.

Third, preoperational children use static reasoning. They believe that
the world is stable, unchanging, always in the state in which they
currently encounter it. Many children cannot imagine that their own
parents were ever children. If they are told that Grandma is their
mother’s mother, they still do not understand how people change with
maturation. One child asked his grandmother to tell his mother not to
spank him because “she has to do what her mother says.”

static reasoning
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A characteristic of preoperational thought in which a young child thinks that nothing
changes. Whatever is now has always been and always will be.

The fourth characteristic of preoperational thought is irreversibility.
Preoperational thinkers fail to recognize that reversing a process
might restore whatever existed before. A young girl might cry because
her mother put lettuce on her sandwich. She might reject the food
even after the lettuce is removed because she believes that what is
done cannot be undone.

irreversibility
A characteristic of preoperational thought in which a young child thinks that nothing
can be undone. A thing cannot be restored to the way it was before a change
occurred.

Conservation and Logic
Piaget reported many examples of the ways in which preoperational
intelligence disregards logic. A famous series of experiments involved
conservation, the notion that the amount of something remains the
same (is conserved) despite changes in its appearance.

conservation
The principle that the amount of a substance remains the same (i.e., is conserved)
even when its appearance changes.

Suppose two identical glasses contain the same amount of pink
lemonade, and the liquid from one of these glasses is poured into a
taller, narrower glass. When young children are asked whether one
glass contains more or, alternatively, if both glasses contain the same
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amount, those younger than 6 answer that the narrower glass (with the
higher level) has more. (See Figure 9.1 for other examples.)

FIGURE 9.1

Conservation, Please    According to Piaget, until children grasp the concept of
conservation at (he believed) about age 6 or 7, they cannot understand that the
transformations shown here do not change the total amount of liquid, candies, cookie
dough, and pencils.

Description
The columns in the image are as follows: Type of conservation, initial
presentation, transformation, question, and preoperational child's answer.
The first row depicts conservation of volume. Column 2 - two equal
glasses of pink lemonade, with pictures of the same glass with identical
levels of liquid; Column 3 - pour one glass into a taller, narrower glass
with one tall slim glass filled with liquid next to one of the original
glasses; Column 4 - Which glass contains more? Column 5 - The taller
one, with the image of the tall narrow glass.The second row depicts
conservation of number. Column 2 - two equal lines of candy, with two
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rows of six pieces of candy depicted; Column 3 - increase spacing of
candy in one line, with the higher row of candy spread farther apart than
the row below it; Column 4 - Which line has more candy? Column 5 -
The longer one, with the picture of the more spread-out line of
candy.The third row depicts conservation of matter. Column 2 - two
equal balls of cookie dough, with an image of two balls of chocolate
chip cookie dough. Column 3 - squeeze one ball into a long, thin shape,
with one of the balls rolled out into a snake-like shape; Column 4 -
Which piece has more dough? Column 5 - the long one, with the image
of the spread out dough.The fourth row depicts conservation of length.
Column 2 - Two pencils of equal length, with two such pencils sitting
side by side evenly; Column 3 - Move one pencil, with one pencil
shifted so that it is halfway to the right of other other (with its eraser end
equal with the mid-point of the other pencil); Column 4 - Which pencil
is longer? Column 5 - The one that is farther to the right, with an image
of a single pencil.

All four characteristics of preoperational thought are evident in this
mistake. Young children fail to understand conservation because they
focus (center) on what they see (appearance), noticing only the
immediate (static) condition. It does not occur to them that they could
pour the lemonade back into the wider glass and re-create the level of
a moment earlier (irreversibility).
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VIDEO ACTIVITY: Achieving Conservation focuses on the cognitive
changes that enable older children to pass Piaget’s conservation-of-liquid task.

Note that this reveals one of the key aspects of cognition that is
central to executive function. Unless they are taught, children younger
than 6 do not have the memory or flexibility to grasp conservation.

This is an important lesson for teachers of young children. They can,
and do, encourage children to develop their understanding of quantity
to further their knowledge of math, but teachers also need to recognize
the limitations of preschoolers’ thinking (McCray et al., 2018). To
develop an understanding of conservation, a teacher might ask the
child to remember how much lemonade there was before pouring it,
for example, and then let the child and a friend pour it again and
again.

There are additional ways to encourage cognition in young children.
Piaget’s original tests of conservation required children to respond
verbally to an adult’s questions. Contemporary researchers have made
tests of logic simple and playful, and then young children sometimes
succeed.

Moreover, before age 6, children indicate via eye movements or
gestures that they can understand some logic, even though they cannot
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yet put their understanding into words (Goldin-Meadow & Alibali,
2013). Conservation and many other logical ideas can be grasped bit
by bit, with active, guided experience. Glimmers of understanding
may be apparent in children as young as age 4 (Sophian, 2013).

As with sensorimotor intelligence in infancy, Piaget underestimated
preoperational children. Piaget was right about his basic idea,
however: Young children are not very logical (Lane & Harris, 2014).
Their cognitive limits make smart 3-year-olds sometimes foolish, as
Caleb is.

A CASE TO STUDY

Stones in the Belly
As we were reading a book about dinosaurs, my 3-year-old grandson, Caleb,
told me that some dinosaurs (sauropods) have stones in their bellies. It helps
them digest their food and then poop and pee.

I was amazed, never having known this before.

“I didn’t know that dinosaurs ate stones,” I said.

“They don’t eat them.”

“Then how do they get the stones in their bellies? They must swallow them.”

“They don’t eat them.”

“Then how do they get in their bellies?”

“They are just there.”

“How did they get there?”

“They don’t eat them,” said Caleb. “Stones are dirty. We don’t eat them.”
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I dropped it, as I knew that his mother had warned him not to eat pebbles, and I
didn’t want to confuse him. However, my question apparently puzzled him.
Later he asked my daughter, “Do dinosaurs eat stones?”

“Yes, they eat stones so they can grind their food,” she answered.

At that, Caleb was quiet.

In all of this, preoperational cognition is evident. Caleb is bright; he can name
several kinds of dinosaurs, as can many young children.

But logic eludes Caleb. He is preoperational, not operational.

It seemed obvious to me that the dinosaurs must have swallowed the stones.
However, in his static thinking, Caleb said the stones “are just there.” He
rejected the thought that dinosaurs ate stones because he has been told that
stones are too dirty to eat.

Caleb is egocentric, reasoning from his own experience, and animistic, in that
he thinks other creatures think and act as he himself does. He trusts his mother,
who told him never to eat stones, or, for that matter, sand from the sandbox, or
food that fell on the floor.

My authority as grandmother was clearly less than the authority of his mother,
but at least he considered what I said. He was skeptical that a dinosaur would
do something he had been told not to do, but the idea lingered rather than being
completely rejected. Of course, the implications of my status as his mother’s
mother are beyond his static thinking.

Like many young children, Caleb is curious, and my question raised his
curiosity.

Should I have expected him to tell me that I was right when his mother agreed
with me? No. That would have required far more understanding of reversibility
and far less egocentrism than most young children can muster.
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Vygotsky: Social Learning
For decades, the magical, illogical, and self-centered aspects of
cognition dominated our conception of early-childhood thought.
Scientists were understandably awed by Piaget, who demonstrated
many aspects of egocentric thought in children.

Vygotsky emphasized another side of early cognition — that each
person’s thinking is shaped by other people. His focus on the
sociocultural context contrasts with Piaget’s emphasis on the
individual.

Mentors
Vygotsky believed that cognitive development is embedded in the
social context at every age (Vygotsky, 1987). He stressed that children
are curious and observant of everything in their world.

Young children are famous for their exasperating penchant to ask
questions. They want to know how machines work, why weather
changes, where the sky ends. They seek answers from more
knowledgeable mentors, who might be their parents, teachers, older
siblings, or just a stranger. The answers they get are affected by the
mentors’ perceptions and assumptions. In this way, according to
Vygotsky, culture shapes thought.
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Learning to Button    Most shirts for 4-year-olds are wide-necked without buttons, so
preschoolers can put them on themselves. But the skill of buttoning is best learned from
a mentor, who knows how to increase motivation.

As you remember from Chapter 2, children learn through guided
participation, as mentors teach them. Parents are their first guides,
although young children are guided by many others, especially in an
interactive preschool (Broström, 2017).

According to Vygotsky, children learn because their mentors do the
following:

Present challenges.
Offer assistance (without taking over).
Add crucial information.
Encourage motivation.
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Scaffolding
As you read in Chapter 2, Vygotsky believed that all individuals learn
within their zone of proximal development (ZPD), an intellectual arena
in which new ideas and skills can be mastered. Proximal means
“near,” so the ZPD includes the ideas and skills that children are close
to mastering but cannot yet demonstrate independently. Learning
depends, in part, on the wisdom and willingness of mentors to provide
scaffolding, or temporary sensitive support, to help children within
their developmental zone (Mermelshtine, 2017).

scaffolding
Temporary support that is tailored to a learner’s needs and abilities and aimed at
helping the learner master the next task in a given learning process.

Good mentors provide plenty of scaffolding, encouraging children to
look both ways before crossing the street (pointing out speeding
trucks, cars, and buses while holding the child’s hand) or letting them
stir the cake batter (perhaps covering the child’s hand on the spoon
handle, in guided participation). Crucial in every activity is joint
engagement, when both learner and mentor are actively involved
together in the ZPD (Adamson et al., 2014).
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Count by Tens    A large, attractive abacus could be a scaffold. However, in this toy
store the position of the balls suggests that no mentor is nearby. Children are unlikely to
grasp the number system without a motivating guide.

 Observation Quiz: Is the girl below right-handed or left-handed? (see
answer, page 244) 

Culture matters. In some families and cultures, book-reading is a time
for conversation and questions; in others, it is a time for telling the
child to be quiet and listen. Parents scaffold whatever they deem
important.
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One study of U.S. parents found that many book-reading parents who
are Chinese Americans pointed out how misbehavior caused problems
for the book’s characters, while many Mexican Americans highlighted
the emotions of the characters (Luo et al., 2014). From this contrast, a
possible conclusion is that Chinese Americans teach their children to
become well-behaved adults, while Mexican Americans encourage
their children to notice the emotions that accompany behavior.

Overimitation
Sometimes scaffolding is inadvertent, as when children copy
something that adults would rather the child not do. Young children
curse, kick, and worse because someone else showed them how.

More benignly, children imitate meaningless habits and customs, a
trait called overimitation. Children are eager to learn from mentors,
allowing for “rapid, high-fidelity intergenerational transmission of
tool-use skills and for the perpetuation and generation of cultural
forms” (Nielsen & Tomaselli, 2010, p. 735).

overimitation
When a person imitates an action that is not a relevant part of the behavior to be
learned. Overimitation is common among 2- to 6-year-olds when they imitate adult
actions that are irrelevant and inefficient.

Overimitation was demonstrated in a series of experiments with 3- to
6-year-olds, 64 of them from San communities (pejoratively called
“Bushmen”) in South Africa and Botswana, and, for comparison, 64
from cities in Australia and 19 from aboriginal communities within
Australia. Australian middle-class adults often scaffold for children



781

with words and actions, but San adults rarely do. The researchers
expected the urban Australian children but not the San children to
follow adult demonstrations (Nielsen et al., 2014). The researchers
were wrong.

In part of the study, one by one some children in each group watched
an adult open a box, which could easily and efficiently be opened by
pulling down a knob by hand. Instead, the adult waved a red stick
above the box three times and used that stick to push down the knob
to open the box. Then children were given the stick and asked to open
the box. No matter what their culture, they followed the adult
example, waving the stick three times, not using their hands directly
on the knob.

Other San and Australian children did not see the demonstration.
When they were given the stick and asked to open the box, they
simply pulled the knob. Then they observed an adult do the stick-
waving opening — and they copied those inefficient actions, even
though they already knew the easy way. Apparently, children
everywhere learn from others not only through explicit guidance but
also through observation. Across cultures, overimitation is striking
and generalizes to other similar situations.

Overimitation is universal: Young children follow what adults do.
They are naturally “socially motivated,” which allows them to learn as
long as the adults structure and guide that learning. Adults worldwide
teach children in that way, using eye contact and facial expressions to
facilitate learning (Heyes, 2016).
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This imitation process is exquisitely designed. Adults enjoy
transmitting knowledge, and for their part, children are automatic
imitators — especially when copying is not too difficult: They imitate
adults who seem to know what they are doing, even if the adults are
not deliberately teaching (Tomasello, 2016; Keupp et al., 2016).

That is exactly what Vygotsky expected and explained: Children are
attuned to culture.

Language as a Tool
Although all of the elements of a culture guide children, Vygotsky
thought language is pivotal.

First, talking to oneself, called private speech, is evident when young
children talk aloud to review, decide, and explain events to themselves
(and, incidentally, to anyone else within earshot) (Al-Namlah et al.,
2012). With time, children become more circumspect, sometimes
whispering. Audible or not, private speech aids cognition and self-
reflection; adults should encourage it (Perels et al., 2009; Benigno et
al., 2011). Many adults use private speech as they talk to themselves
when alone or write down ideas.

private speech
The internal dialogue that occurs when people talk to themselves (either silently or
out loud).

Second, language advances thinking by facilitating social interaction
which is vital to learning (Vygotsky, 2012). This social mediation
function of speech occurs as mentors guide mentees in their zone of
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proximal development, learning numbers, recalling memories, and
following routines.

social mediation
Human interaction that expands and advances understanding, often through words
that one person uses to explain something to another.

STEM Learning
A practical use of Vygotsky’s theory concerns STEM (science,
technology, engineering, math) education. Many adults are currently
concerned that too few college students choose a STEM career.

Developmentalists find that a person’s interest in such vocations
begins with learning about numbers and science (counting, shapes,
fractions, molecular structure, the laws of motion) in early childhood.
Spatial understanding — how one object fits with another — is an
accomplishment of early childhood that enhances later math skills
(Verdine et al., 2017). During the preschool years, an understanding of
math and physics develops month by month. Before first grade,
children learn to:

Count objects, with one number per item (called one-to-one
correspondence).
Remember times and ages (bedtime at 8 P.M., a child is 4 years
old, and so on).
Understand sequence (first child wins, last child loses).
Know which numbers are greater than others (e.g., that 7 is
greater than 4).
Understand how to make things move, from toy cars to soccer
balls.
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Appreciate temperature effects, from ice to steam.

Future Engineers in the Bronx    Playing with Legos helps children learn about
connecting shapes, which makes math and geometry easier to learn in school and makes
STEM careers more likely. Once, Legos were only marketed to boys, but no longer —
there now are kits designed to appeal to girls.

By age 3 or 4, children’s brains are mature enough to comprehend
numbers, store memories, and recognize routines. Whether or not
children actually demonstrate such understanding depends on what
they hear and how they participate in various activities within their
families, schools, and cultures. “Scaffolding and elaboration from
parents and teachers provides crucial input to spatial development,”
which itself leads to math understanding, which underpins STEM
expertise (Verdine et al., 2017, p. 25).
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Some 2-year-olds hear sentences such as “One, two, three, takeoff,”
“Here are two cookies,” or “Dinner in five minutes” several times a
day. They are encouraged to touch an interesting bit of moss, or are
alerted to the phases of the moon outside their window, or play with
toys that fit shapes, or learn about the relationship between pace and
steepness of a hill they are climbing.

Other children never have such experiences — and they have a harder
time with math in first grade, with science in the third grade, and with
physics in high school. If, as Vygotsky believed, words mediate
between brain potential and comprehension, STEM education begins
long before formal education.

Educational software becomes “a conduit for collaborative learning”
(Cicconi, 2014, p. 58), as Web 2.0 (interactive) programs respond to
the particular abilities and needs of each child. Several children can
work together, each mentoring the others, talking aloud as the
computer prompts them.

For executive function, however, interactive software needs to be
carefully chosen. Video games, for instance, usually encourage rapid
responses — the opposite of the planning, inhibition, and memory that
are the bedrock of executive function.

Educators disapprove if a screen replaces human interaction (that is
opposite to what Vygotsky advocates), but they also recognize that
computers, carefully used (no more than an hour a day), might be
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learning tools, just as books might be (Alper, 2013; American
Academy of Pediatrics, 2016).

Children’s Theories
Every scholar who studies learning during early childhood notices that
children are eager to understand everything. Young children do more
than gain words and concepts; they develop theories to help them
understand and remember — theories that arise from both brain
maturation and personal experience (Baron-Cohen et al., 2013).

Theory-Theory
In theory-theory, the theory about how children think is that they
construct a theory.

theory-theory
The idea that children attempt to explain everything they see and hear by
constructing theories.

Humans always want theories (even false ones sometimes suffice) to
help them understand the world. Especially in childhood, theories are
subject to change as new evidence accumulates (Meltzoff & Gopnik,
2013; Bridgers et al., 2016).

Children ask questions, and, if they are not satisfied with the answers,
they develop their own theories. For example, one child thought his
grandpa died because God was lonely; another thought thunder
occurred because God was rearranging the furniture.
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Children follow the same processes that scientists do: asking
questions, developing hypotheses, gathering data, and drawing
conclusions. As a result, “preschoolers have intuitive theories of the
physical, biological, psychological, and social world” (Gopnik, 2012,
p. 1623).

One common theory-theory is that everyone intends to do things
correctly. For that reason, when asked to repeat something
ungrammatical that an adult says, children often correct the grammar.
They theorize that the adult intended to speak grammatically but
failed to do so (Over & Gattis, 2010).

Theory of Mind
Mental processes — thoughts, emotions, beliefs, motives, and
intentions — are among the most complicated and puzzling
phenomena that humans encounter every day. Adults wonder why
people fall in love with the particular persons they do, why they vote
for the candidates they do, or why they make foolish choices — from
signing for a huge mortgage to buying an overripe cucumber. Children
are likewise puzzled about a playmate’s unexpected anger, a sibling’s
generosity, or an aunt’s too-wet kiss.

To know what goes on in another’s mind, people develop a folk
psychology, which includes ideas about other people’s thinking, called
theory of mind. Theory of mind is an emergent ability, slow to
develop but typically evident in most children by about age 4 (Carlson
et al., 2013).

theory of mind
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A person’s theory of what other people might be thinking. In order to have a theory
of mind, children must realize that other people are not necessarily thinking the same
thoughts that they themselves are. That realization seldom occurs before age 4.

 Especially for Social Scientists: Can you think of any connection
between Piaget’s theory of preoperational thought and 3-year-olds’ errors in
this theory-of-mind task? (see response, page 244)

Part of theory of mind is understanding that someone else might have
a mistaken belief. For example, a child watches a puppet named Max
put a toy dog into a red box. Then Max leaves and the child sees the
dog taken out of the red box and put in a blue box.

VIDEO: Theory of Mind: False-Belief Tasks demonstrates how children’s
theory of mind develops with age.

When Max returns the child is asked, “Where will Max look for the
dog?” Without a theory of mind, most 3-year-olds confidently say, “In
the blue box”; most 6-year-olds correctly say, “In the red box.”

Theory of mind actually develops gradually, progressing from
knowing that someone else might have different desires (at about age
3) to knowing that someone might hide their true feelings (about age
6).
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The development of theory of mind can be seen when young children
try to escape punishment by lying. Their faces often betray them:
worried or shifting eyes, pursed lips, and so on. Parents sometimes
say, “I know when you are lying,” and, to the consternation of most 3-
year-olds, parents are usually right.

In one experiment, 247 children, aged 3 to 5, were left alone at a table
that had an upside-down cup covering dozens of candies (Evans et al.,
2011). The children were told not to peek, and the experimenter left
the room.

For 142 children (57 percent), curiosity overcame obedience. They
peeked, spilling so many candies onto the table that they could not put
them back under the cup. The examiner returned, asking how the
candies got on the table. Only one-fourth of the participants (more
often the younger ones) told the truth (see Figure 9.2).
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FIGURE 9.2

Better with Age?    Could an obedient and honest 3-year-old become a disobedient and
lying 5-year-old? Apparently yes, as the proportion of peekers and liars in this study
more than doubled over those two years. Does maturation make children more able to
think for themselves or less trustworthy?

Data from Evans et al., 2011.

Description
The data from the graph are as follows (3 year old datum, 6 year old
datum) - Percent peeking (50, 70); Percent of peekers who lied (55, 87);
Percent peeking and lying (28, 61).
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The rest lied, and their skill at lying increased with their age. The 3-
year-olds typically told hopeless lies (e.g., “The candies got out by
themselves”); the 4-year-olds told unlikely lies (e.g., “Other children
came in and knocked over the cup”). Some of the 5-year-olds,
however, told plausible lies (e.g., “My elbow knocked over the cup
accidentally”).

A study of prosocial lies (saying that a disappointing gift was
appreciated) found that children who were advanced in theory of mind
and in executive function were also better liars, able to stick to the lie
that they liked the gift (S. Williams et al., 2016). This study was of 6-
to 12-year-olds, not preschoolers, but the underlying abilities are first
evident at about age 4.

 INSIDE THE BRAIN

The Role of Experience
Why do executive control, concrete operational thought, social interaction, and
even lying improve with age? There are many factors, of course, but
developmentalists increasingly recognize the crucial maturation of the
prefrontal cortex. With modern neuroscience, this can be traced quite precisely:
A notable advance in all of these abilities occurs between ages 4 and 5,
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probably because the prefrontal cortex matures markedly at this point (Devine
& Hughes, 2014).

Children who are slow in language development are also slow in theory of
mind, a finding that makes developmentalists suggest that underlying deficits
— genetic or neurological — may be crucial for both. Remember the plasticity
of the brain: The early years may be particularly important for neurological
control.

In studies of adults as well, many brain regions are involved in theory of mind
and much depends on past history and context (Preckel et al., 2018).
Developmentalists suggest that when a young child is slow in language
learning, in addition to targeted work on vocabulary, articulation, and so on,
therapists and teachers need to advance executive function (Nilsson & de
López, 2016).

Social interactions with other children promote brain development, advancing
both theory of mind and executive function. This is especially evident when
those other children are siblings of about the same age (McAlister & Peterson,
2013). As one expert in theory of mind quipped, “Two older siblings are worth
about a year of chronological age” (Perner, 2000, p. 383).

Indeed, many studies have found that a child’s ability to develop theories
correlates with neurological maturation, which also correlates with advances in
executive processing — the reflective, anticipatory capacity of the mind (Mar,
2011; Baron-Cohen et al., 2013). Detailed studies find that theory of mind
activates several brain regions (Koster-Hale & Saxe, 2013).

This makes sense, as theory of mind is a complex ability that humans develop
in social contexts, so it is not likely to reside in just one neurological region.
Brain research finds that, although each cognitive ability arises from a distinct
part of the brain, experience during childhood advances neurological
coordination.

Remember that experience strengthens neuronal connections. This is true not
only within each neuron and the dendrites reaching another neuron but also in
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regions of the brain. Thus, while theory of mind promotes empathy in one brain
region, and executive function promotes flexibility and memory in another, the
prefrontal cortex is able to coordinate the two (Wade et al., 2018).

That is why a correlation is found between theory of mind and executive
function. As a child advances in one, that child also advances in the other.
Repeated coordination in the brain allows the child, for instance, to comfort a
sad friend in exactly the way that sad friend is best comforted.

Evidence for crucial brain maturation comes from other research on
the same 3- to 5-year-olds whose lying was studied. The children who
were asked to say “day” when they saw a picture of the moon and
“night” when they saw a picture of the sun needed to inhibit their
automatic reaction. Their success indicated advanced executive
function, which correlated with maturation of the prefrontal cortex.

Even when compared to other children who were the same age, those
who failed the day–night tests typically told impossible lies. Their
age-mates who were higher in executive function told more plausible
lies (Evans et al., 2011).

Does the crucial role of neurological maturation make culture and
context irrelevant? Not at all: Nurture is always important. The reason
that formal education traditionally began at about age 6 is that this is
when maturation of the prefrontal cortex naturally allows sustained
attention. However, experiences before age 6 advance brain
development and thus prepare children for school (Blair & Raver,
2015).
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The Dog Did It    If only all parents were aware of cognitive development.

Some helpful experiences before age 6 occur naturally: Children
develop theory of mind in talking with adults and in playing with
other children. Games that require turn-taking encourage memory and
inhibitory control, two crucial components of executive control. In
daily life, as brothers and sisters argue, agree, compete, and cooperate,
and as older siblings fool younger ones, it dawns on 3-year-olds that
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not everyone thinks as they do, a thought that advances theory of
mind.

By age 5, children have learned how to persuade their younger
brothers and sisters to give them a toy. Meanwhile, younger siblings
figure out how to gain sympathy by complaining that their older
brothers and sisters have victimized them. Parents, beware: Asking,
“Who started it?” may be irrelevant.

WHAT HAVE YOU LEARNED?

1. What three abilities comprise executive function?

2. What is not logical about preoperational thought?

3. What is the difference between egocentrism in a child and selfishness in
an adult?

4. How does guided participation increase a child’s zone of proximal
development?

5. Why did Vygotsky think that talking to oneself is an aid to cognition?

6. Why does theory-theory develop?

7. What advances theory of mind?
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Language Learning
Learning language is often considered the premier cognitive

accomplishment of early childhood. Two-year-olds use short,
telegraphic sentences (“Want cookie,” “Where Daddy go?”), omitting
adjectives, adverbs, and articles. By contrast, 5-year-olds seem to be
able to say almost anything (see At About This Time) using every
part of speech. Some preschoolers understand and speak two or three
languages, an accomplishment that many adults struggle for years to
achieve.

AT ABOUT THIS TIME Language in Early
Childhood

Approximate
Age

Characteristic or Achievement in First
Language

2 years Vocabulary: 100–2,000 words
Sentence length: 2–6 words
Grammar: Plurals; pronouns; many nouns,
verbs, adjectives
Questions: Many “What’s that?” questions

3 years Vocabulary: 1,000–5,000 words
Sentence length: 3–8 words
Grammar: Conjunctions, adverbs, articles
Questions: Many “Why?” questions

4 years Vocabulary: 3,000–10,000 words
Sentence length: 5–20 words
Grammar: Dependent clauses, tags at
sentence end (“… didn’t I?” “… won’t
you?”)
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Questions: Peak of “Why?” questions;
many “How?” and “When?” questions

6 years and
up

Vocabulary: 5,000–30,000 words
Sentence length: Some seem unending (“…
and … who … and … that … and …”)
Grammar: Complex, depending on what the
child has heard, with some children
correctly using the passive voice (“Man
bitten by dog”) and subjunctive (“If I were
…”)
Questions: Some about social differences
(male–female, old–young, rich–poor) and
many other issues

The Sensitive Time for Language
Learning
Brain maturation, myelination, scaffolding, and social interaction
make early childhood ideal for learning language. As you remember
from Chapter 1, scientists once thought that early childhood was a
critical period for language learning — the only time when a first
language could be mastered and the best time to learn a second or
third one.

A first language (even a sign language) is a scaffold for learning.
Thus, talking, listening, and reading to young children is crucial for
education, including learning a second language (Mayberry &
Kluender, 2018).

Although new language learning in adulthood is possible, it is not
easy. Early childhood is a sensitive period for language learning —
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for rapidly mastering vocabulary, grammar, and pronunciation. Young
children are language sponges; they soak up every verbal drop they
encounter.

Language comes easily partly because preoperational children are not
self-critical about their fluency. Egocentrism has advantages; this is
one of them.

The Vocabulary Explosion
The average child knows about 500 words at age 2 and more than
10,000 at age 6 (Herschensohn, 2007). That’s more than six new
words a day. As with many averages in development, the range is
vast: The number of root words (e.g., run is a root word, not running
or runner) that 5-year-olds know ranges from 2,000 to 6,000
(Biemiller, 2009). In fact, it is very difficult to determine vocabulary
size, although almost everyone agrees that building vocabulary is
crucial (Milton & Treffers-Daller, 2013).

VIDEO ACTIVITY: Language Acquisition in Young Children features
video clips of a new sign language created by deaf Nicaraguan children and
provides insights into how language evolves.
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To understand why vocabulary is difficult to measure, consider the
following: Children listened to a story about a raccoon that saw its
reflection in the water. The children were asked what reflection
means. Five of the answers:

1. ‘‘It means that your reflection is yourself. It means that there is
another person that looks just like you.’’

2. ‘‘Means if you see yourself in stuff and you see your reflection.’’
3. ‘‘Is like when you look in something, like water, you can see

yourself.’’
4. ‘‘It mean your face go in the water.’’
5. ‘‘That means if you the same skin as him, you blend in.’’

[Hoffman et al., 2014, pp. 471–472]

In another example, a story included “a chill ran down his spine.”
Children were asked what chill meant. One answer: “When you want
to lay down and watch TV — and eat nachos” (Hoffman et al., 2014,
p. 473).

Which of the five responses indicated that the child knew what
reflection means? None? All? Some number in between? The last
child was given zero credit for “chill”; is that fair?

Fast-Mapping
Children develop interconnected categories for words, a kind of grid
or mental map that makes speedy vocabulary acquisition possible.
Learning a word after one exposure is called fast-mapping
(Woodward & Markman, 1998) because, rather than figuring out the
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exact definition after hearing a word used in several contexts,
children hear a word once and quickly stick it into a category in their
mental language grid. For 2-year-olds, mother can mean any
caregiving woman, for instance.

fast-mapping
The speedy and sometimes imprecise way in which children learn new words by
tentatively placing them in mental categories according to their perceived meaning.

What Is It?    These two children at the Mississippi River Museum in Iowa might call
this a crocodile, but really it is an alligator. Fast-mapping allows that mistake, and
egocentrism might make them angry if someone tells them they chose the wrong name.

Picture books offer many opportunities to advance vocabulary
through scaffolding and fast-mapping. A mentor might encourage the
next steps in the child’s zone of proximal development, such as that
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tigers have stripes and leopards spots, or, for an older child, that
calico cats are almost always female and that lions with manes are
always male.

This process explains children’s learning of colors. Generally, 2-year-
olds fast-map color names (K. Wagner et al., 2013). For instance,
“blue” is used for some greens or grays.

Children apply words they know to broad categories and have not yet
learned the boundaries that adults use, or specifics such as chartreuse,
turquoise, olive, navy. As one team of scientists explains, adults’
color words are the result of slow-mapping (K. Wagner et al., 2013),
which is not what young children do.

Words and the Limits of Logic
Closely related to fast-mapping is a phenomenon called logical
extension: After learning a word, children use it to describe other
objects in the same category. One child told her father that she had
seen some “Dalmatian cows” on a school trip to a farm. Instead of
criticizing her error, he remembered the Dalmatian dog she had petted
the weekend before. He realized that she saw Holstein cows, not
Jersey ones.

Bilingual children who don’t know a word in the language they are
speaking often insert a word from the other language, code-switching
in the middle of a sentence. That mid-sentence switch may be
considered wrong, but it is actually evidence of the child’s drive to
communicate. By age 5, bilingual children realize who understands
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which language, and they avoid substitutions when speaking to a
monolingual person. That illustrates theory of mind.

Some words are particularly difficult for every child, such as, in
English, who/whom, have been/had been, here/there,
yesterday/tomorrow. More than one child has awakened on Christmas
morning and asked, “Is it tomorrow yet?” A child told to “stay there”
or “come here” may not follow instructions because the terms are
confusing. It might be better to say, “Stay there on that bench,” or
“Come here to hold my hand.” Every language has difficult concepts
that are expressed in words; children everywhere learn them
eventually.

Abstractions are particularly difficult; actions are easier to
understand. A hole is to dig; love is hugging; hearts beat.

Acquiring Grammar
Remember from Chapter 6 that grammar includes structures,
techniques, and rules that communicate meaning. Knowledge of
grammar is essential for learning to speak, read, and write. A large
vocabulary is useless unless a person knows how to put words
together. Each language has its own grammar rules; that’s one reason
children speak in one-word sentences first.

Children apply rules of grammar as soon as they figure them out,
using their own theories about how language works and their
experience regarding when and how often various rules apply
(Meltzoff & Gopnik, 2013). For example, English-speaking children
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quickly learn to add an s to form the plural: Toddlers follow that rule
when they ask for two cookies or more blocks.

Soon they add an s to make the plural of words they have never heard
before, even nonsense words. If preschoolers are shown a drawing of
an abstract shape, told it is called a wug, and are then shown two of
these shapes, they say there are two wugs (Berko, 1958). Children
realize that words have a singular and a plural before they
demonstrate proper use.

Sometimes children apply the rules of grammar when they should
not. This error is called overregularization. By age 4, many children
overregularize that final s, talking about foots, tooths, and mouses.
This signifies knowledge, not lack of it: Many children first say
words correctly (feet, teeth, mice), repeating what they have heard.
Later, they are smart enough to apply the rules of grammar, and
overregularize, assuming that all constructions follow the rules.

overregularization
The application of rules of grammar even when exceptions occur, making the
language seem more “regular” than it actually is.
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Camels Protected, People Confused    Why the contrasting signs? Does everyone read
English at the international airport in Chicago (O’Hare) but not on the main road in
Tunisia?

More difficult to learn is an aspect of language called pragmatics —
knowing which words, tones, and grammatical forms to use with
whom (Siegal & Surian, 2012). In some languages, it is essential to
know which set of words to use when a person is older, or when
someone is not a close friend, or when grandparents are on the
mother’s side or the father’s.
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pragmatics
The practical use of language that includes the ability to adjust language
communication according to audience and context.

English does not make those distinctions, but pragmatics are
important for early-childhood learning nonetheless. Children learn
variations in vocabulary and tone depending on the context, and once
theory of mind is established, on the audience.

Knowledge of pragmatics is evident when a 4-year-old pretends to be
a doctor, a teacher, or a parent. Each role requires different speech.
On the other hand, children often blurt out questions that embarrass
their parents (“Why is that lady so fat?” or “I don’t want to kiss
Grandpa because his breath smells.”): The pragmatics of polite
speech require more social understanding than many young children
possess.

Learning Two Languages
Language-minority people (those who speak a language that is not
their nation’s dominant one) suffer if they do not also speak the
majority language (Rosselli et al., 2016). In the United States, those
who lack fluency in English have lower school achievement,
diminished self-esteem, and inadequate employment.

Some of the problem is prejudice from those who speak English well,
but some is directly connected to language. Fluency in English erases
some liabilities; fluency in another language then becomes an asset.
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CHAPTER APP 9

 Face Talker

RELATED TOPIC:
Language learning in early childhood
IOS:
https://tinyurl.com/y5xycx6p

Many teachers find FaceTalker to be a fun classroom tool for demonstrating the
sounds animals make, introducing literature or poetry, and for many other
learning activities. The app can enliven lessons on basic arithmetic, ancient
Egypt, music, art, and more. Even better: Online reviews of the app suggest it
is easy to get started.

Neuroscience finds that if adults mastered two languages before age
6, both languages are located in the same areas of the brain with no
detriment to the cortex structure (Klein et al., 2014). Being bilingual
seems to benefit the brain lifelong, further evidence for plasticity
(Bialystok, 2017). Indeed, the bilingual brain may provide some
resistance to neurocognitive disorder due to Alzheimer’s disease in
old age (Costa & Sebastián-Gallés, 2014).

https://tinyurl.com/y5xycx6p
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Bilingual Learners    These are Chinese children learning a second language. Could
this be in the United States? No, this is a class in the first Chinese-Hungarian school in
Budapest. There are three clues: the spacious classroom, the letters on the book, and the
large windows and many trees outside.

By contrast, if a new language is learned in adulthood, pronunciation
and grasp of idioms and exceptions to the rules usually lag behind use
of proper grammar and vocabulary. Thus, many immigrants speak the
majority language with an accent but are proficient in comprehension
and reading (difference is not deficit).

From infancy on, hearing is more acute than vocalization. Almost all
young children mispronounce whatever language they speak, blithely
unaware of their mistakes. They comprehend more than they say, they
hear better than they speak, and they learn rapidly as long as people
speak to them.
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Language Loss and Gains
Language-minority parents have a legitimate fear: Their children
might make a language shift, becoming fluent in the school language
and not in their home language. Language shift occurs whenever
theory-theory leads children to conclude that their first language is
inferior to another one (Bhatia & Ritchie, 2013).

 Especially for Immigrant Parents: You want your children to be
fluent in the language of your family’s new country, even though you do
not speak that language well. Should you speak to your children in your
native tongue or in the new language? (see response, page 244)

Some language-minority children in Mexico shift to Spanish; some
children of Canada’s First Nations shift to French; some children in
the United States shift to English. In China, all speak some form of
Chinese, but some shift from Mandarin, Cantonese, and so on,
troubling their parents.

Remember that young children are preoperational: They center on the
immediate status of their language (not on future usefulness or past
glory), on appearance more than substance. No wonder many
children shift toward the language of the dominant culture.

Since language is integral to culture, if a child is to become fluently
bilingual, everyone who speaks with the child should respect both
cultures, in song, books, and daily conversation. Children learn from
listening and talking, so they need to hear twice as much talk to
become fluent in two languages.
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The same practices make a child fluently trilingual, as some 5-year-
olds are. Young children who are immersed in three languages may
speak all three with no accent — except the accent of their mother,
father, and friends. [Life-Span Link: Bilingual education is also
discussed in Chapter 12.]

Sadly, most young children who are bilingual or trilingual are
language deficient in both, or all three, languages. Crucial is exposure
“to both languages in ways that do not diminish the amount of
exposure to each” (Hoff, 2018, p. 84). This means that, during early
childhood, language that is to be learned must be used often in daily
conversation — twice as often as for a monolingual child.

WHAT HAVE YOU LEARNED?

1. What is the evidence that early childhood is a sensitive time for learning
language?

2. How does fast-mapping aid the language explosion?

3. How is overregularization a cognitive advance?

4. What in language learning shows the limitations of logic in early
childhood?

5. What are the advantages of teaching a child two languages?

6. How can the language shift be avoided in children?
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Early-Childhood Schooling
Today, virtually every nation provides some early-childhood education,

sometimes financed by the government, sometimes private, sometimes for
a privileged few, and sometimes for every child (Georgeson & Payler,
2013).

In many European nations, more than 95 percent of all 3- to 5-year-olds
are enrolled in government-funded schools. Almost every parent and
politician realizes that young children are amazingly capable and eager to
learn.

Homes and Schools
Developmental research does not translate directly into specific practices
in early education, so no program can legitimately claim to follow Piaget
or Vygotsky exactly (Hatch, 2012). This general finding should reassure
parents: Young children learn in a variety of settings. Parents are
influential even if a young child is in a day-care center from 8 A.M. to 6
P.M., five days a week. Nonetheless, developmental theories and scientific
research inform educators, suggest hypotheses, and shape the curriculum
of every program.
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Tricky Indeed    Young children are omnivorous learners, picking up habits, curses, and
attitudes that adults would rather not transmit. Deciding what to teach — by actions more than
words — is essential.

Beyond the amazing potential of young children to learn, another robust
conclusion from research on children’s learning seems not yet universally
understood: Quality matters (Gambaro et al., 2014).

Quality cannot be judged by the name of a program or by its sponsorship.
Educational institutions for 3- to 5-year-olds are called preschools, nursery
schools, day-care centers, pre-primary programs, pre-K classes, and
kindergartens. Sponsors can be public (federal, state, or city), private,
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religious, or corporate. Each child is an individual and cultures differ; an
excellent program for one child might be less effective for another.

Indeed, quality is notoriously difficult to judge (Votruba-Drzal & Dearing,
2017). “[B]ecause quality is hard for parents to observe, competition
seems to be dominated by price” (Gambaro et al., 2014, p. 22). That is a
problem, because to make a profit, programs hire fewer teachers — so low
cost may indicate low quality.

 Especially for Teachers: In trying to find a preschool program, what should
parents look for? (see response, page 244)

However, high cost does not necessarily mean high quality. As you have
learned, children are active learners who benefit from social interaction
with other children and with adults who guide them. A quiet preschool,
with adults who are not actively engaged with talkative children, is low
quality.

Professional assessment of quality also seems inadequate (Sabol et al.,
2013). However, one aspect — child–teacher interaction — correlates
with learning. A bad sign is a teacher who sits and watches; effective
teachers talk, laugh, guide, and play with the children. (See Visualizing
Development, page 245.)

In order to sort through this variety, we review some distinctions among
types of programs. One broad distinction concerns the program goals. Is
the goal to encourage each child’s creative individuality (child-centered)
or to prepare the child for formal education (teacher-directed), or is it to
prepare low-SES children for school (intervention, such as Head Start)?
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Child-Centered Programs
Many programs are called child-centered, or developmental, because they
stress each child’s development and growth. Teachers in such programs
believe children need to follow their own interests rather than adult
directions. For example, they agree that “children should be allowed to
select many of their own activities from a variety of learning areas that the
teacher has prepared” (Lara-Cinisomo et al., 2011). The physical space
and the materials (such as dress-up clothes, art supplies, puzzles, blocks,
and other toys) are arranged to allow exploration.

Most child-centered programs encourage artistic expression, including
music and drama (Bassok et al., 2016). Some educators argue that young
children are gifted in seeing the world more imaginatively than older
people do. According to advocates of child-centered programs, this peak
of creative vision should be encouraged; children need many opportunities
to tell stories, draw pictures, dance, and make music for their own delight.

That does not mean that academics are ignored. Advocates of math
learning, for instance, believe that children have a natural interest in
numbers and that child-centered schools can guide those interests as
children grow (Stipek, 2013).

Child-centered programs are often influenced by Piaget, who emphasized
that each child will discover new ideas if given a chance, or by Vygotsky,
who thought that children learn from playing, especially with other
children.

Montessori Schools
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One type of child-centered school began in the slums of Rome, Italy, in
1907, when Maria Montessori opened a nursery school (Standing, 1998).
She believed that children needed structured, individualized projects to
give them a sense of accomplishment. Her students completed puzzles,
used sponges and water to clean tables, traced shapes, and so on.

Tibet, China, India, and … Italy?    Over the past half-century, as China increased its
control of Tibet, thousands of refugees fled to northern India. Tibet traditionally had no
preschools, but young children adapt quickly, as in this preschool program in Ladakh, India.
This Tibetan boy is working a classic Montessori board.

Contemporary Montessori schools still emphasize individual pride and
achievement, presenting many literacy-related tasks (e.g., outlining letters
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and looking at books) to young children. Specific materials differ from
those that Maria Montessori developed, but the underlying philosophy is
the same. Children seek out learning tasks; they do not sit quietly in
groups while a teacher instructs them. That makes Montessori programs
child-centered (Lillard, 2013).

Montessori schools
Schools that offer early-childhood education based on the philosophy of Maria
Montessori, which emphasizes careful work and tasks that each young child can do.

Reggio Emilia
Another form of early-childhood education is Reggio Emilia, named after
the town in Italy where it began. In Reggio Emilia, children are
encouraged to master skills that are not usually taught in North American
schools until age 7 or so, such as writing and using tools. Although many
educators worldwide admire the Reggio philosophy and practice, it is
expensive to duplicate in other nations — there are few dedicated Reggio
Emilia schools in the United States.

Reggio Emilia
A program of early childhood education that originated in the town of Reggio Emilia,
Italy, and that encourages each child’s creativity in a carefully designed setting.

Reggio schools do not provide large-group instruction, with lessons in,
say, forming letters or cutting paper. Instead, hands-on activities chosen by
individual children, such as drawing, cooking, and gardening, are stressed.
Measurement of achievement, such as standardized testing to see whether
children recognize the 26 letters of the alphabet, is antithetical to the
conviction that each child should explore and learn in his or her own way.
Each child’s learning is documented via scrapbooks, photos, and daily
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notes — not to measure progress but to help the child and the parent take
pride in accomplishments (Caruso, 2013).

Child-Centered Pride    How could Rachel Koepke, a 3-year-old from a Wisconsin town
called Pleasant Prairie, seem so pleased that her hands (and cuffs) are blue? The answer arises
from northern Italy — Rachel attended a Reggio Emilia preschool that encourages creative
expression.

Appreciation of the arts is evident. Every Reggio Emilia school originally
had a studio, an artist, and space to encourage creativity (Forbes, 2012).
Children’s art is displayed on white walls and hung from high ceilings,
and floor-to-ceiling windows open to a spacious, plant-filled playground.
Big mirrors are part of the schools’ décor — again, with the idea of
fostering individuality and self-expression. However, individuality does
not mean that children do not work together. On the contrary, group
projects are encouraged.
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Often those group projects include exploring the natural world. One
analysis of Reggio Emilia in the United States found “a science-rich
context that triggered and supported preschoolers’ inquiries and
effectively engaged preschoolers’ hands, heads, and hearts with science”
(Inan et al., 2010, p. 1186).

Waldorf Schools
A third type of child-centered program is called a Waldorf school, first
developed by Rudolf Steiner in Stuttgart, Germany, in 1919. The emphasis
again is on creativity and individuality — with no homework, no tests, no
worksheets. As much as possible, children play outdoors; appreciation of
nature is basic to Waldorf education. Children of various ages learn
together, because older children serve as mentors for younger ones, and
the curriculum follows the interests of the child, not the age of the child.

Waldorf schools
An early-childhood education program that emphasizes creativity, social understanding,
and emotional growth. It originated in Germany with Rudolf Steiner, and now is used in
thousands of schools throughout the world.

There is a set schedule — usually circle time in the beginning and certain
activities on certain days (always baking on Tuesdays, for instance) — but
children are not expected to master specific knowledge at certain ages. All
child-centered schools emphasize creativity; in Waldorf schools,
imagination is particularly prized (Kirkham & Kidd, 2017).

Teacher-Directed Programs
Teacher-directed preschools stress academics, often taught by one adult to
the entire group. The curriculum includes learning the names of letters,
numbers, shapes, and colors according to a set timetable; every child naps,
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snacks, and goes to the bathroom on schedule as well. Children learn to sit
quietly and listen to the teacher. Praise and other reinforcements are given
for good behavior, and time-outs (brief separation from activities) are
imposed to punish misbehavior.

The goal of teacher-directed programs is to make all children “ready to
learn” when they enter elementary school. For that reason, basic skills are
stressed, including precursors to reading, writing, and arithmetic, perhaps
with teachers asking questions that children answer together in unison.
Behavior is taught: Children learn to listen quietly, to follow schedules, to
hold hands when they go out.

Many teacher-directed programs were inspired by behaviorism, which
emphasizes step-by-step learning and repetition, with reinforcement
(praise, gold stars, prizes) for accomplishment. Another inspiration comes
from information-processing research indicating that children who have
not learned basic skills by kindergarten often fall behind in primary
school.

OPPOSING PERSPECTIVES

Comparing Child-Centered and Teacher-
Directed Preschools
Most developmentalists advocate child-centered programs (Christakis, 2016;
Golinkoff & Hirsh-Pasek, 2016). They believe that from ages 3 to 6 young children
learn best when they can interact in their own way with materials and ideas (Sim &
Xu, 2017). On the other hand, many parents and legislators want proof that early
education will improve later school achievement.

The developmental critics of teacher-directed education fear trading “emotional
grounding and strong language skills known to support learning for assembly-line
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schooling that teaches children isolated factoids” (Hirsh-Pasek & Golinkoff, 2016, p.
1158).

As Penelope Leach wrote, “Goals come from the outside…. It is important that
people see early learning as coming from inside children because that’s what makes
clear its interconnectedness with play, and therefore the inappropriateness of many
‘learning goals’” (Leach, 2011, p. 17). Another developmentalist asks, “why should
we settle for unimaginative goals … like being able to identify triangles and squares,
or recalling the names of colors and seasons” (Christakis, 2016).

However, children who enter kindergarten without knowing names and sounds of
letters may become first-graders who cannot read (Ozernov-Palchik et al., 2017).
Understanding how written symbols relate to sounds is crucial, and children are
unlikely to learn literacy skills in creative play (Gellert & Elbro, 2017).

Early familiarity with numbers and shapes predicts school achievement later on. As
you will soon read, Head Start programs have shifted over the past decades to be
more teacher-directed, largely because national policy directives from the
government have advocated that change — to the distress of many
developmentalists (Walter & Lippard, 2017).

Finding the right balance between child-centered and teacher-directed learning is
needed so that all young children learn in the manner that is best for them (Fuligni et
al., 2012). The current trend is toward teacher-directed learning, according to a
survey of kindergarten teachers (Bassok et al., 2016) (see Figure 9.3).

FIGURE 9.3
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Less Play, More Work    These data come from a large survey of more than 5,000
public school teachers throughout the United States. In 1998 and 2010, kindergarten
teachers were asked identical questions but gave different answers. Smaller, more
recent surveys suggest that these trends continue, and they now involve teachers in
preschools. Some use worksheets for 3-year-olds.

Data from Bassok et al., 2016.

Description
The first bar graph presents data at two time periods, the end of the 20th century and the
21st century. The data are presented as follows (20th century datum, 21st century
datum): Children should know alphabet before kindergarten (28 percent, 61 percent);
Children should learn to read in kindergarten (31 percent, 80 percent); Children should
be able to sit still and pay attention (60 percent, 79 percent). The second bar graph is
similarly structured with data as follows: Theater activities in curriculum (87 percent, 50
percent); Dance or creative movement at least weekly (58 percent, 42 percent); Teacher-
directed, whole class activities at least 3 hours a day (16 percent, 32 percent); Reading
worksheets every day (27 percent, 42 percent); Math worksheets every day (20 percent,
37 percent).
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Intervention Programs
Several programs designed for children from low-SES families were
established in the United States decades ago. Some solid research on the
results of these programs is now available.

Head Start
In the early 1960s, millions of young children in the United States were
thought to need a “head start” on their formal education to foster better
health and cognition before first grade. Consequently, since 1965, the
federal government has funded a massive program for 4-year-olds called
Head Start.

Head Start
A federally funded early-childhood intervention program for low-income children of
preschool age.

The goals for Head Start have changed over the decades, from lifting
families out of poverty to promoting literacy, from providing dental care
and immunizations to teaching Standard English, from focusing on 4-year-
olds to including 2- and 3-year-olds. In 2015, more than 8 billion dollars
in federal funds were allocated to Head Start, which enrolled almost 1
million children.
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Head Start is a massive program, but there are about 8 million 3- and 4-
year-olds in the United States, which means that only about 12 percent of
U.S. children that age attend Head Start. Many of the other children are in
private programs (about 83 percent of 4-year-olds from the wealthiest
families are enrolled in private preschools). Many more are in state-
sponsored programs, which range in quality from excellent to woefully
inadequate (Barnett et al., 2016).

If You’re Happy and You Know It    Gabby Osborne (pink shirt) has her own
way of showing happiness, not the hand-clapping that Lizalia Garcia tries to
teach. The curriculum of this Head Start class in Florida includes learning about
emotions, contrary to the wishes of some legislators, who want proof of
academics.

As you read in Opposing Perspectives, although most Head Start
programs were child-centered initially, they have become increasingly
teacher-directed as waves of legislators have shaped them. Children learn
whatever their particular teachers emphasize. Not surprisingly, specific
results vary by program and cohort.
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In 2016, new requirements were put in place for Head Start, mandating
that programs be open at least 6 hours a day and 180 days a year (initially,
most programs were half-day) and giving special supports to children who
are homeless, or have special needs, or are learning English.

Such changes were made partly because federal research found that Head
Start is most beneficial for children in poverty, or in rural areas, or with
disabilities (U.S. Department of Health and Human Services, 2010).
Those children are least likely to find other sources of early education,
largely because of their parents’ income, location, and stress (Crosnoe et
al., 2016).

Historical data show that most Head Start children of every background
advanced in language and social skills, but by elementary school non–
Head Start children often caught up. However, there was one area in
which the Head Start children maintained their superiority — vocabulary.

That finding also supports what you just learned about language
development. Almost every preschool introduces children to words they
would not learn at home. Children will fast-map those words, gaining a
linguistic knowledge base that facilitates expanded vocabulary throughout
life.

Long-Term Gains from Intensive
Programs
This discussion of philosophies, practices, and programs may give the
impression that the research on early-childhood cognition is contradictory.
That is not true. Specifics are debatable, but empirical evidence and
longitudinal evaluation find that preschool education advances learning.
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Ideally, each program has a curriculum that guides practice, all of the
adults collaborate, and experienced teachers respond to each child.

The best longitudinal evidence comes from three intensive programs that
enrolled children for years — sometimes beginning with home visits in
infancy, sometimes continuing in after-school programs through first
grade. One program, called Perry (or High/Scope), was spearheaded in
Michigan (Schweinhart & Weikart, 1997); another, called Abecedarian,
got its start in North Carolina (Campbell et al., 2001); a third, called
Child–Parent Centers, began in Chicago (Reynolds, 2000). They all
focused on children from low-SES families.

Lifetime Achievement    The baby in the framed photograph escaped the grip of
poverty. The woman holding the photograph proved that early education can
transform children. She is Frances Campbell, who spearheaded the Abecedarian
Project. The baby’s accomplishments may be the more impressive of the two.
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All three programs compared experimental groups of children with
matched control groups, and all reached the same conclusion: Early
education has substantial long-term benefits that become most apparent
when children are in the third grade or later.

By age 10, children in these programs scored higher on math and reading
tests than did other children from the same backgrounds, schools, and
neighborhoods. Fewer were placed in classes for children with special
needs, or repeated a year of school, or left high school before graduation.

An advantage of decades of longitudinal research is that teenagers and
adults who received early education can be compared with those who did
not. For all three programs, early investment paid off.

In adolescence, the children who had undergone intensive preschool
education had higher aspirations, possessed a greater sense of
achievement, and were less likely to have been abused. As young adults,
they were more likely to attend college and less likely to go to jail. As
middle-aged adults, they were more often employed, paying taxes,
healthy, and not needing government subsidies (Reynolds & Ou, 2011;
Schweinhart et al., 2005; Campbell et al., 2014).

All three research projects found that providing direct cognitive training,
with specific instruction in various school-readiness skills, was useful.
Each child’s needs and talents were considered — a circumstance made
possible because the child/adult ratio was low. This combined child-
centered and teacher-directed programs, with all of the teachers working
together on the same goals so that children were not confused. In all three,
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teachers deliberately involved parents, and each program included
strategies to enhance the home–school connection.

These programs were expensive (ranging from $6,500 to $20,000 annually
per young child in 2016 dollars). From a developmental perspective, the
decreased need for special education and other social services later on
made early education a “wise investment” (Duncan & Magnuson, 2013, p.
128). Additional benefits to society over the child’s lifetime, including
increased employment and tax revenues, as well as reduced crime, are
worth much more than the cost of the programs.

Between 2010 and 2017, some states (e.g., Oklahoma, Georgia, Florida,
New Jersey, and Illinois) and some cities (e.g., New York, Boston,
Cleveland, San Antonio, and Los Angeles) have offered preschool to
every 4-year-old. Overall, 29 percent of all 4-year olds were in state-
sponsored preschool, twice as many as a decade earlier (Barnett et al.,
2015); another 10 percent attended Head Start; and about 3 percent were
in publicly funded programs for children with disabilities (U.S.
Department of Education, 2015).

The increases in government-sponsored preschool — either child-centered
or teacher-directed — for 4-year-olds is good news. But developmentalists
note that in the United States, unlike in Europe, almost half of all 4-year-
olds and most 3-year-olds are not in any educational program. The
children least likely to be in such programs are Spanish-speaking, or from
families with income slightly above poverty-level, or whose mother is not
employed.

Ironically, these are precisely the children for whom early education may
be especially helpful, a conclusion found not only in Head Start but in
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other research as well (Weiland & Yoshikawa, 2013).

In the United States, economic and political pressures are reducing
government funds for preschool education. Adjusted for inflation, per-
pupil spending by states was $5,129 per child in 2002 and $4,121 in 2014
(Barnett et al., 2015). Head Start funding is also down per pupil, and cuts
of more than 10 percent were projected for 2018.

Any cuts to preschool education not only mean less child-centered
learning (which is more expensive) but also less high-quality teacher-
directed learning. Further, in most states, kindergarten (always locally
funded) is optional, and sometimes unavailable: Only 13 of the 50 states
are required to offer full-day kindergarten (E. Parker et al., 2016).
Scientists who know the research are dismayed when the wishes of the
adults (lower taxes) supersede the needs of the children.

Compared to a decade ago, much more is known about early cognition: 2-
to 4-year-olds are capable of learning languages, concepts, math, theory of
mind, and much more. What a child learns before age 6 is pivotal for later
life. That is evident in the next chapter, as well.

WHAT HAVE YOU LEARNED?

1. What do most preschools provide that most homes do not?

2. In child-centered programs, what do the teachers do?

3. What makes the Reggio Emilia program different from most other preschool
programs?

4. Why are Montessori schools still functioning 100 years after the first such
schools opened?
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5. What are the advantages and disadvantages of teacher-directed preschools?

6. What are the goals of Head Start?

7. What are the long-term gains from intervention preschools?
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Chapter 9 Review

SUMMARY

Thinking During Early Childhood

1. An important part of developing cognition during early childhood
is the emergence of executive function, or cognitive control, as
children learn to regulate and control their sensory impulses in
order to use their minds more effectively.

2. Three components are usually included in executive function:
memory, inhibition, and flexibility. Executive function can be
improved during early childhood, and that advances later learning
more than a high score on an IQ test or extensive vocabulary.

3. Piaget stressed the egocentric and illogical aspects of thought
during early childhood. He called this stage of thinking
preoperational intelligence because young children do not yet use
logical operations to think about their observations and
experiences.

4. Young children, according to Piaget, sometimes focus on only one
thing (centration) and see things only from their own viewpoint
(egocentrism), remaining stuck on appearances and current reality.
They may believe that living spirits reside in inanimate objects and
that nonhuman animals have the same characteristics they
themselves have, a belief called animism.

5. Vygotsky stressed the social aspects of childhood cognition, noting
that children learn by participating in various experiences, guided
by more knowledgeable adults or peers. Such guidance assists
learning within the zone of proximal development.

6. According to Vygotsky, the best teachers use various hints,
guidelines, and other tools to provide a child with a scaffold for
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new learning. Language is a bridge that provides social mediation
between the knowledge that the child already has and the learning
that society hopes to impart. Words are tools for learning.

7. Children develop theories, especially to explain the purpose of life
and their role in it. One theory about children’s thinking is called
“theory-theory” — the hypothesis that children develop theories
because all humans innately seek explanations for everything they
observe.

8. An example of the developing cognition of young children is
theory of mind — an understanding of what others may be
thinking. Theory of mind begins at around age 4, partly as a result
of maturation of the brain. Culture and experiences also influence
its development.

Language Learning

9. Language develops rapidly during early childhood, a sensitive
period but not a critical one for language learning. Vocabulary
increases dramatically, with thousands of words added between
ages 2 and 6. In addition, basic grammar is mastered.

10. The child’s ability to learn language is evident in fast-mapping (the
quick use of new vocabulary words) and in overregularization
(applying the rules of grammar even when they are not valid).

11. Many children learn to speak more than one language, gaining
cognitive as well as social advantages. Early childhood is the best
time to learn two languages. The benefits of bilingualism are
lifelong.

Early-Childhood Schooling

12. Organized educational programs during early childhood advance
cognitive and social skills, although specifics vary a great deal. The
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quality of a program cannot be judged by the name or by
appearance.

13. Montessori and Reggio Emilia are two child-centered programs
that began in Italy and are now offered in many nations. Waldorf,
which began in Germany, is another child-centered program.

14. Behaviorist principles led to many specific practices of teacher-
directed programs. Children learn to listen to teachers and become
ready for kindergarten. Teacher-directed programs are preferred by
many parents and legislators, and these programs are increasingly
popular — to the consternation of many child developmentalists.

15. Head Start is a U.S. federal government program primarily for low-
income children. Longitudinal research finds that early-childhood
education reduces the risk of later problems, such as needing
special education. High-quality programs increase the likelihood
that a child will become a law-abiding, gainfully employed adult.

KEY TERMS

executive function
preoperational intelligence
symbolic thought
animism
centration
egocentrism
focus on appearance
static reasoning
irreversibility
conservation
scaffolding
overimitation
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private speech
social mediation
theory-theory
theory of mind
fast-mapping
overregularization
pragmatics
Montessori schools
Reggio Emilia
Waldorf schools
Head Start

APPLICATIONS
The best way to understand thinking in early childhood is to listen to a child,
as Applications 1 and 2 require. If some students have no access to children,
they should do Application 3 or 4.

1. Replicate one of Piaget’s conservation experiments. The easiest one is
conservation of liquids (Figure 9.1). Work with a child under age 5 who
tells you that two identically shaped glasses contain the same amount of
liquid. Then carefully pour one glass of liquid into a narrower, taller
glass. Ask the child whether one glass now contains more or the glasses
contain the same amount.

2. To demonstrate how rapidly language is learned, show a preschool
child several objects and label one with a nonsense word that the child
has never heard. (Toma is often used; so is wug.) Or choose a word that
the child does not know, such as wrench, spatula, or the name of a coin
from another nation. Test the child’s fast-mapping.

3. Theory of mind emerges at about age 4, but many adults still have
trouble understanding other people’s thoughts and motives. Ask several
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people why someone in the news did whatever he or she did (e.g., a
scandal, a crime, a heroic act). Then ask your informants how sure they
are of their explanation. Compare and analyze the reasons as well as the
degrees of certainty. (One person may be sure of an explanation that
someone else thinks is impossible.)

4. Think about an experience in which you learned something that was
initially difficult. To what extent do Vygotsky’s concepts (guided
participation, zone of proximal development) explain the experience?
Write a detailed, step-by-step account of your learning process as
Vygotsky would have described it.

Especially For ANSWERS

Response for Social Scientists (from p. 230): According to Piaget,
preschool children focus on appearance and on static conditions (so they
cannot mentally reverse a process). Furthermore, they are egocentric,
believing that everyone shares their point of view. No wonder they believe
that they had always known the puppy was in the blue box and that Max
would know that, too.

Response for Immigrant Parents (from p. 236): Children learn by
listening, so it is important to speak with them often. Depending on how
comfortable you are with the new language, you might prefer to read to your
children, sing to them, and converse with them primarily in your native
language and find a good preschool where they will learn the new language.
The worst thing you could do is to restrict speech in either tongue.

Response for Teachers (from p. 238): Tell parents to look at the people
more than the program. Parents should see the children in action and note
whether the teachers show warmth and respect for each child.
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Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 224): Green with jealousy, red-hot
anger, and shrinking violet for fear.

Answer to Observation Quiz (from p. 227): Right-handed. Her dominant
hand is engaged in something more comforting than exploring the abacus.

VISUALIZING DEVELOPMENT

Early-Childhood Schooling
Preschool can be an academic and social benefit to children. Around the world,
increasing numbers of children are enrolled in early-childhood education.

Programs are described as “teacher-directed” or “child-centered,” but in reality,
most teachers’ styles reflect a combination of both approaches. Some students
benefit more from the order and structure of a teacher-directed classroom, while
others work better in a more collaborative and creative environment.
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Description
This graphic has horizontal and vertical axes crossed at a ninety-degree orientation.
The left side of the horizontal axis is labeled teacher-directed, and the right side is
labeled child-directed. The top of the vertical axis is labeled done well, and the
bottom is labeled done poorly. This leaves four quadrants, each of which has specific
details included, as follows:Teacher-Directed, Done well - engaging teacher; clear,
consistent assessment; reading and math skills emphasized; quiet, orderly classroom;
all students treated equallyTeacher-Directed, Done poorly - bored students; passive
learning; less independent, critical thinking; teacher may dominateChild-Centered,
Done well - emphasizes social skills and emotion regulation; encourages critical
thinking; builds communication skills; fosters individual achievement; encourages
creativity and curiosityChild-Centered, Done poorly - chaotic/noisy classrooms;
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students may miss important knowledge and skills; inconclusive assessment of
student progress; some students may dominate others
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Chapter 10 Early Childhood: Psychosocial
Development
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✦ Emotional Development
A VIEW FROM SCIENCE: Waiting for the Marshmallow
Initiative Versus Guilt
Motivation

✦ Play
Playmates
Social Play

✦ Challenges for Caregivers
Styles of Caregiving
Discipline
OPPOSING PERSPECTIVES: Spare the Rod?
Becoming Boys and Girls: Sex and Gender



839

A CASE TO STUDY: The Berger Daughters
Teaching Right and Wrong

CAREER ALERT: The Preschool Teacher
VISUALIZING DEVELOPMENT: More Play Time, Less Screen
Time

What Will You Know?

Why do 2-year-olds have more sudden tempers, tears, and terrors
than 6-year-olds?
What happens if parents let their children do whatever they want?
How does spanking affect children?

At age 4, Isaac is now a “big kid.” When we wait for the bus, he begs his
older brother to play “the monster game.” Asa usually says, “No, I don’t
want to play.” Then Isaac cries. At that point, Asa stops the wailing by
pretending to be a blind monster, clomping around with arms outstretched
to catch Isaac, who laughs as he runs ahead, never caught. Should I
intervene, telling Isaac not to cry or telling Asa not to reward the tears?

In running, Isaac sometimes bumps into strangers who are also waiting for
the bus. Some strangers smile, some seem annoyed, but no one expresses
anger. I would not mind if they did; I want Isaac to be more aware of the
people around him. One friendly man asked Isaac his name, which he
readily gave, as well as his address.

“Don’t tell strangers where you live,” the man said.

Isaac repeated his address.
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Isaac is self-confident, emotional, and playful, all typical of 4-year-olds,
as you will see in this chapter. Yet with both his brother and the strangers,
it is apparent that Isaac has much to learn. Adults — parents and, in this
case, grandmothers — need to figure out when and how to guide,
encourage, and discipline.
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Emotional Development
Controlling the expression of feelings, called emotional regulation,

is the preeminent psychosocial task between ages 2 and 6. Emotional
regulation is a lifelong endeavor, a crucial aspect of executive
function, which develops most rapidly in early childhood (Gross,
2014; Lewis, 2013).

emotional regulation
The ability to control when and how emotions are expressed.

By age 6, most children can be angry, frightened, sad, anxious, or
proud without the explosive outbursts of temper, or terror, or tears.
Depending on a child’s training and temperament, some emotions are
easier to control than others, but even temperamentally angry or
fearful children learn to regulate their emotions.
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Learning Emotional Regulation     Like this girl in Hong Kong, all 2-year-olds burst
into tears when something upsets them — a toy breaks, a pet refuses to play, or it’s time
to go home. Mothers who comfort young children and help them calm down are
teaching them to regulate their emotions.

Overall, many factors affect the development of emotional regulation.
Three have been proven again and again:

1. Maturation matters. Emotional regulation improves every year.
2. Learning matters. In the zone of proximal development,

children learn from mentors, who offer tactics for managing
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emotions.
3. Culture matters. In the United States, many parents tell their

children not to be afraid; in Japan, parents tell children not to
brag; in the Netherlands, not to be moody. Children regulate their
emotions in accord with their national culture as well as their
family one.

In the process of emotional regulation, children develop their self-
concept, which is their idea of who they are. Remember that 1-year-
olds begin to recognize themselves in the mirror, the start of self-
awareness. From then on, the self-concept builds rapidly.

self-concept
A person’s understanding of who they are, in relation to self-esteem, appearance,
personality, and various traits.

By age 6, children can describe some of their characteristics,
including what emotions they feel and how they express them. That is
probably true for all children everywhere, although parental guidance
and encouragement aid in self-awareness (LeCuyer & Swanson,
2016).

VIDEO ACTIVITY: Can Young Children Delay Gratification? illustrates
how most young children are unable to overcome temptation even when
promised an award.
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Emotional regulation is also called effortful control (Eisenberg et al.,
2014), a term that emphasizes that controlling outbursts is not easy.
Effortful control is more difficult when a person — of any age — is
in pain, or tired, or hungry.

effortful control
The ability to regulate one’s emotions and actions through effort, not simply through
natural inclination.

Effortful control, executive function, and emotional regulation are
related constructs, with much overlap, at least in theory (Scherbaum
et al., 2018; Slot et al., 2017). Executive function emphasizes
cognition; effortful control emphasizes temperament; both undergird
emotional regulation. Many neurological processes underlie these
abilities; all advance during early childhood. (See A View from
Science.)
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Both Accomplished     Note the joy and pride in this father and daughter in West New
York, New Jersey. Who has achieved more?

A VIEW FROM SCIENCE

Waiting for the Marshmallow
You may be familiar with the famous marshmallow test, which now has
longitudinal results (Mischel et al., 1972; Mischel, 2014). Young children were
told that they could eat one marshmallow immediately or eat two if they
waited — sometimes as long as 15 minutes.

Some gobbled up the marshmallow immediately, but those who waited used
various tactics — they looked away, closed their eyes, or sang to themselves.
Young children who waited became more successful as teenagers, young
adults, and even middle-aged adults — doing well in college, for instance, and
having happy marriages.

Of course, this is correlation, not causation: Some impatient preschoolers in
the original study nonetheless became successful adults. However, in general,
many studies have found that emotional regulation is a key component of
academic achievement and later success. Three overall conclusions about 2- to
6-year-olds are:

1. National differences are evident between nations. Some cultures may
encourage instant gratification; others may expect people to wait
patiently. For example, in a replication of the marshmallow test, children
from the Nso people of Cameroon waited longer than the California
children in Mischel’s original experiment (Lamm et al., 2018).

2. Cultural differences are also apparent in personal experience. When
children in a replication of the marshmallow test experienced an
unreliable examiner (who previously had reneged on a promise), they ate
the marshmallow right away (Kidd et al., 2013). Thus, the ability to
delay gratification is not innate; it is a result of parents and cultures who
do, or do not, teach patience and keep their promises.
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3. Finally, age matters. Delaying gratification is an ability that usually
increases with age. College students schedule a party after exams are
over, adults save money for a vacation, and older adults postpone
retirement until the best pension income is available. All these vary from
one person to another: Are you one of those who saves until you have
two marshmallows?

Initiative Versus Guilt
Emotional regulation is part of Erikson’s third developmental stage,
initiative versus guilt. Initiative includes saying something new,
beginning a project, expressing an emotion. Depending on what
happens next, children feel proud or guilty. Gradually, they learn to
rein in boundless pride and avoid crushing guilt.

initiative versus guilt
Erikson’s third psychosocial crisis, in which young children undertake new skills
and activities and feel guilty when they do not succeed at them.

Pride is particularly common in early childhood. As one team
expressed it:

Compared to older children and adults, young children are the
optimists of the world, believing they have greater physical abilities,
better memories, are more skilled at imitating models, are smarter,
know more about how things work, and rate themselves as stronger,
tougher, and of higher social standing than is actually the case.

[Bjorklund & Ellis, 2014, p. 244]

That protective optimism helps young children try new things, and
thus, initiative advances learning. As Erikson predicted, their
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optimistic self-concept protects young children from guilt and shame
and encourages them to learn.

Young children often brag about what they have accomplished. As
long as the boast is not a lie, other young children like them for it. At
about age 7 a developmental shift occurs, when children as well as
adults appreciate modesty more than boasting (Lockhart et al., 2018).
That shows marked emotional regulation, when children finally are
able to keep quiet about how wonderful they are.

Pride and Prejudice
In many cultures, a young child’s self-concept usually includes being
proud of all their attributes, including age, size, and maturation. They
are very glad that they aren’t babies. “Crybaby” is an insult; praise
for being a “big kid” is welcomed.

Indeed, many young children believe that whatever they are is good.
They may feel superior to children of another nationality or religion.
This arises because of maturation: Cognition enables them to
understand group categories, not only of ethnicity, gender, and
nationality but even categories that are irrelevant.

One amusing example occurred when preschoolers were asked to
explain why one person would steal from another, as occurred in a
story about two fictional tribes, the Zazzes and the Flurps. As you
would expect from theory-theory, the preschoolers readily found
reasons. Their first explanation illustrated their belief that group
loyalty was more important than any personal characteristic.
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“Why did a Zaz steal a toy from a Flurp?”

“Because he’s a Zaz, but he’s a Flurp … They’re not the same kind …”

Then they were asked to explain a more difficult case

“Why did a Zaz steal a toy from a Zaz?”

In that case, group loyalty could not be the explanation. The children
had to consider character, morality, and personality. They gave this
answer:

“Because he’s a very mean boy.”

[Rhodes, 2013, p. 259]

THINK CRITICALLY: At what age, if ever, do people understand when
pride becomes prejudice?

An interesting developmental pattern is evident for group loyalty.
Already by age 3, children generally believe that people should not
harm someone from their own group. This applies not only to logical
categories that a child might understand (such as girls should not hurt
other girls or neighbors should not hurt neighbors) but also to
arbitrary categories, such as Zazzes and Flurps, or children wearing
red versus children wearing blue.

Brain Maturation
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The new initiative that Erikson described results from myelination in
the limbic system, growth of the prefrontal cortex, and a longer
attention span — all indicative of neurological maturation. Emotional
regulation and cognitive maturation develop together, each enabling
the other to advance (Bell & Calkins, 2011; Lewis, 2013; Bridgett et
al., 2015).

Normally, at about age 4 or 5 due to brain maturation, with family
and preschool experiences, the capacity for self-control becomes
more evident. For example, a child might not open a present
immediately if asked to wait and might not express disappointment at
an undesirable gift.

CHAPTER APP 10

 Daniel Tiger’s Grr-ific Feelings

RELATED TOPIC:
Emotional development in early childhood
IOS:
https://tinyurl.com/jc9jwxc

This early-learning app from PBS Kids helps 2- to 5-year-old children identify
and express emotions through games and songs. It incorporates words like
jealous, patient, frustrated, and proud to encourage children to express their
feelings verbally and guides children through a simple calming technique.

Emotional regulation is evident when someone opens a gift. If the
receiver is a young child, you can probably tell whether the child

https://tinyurl.com/jc9jwxc
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liked the present. If the receiver is an adult, you may not be sure
(Galak et al., 2016).

More Fun With Mommy     Emotions splash as water does. Thankfully, worries about
getting wet did not drown out the joy.

Children strengthen and develop their neuronal connections in
response to the emotions of other people. The process is reciprocal
and dynamic: Anger begets anger, which leads to more anger; joy
begets joy, and so on.

This reciprocity is not just a matter of words and facial expression, it
also directly involves the brain. For instance, researchers scanned the
brains of mothers and children as they solved a difficult puzzle
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together. When the mothers became frustrated, the children did too —
and vice versa. As the scientists explain, “mothers and children
regulate or deregulate each other” (Atzaba-Poria et al., 2017, p. 551).

This shared emotionality benefits adults as well as children. If a
happy young boy runs to you, try to laugh, pick him up, and swing
him around; if a grinning young girl drums on the table, try to catch
the rhythm and pound in return, smiling broadly. Your stress
hormones will decrease and your endorphins will increase. Of course,
reciprocal joy is not always possible, but since emotions are
infectious, catch the good ones and drop the bad ones.

Motivation
Motivation is the impulse that propels someone to act. It comes either
from a person’s own desires or from the social context.

Intrinsic motivation arises from within, when people do something
for the joy of doing it: A musician might enjoy making music even if
no one else hears it; the sound is intrinsically rewarding. Intrinsic
motivation is thought to advance creativity, innovation, and emotional
well-being (Weinstein & DeHaan, 2014).

intrinsic motivation
A drive, or reason to pursue a goal, that comes from inside a person, such as the joy
of reading a good book.

All of Erikson’s psychosocial needs — including the young child’s
initiatives — are intrinsic: A child feels inwardly compelled to act.
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This is very evident to adults, especially when they are in a hurry as
they walk with a child. The adult might say “come quickly, we are
late,” but their young companion’s response to intrinsic motivation is
to explore. The child may jump up to walk along a ledge, may stop to
throw a snowball, or may pick up a piece of trash to explore.

 Especially for College Students: Is extrinsic or intrinsic motivation
more influential in your study efforts? (see response, page 269)

Extrinsic motivation comes from outside the person, when external
praise or some other reinforcement is the goal, such as when a
musician plays for applause or money. A 4-year-old might brush his
teeth because he is praised, sometimes even rewarded with musical
toothbrushes and tasty toothpaste; another 4-year-old might put on
her own shoes because she is promised a walk after she does so.

extrinsic motivation
A drive, or reason to pursue a goal, that arises from the wish to have external
rewards, perhaps by earning money or praise.

If an extrinsic reward is removed, the behavior may stop unless it has
become a habit. Young children might not brush their teeth if parents
don’t notice and praise them. For most of us, tooth brushing was
extrinsically rewarded at first, and that continued long enough for it
to become a habit. Then motivation is intrinsic. As adults, tooth
brushing has become a comforting, internally motivated routine.

Spontaneous Joy of Children
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Intrinsic motivation is evident in childhood. Young children play,
question, exercise, create, destroy, and explore for the sheer joy of it.
That serves them well. For example, a longitudinal study found that
3-year-olds who were strong in intrinsic motivation were, two years
later, advanced in early math and literacy (Mokrova et al., 2013). The
probable reason: They enjoyed counting things and singing songs —
when alone.

In contrast, exaggerated external praise (“Your drawing is amazingly
wonderful!”) undercuts motivation (Brummelman et al., 2017). If
young children believe the praise, they might be afraid to try again,
thinking they will not be able to do as well. If they suspect that the
praise was inaccurate, they may discount the entire activity.

When playing a game, few young children keep score; intrinsic joy is
the goal, more than winning. In fact, young children often claim to
have won when objective scoring would say they lost; in this case,
the children may really be winners.

Imaginary Friends
Intrinsic motivation is also apparent when children invent dialogues
for their toys, concentrate on creating a work of art or architecture, or
converse with imaginary friends. Invisible companions are rarely
encouraged by adults (thus, no extrinsic motivation), but many 2- to
7-year-olds have them.

An international study of 3- to 8-year-olds found that about one child
in five said that they had one or more invisible companions, with
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notable variation by culture: 38 percent of children in the Dominican
Republic, but only 5 percent in Nepal, said they had such a friend
(Wigger, 2018). Is that because some cultures discourage
imagination, so some children did not tell adults about their
imaginary friends?

WHAT HAVE YOU LEARNED?

1. How might protective optimism lead to new skills and competencies?

2. What did Erikson think was crucial for young children?

3. Why might impulse control, as with marshmallows, predict adult success?

4. What is an example (not in the text) of intrinsic motivation?

5. What is an example (not in the text) of extrinsic motivation?
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Play
Play is timeless and universal — apparent in every part of the world over

thousands of years. Many developmentalists believe that play is children’s
most productive, enjoyable activity (Elkind, 2007; Bateson & Martin,
2013; P. Smith, 2010).

Playmates
Young children play best with peers, that is, people of about the same age
and social status. Although infants are intrigued by other children, babies
play only with toys or adults because peer play requires some social
maturation (Bateson & Martin, 2013). Gradually, from age 2 to 6, most
children learn how to join a peer group, manage conflict, take turns, find
friends, and keep the action going (Şendil & Erden, 2014; Göncü &
Gaskins, 2011).

The Historical Context
As you remember, one dispute in early education is finding the proper
balance between child-centered creative play and teacher-directed
learning. This was not an issue a century ago: Most families had many
children, few mothers had jobs, and all of the children played outside with
neighboring boys and girls of different ages. The older children looked out
for the younger ones, and games like tag, hide-and-seek, and stickball
allowed everyone to play at their own level.

In 1932, American sociologist Mildred Parten described five stages of
play, each more advanced than the previous one:

1. Solitary: A child plays alone, unaware of other children playing
nearby.
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2. Onlooker: A child watches other children play.
3. Parallel: Children play in similar ways but not together.
4. Associative: Children interact, sharing toys, but not taking turns.
5. Cooperative: Children play together, creating dramas or taking turns.

Research on contemporary children finds much more age variation than
Parten did, perhaps because family size is smaller and parents invest
heavily in each child, rarely telling their children to “go out and play and
come back when it gets dark.” An only child who stayed home, without
peers, until kindergarten might stand at the edge of the recess yard,
watching (stage 2).

Good Over Evil or Evil Over Good?     Boys everywhere enjoy “strong man” fantasy play,
as the continued popularity of Spider-Man and Superman attests. These boys follow that
script. Both are Afghan refugees now in Pakistan.

Social Play
Play can be divided into two kinds: solitary pretend play and social play
that occurs with playmates. One meta-analysis of the research on both
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types of play reports that evidence is weak or mixed regarding pretend
play but that social play has much to commend it (Lillard et al., 2013). If
social play is prevented, children are less happy and less able to learn.

Children need playmates, because even the most playful parent is
outmatched by another child at negotiating the rules of tag, at play-
fighting, at pretending to be sick, at killing dragons, and so on. As they
interact with peers, children learn emotional regulation, empathy, and
cultural understanding. Specifics vary, but “play with peers is one of the
most important areas in which children develop positive social skills” (Xu,
2010, p. 496).

Rough-and-Tumble

THINK CRITICALLY: Is “play” an entirely different experience for adults
than for children?

One form of play is called rough-and-tumble, because it looks rough and
children seem to tumble over one another. The term was coined by British
scientists who studied animals in East Africa (Blurton-Jones, 1976). They
noticed that young monkeys often chased, attacked, rolled over in the dirt,
and wrestled quite roughly without injuring one another, all while seeming
to smile (showing a play face).

rough-and-tumble
Play that seems to be rough, as in play wrestling or chasing, but in which there is no intent
to harm.

When the scientists who studied monkeys in Africa returned to London,
they saw that puppies, kittens, and even their own children engaged in
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rough-and-tumble play. Children chase, wrestle, and grab each other, with
established rules, facial expressions, and gestures to signify “just pretend.”

Developmentalists now recognize that rough-and-tumble play happens
everywhere, with every mammal species, and it has for many thousands of
years (Fry, 2014). It is more common among males than females, and it
flourishes best in ample space with minimal supervision (Pellegrini,
2013).

Neurological benefits from such play are evident in experiments with
rodents. Young rats try to bite the nape of another’s neck. If a bite occurs,
the two rats switch roles and the bitten tries to bite the other’s nape. This is
all playful. If rats want to hurt each other, they try to bite organs, not
napes. Rat rough-and-tumble play increases rat brain development (Pellis
et al., 2018).

Controlled experiments on humans — with some children allowed to play
and a matched control group never playing — would be unethical, but
correlations suggest that the limbic system connects more strongly with
the prefrontal cortex because children engage in rough-and-tumble play.
Indeed, longitudinal research on boys who played carefully but roughly
with peers and parents finds that they become caring, compassionate men
(Fry, 2014; Raeburn, 2014).

Sociodramatic Play
Another major type of play is sociodramatic play, in which children act
out various roles and plots. Through such acting, children:

explore and rehearse social roles.
learn to explain their ideas and persuade playmates.
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practice emotional regulation by pretending to be afraid, angry, brave,
and so on.
develop self-concept in a nonthreatening context.

sociodramatic play
Pretend play in which children act out various roles and themes in plots or roles that they
create.

Joy Supreme     Pretend play in early childhood is thrilling and powerful. For this dancing 7-
year-old from Park Slope, Brooklyn, pretend play overwhelms mundane realities, such as an
odd scarf or awkward arm.

Sociodramatic play builds on pretending, which emerges in toddlerhood.
But remember that solitary pretending does not advance social skills;
dramatic play with peers does. As children combine their imagination with
that of their friends, they advance in theory of mind, gaining emotional
regulation as they do so (Kavanaugh, 2011; Goldstein & Lerner, 2018).

The prevalence of sociodramatic play varies by culture, with parents and
then children following cultural norms. Some cultures find make-believe
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play frivolous and discourage it; in other cultures, parents teach toddlers to
be lions, or robots, or ladies drinking tea. Then children elaborate on those
themes (Kavanaugh, 2011). Many young children are avid television
watchers, and they act out superhero themes from their favorite shows.

VIDEO: The Impact of Media on Early Childhood explores how screen time can
affect young children’s cognition.

Screen Time
In North America, most children watch screens more than an hour a day
(Carson et al., 2013; Fletcher et al., 2014). That troubles developmentalists
for many reasons. One is simply time — the more children are glued to
screens, especially when they have their own hand-held device, the less
time they have for active play (see Figure 10.1). Pediatricians,
psychologists, and teachers all report extensive research indicating that
screen time reduces conversation, imagination, and outdoor activity
(Downing et al., 2017).
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FIGURE 10.1

Learning by Playing     Fifty years ago, the average child spent three hours a
day in outdoor play. Video games and television have largely replaced that,
especially in cities. Children seem safer if parents can keep an eye on them, but
what are they learning? The long-term effects on brain and body may be
dangerous.

Data from Common Sense Media, 2017.

Description
Each set of six bars presents daily minutes of usage for different kinds of
screen time, as follows (TV, mobile devices, DVDs, computer ,video games,
total): 2011 (70, 5, 26, 19, 17, 137); 2013 (58, 17, 22, 11, 9, 117); 2017 (59,
49, 18, 9, 5, 140).
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Might it be that some children are naturally less active and less talkative,
and that makes them less likely to develop language skills and physical
health, as well as more likely to use screens? In other words, is the
connection between watching television and other problems a correlate,
not a cause? That would exonerate the parents who let their children use
screens.

Sadly, no. A recent study in Canada of 2,441 children, followed
longitudinally from before birth until age 5, found that the average 3-year-
old watched more than two hours a day (Madigan et al., 2019). (See
Visualizing Development, page 271.)
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One result was to “disrupt interactions with caregivers”; another was to
reduce cognitive and emotional development. Because this was a careful
longitudinal study, these results were not merely correlational (as had been
shown many times before) but also causational. These authors suggest
screen-free zones or times (e.g., not at dinner, not before bed).

Similar results are found in many nations, with many young children using
screens three hours a day, and with far reaching consequences, in obesity,
emotional immaturity, intellectual growth. Overall, the American
Academy of Pediatrics (2016) recommends no more than an hour a day of
any screen time for 2- to 6-year-olds. This organization also urges parents
never to let their children watch programs or play games that include
violent or sexual media, or racist and sexist stereotypes, and always to
watch with the child, interpreting or reinforcing rather than letting the
child watch uncritically.

However, most young children watch more than recommended,
unsupervised. If you have no children, you might wonder why any parent
would allow children to look at screens more than occasionally, or, worse,
give a child an iPad for Christmas. If you are a parent, you know why.

WHAT HAVE YOU LEARNED?

1. What are children thought to gain from play?

2. Why does playing with peers increase physical development and emotional
regulation?

3. What do children learn from rough-and-tumble play?

4. What do children learn from sociodramatic play?

5. Why do pediatricians want to limit children’s screen time?
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Challenges for Caregivers
Every developmentalist and every parent realizes that caring for a young child is difficult. Young

children are energetic and curious but not wise, and that tests the emotions and skills of every
caregiver. Some children, by temperament, are especially challenging. Even more so than compliant
children, they need patient parents (Ayoub et al., 2018).

Styles of Caregiving
One challenge for caregivers is choosing how strict or permissive to be. Variations in parenting styles
are astonishing: Some are so strict that they seem abusive, and others are so lenient that they seem
neglectful. Variations are apparent within nations, within ethnic groups, within neighborhoods, and
sometimes within marriages.

Baumrind’s Categories

 Observation Quiz: Is the father below authoritarian, authoritative, or permissive? (see answer, page 269) 

Although thousands of researchers have traced the effects of parenting on child development, the
work of one person, 60 years ago, remains influential. Diana Baumrind (1967, 1971) studied 100
preschool children, all from California, almost all middle-class European Americans.

Protect Me from the Water Buffalo     These two are at the Carabao Kneeling Festival. In rural Philippines, hundreds of these
large but docile animals kneel on the steps of the church, part of a day of gratitude for the harvest.

She found that parents differed on four important dimensions:

1. Expressions of warmth. Some parents are warm and affectionate; others are cold and critical.
2. Strategies for discipline. Parents vary in how they explain, criticize, persuade, and punish.
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3. Expectations for maturity. Parents vary in expectations for responsibility and self-control.
4. Communication. Some parents listen patiently; others demand silence.

On the basis of these dimensions, Baumrind identified three parenting styles: authoritarian,
permissive, and authoritative (summarized in Table 10.1). A fourth style, neglectful, was not
described by Baumrind but was suggested by other researchers.

1. Authoritarian parenting. The authoritarian parent’s word is law, not to be questioned.
Misconduct brings strict punishment, usually physical. Authoritarian parents set down clear
rules and hold high standards. Discussion about emotions and expressions of affection are rare.
One adult raised by authoritarian parents said that “How do you feel?” had only two possible
answers: “Fine” and “Tired.”

2. Permissive parenting. Permissive parents (also called indulgent) make few demands.
Discipline is lax, partly because expectations are low. Permissive parents are nurturing and
accepting, listening to whatever their offspring say, which may include “I hate you”—a remark
that authoritarian parents would not tolerate.

3. Authoritative parenting. Authoritative parents set limits, but they are flexible. They consider
themselves guides, not authorities (unlike authoritarian parents) and not friends (unlike
permissive parents). The goal of punishment is for the child to understand what was wrong and
what should have been done differently.

4. Neglectful/uninvolved parenting. Neglectful parents are oblivious to their children’s behavior;
they seem not to notice. Their children do whatever they want. The child’s behavior may be
similar to those of the permissive parent, but the parents’ attitude is quite different: Neglectful
parents do not care, whereas permissive parents care very much.

authoritarian parenting
An approach to child rearing that is characterized by high behavioral standards, strict punishment of misconduct, and little
communication from child to parent.
permissive parenting
An approach to child rearing that is characterized by high nurturance and communication but little discipline, guidance, or
control.
authoritative parenting
An approach to child rearing in which the parents set limits and enforce rules but are flexible and listen to their children.
neglectful/uninvolved parenting
An approach to child rearing in which the parents seem indifferent toward their children, not knowing or caring about
their children’s lives.

TABLE 10.1 Characteristics of Parenting Styles Identified by Baumrind

Communication

Style Warmth Discipline Expectations
of Maturity

Parent
to
Child

Child
to
Parent



866

Authoritarian Low Strict,
often
physical

High High Low

Permissive High Rare Low Low High

Authoritative High Moderate,
with
much
discussion

Moderate High High

Long-term effects of parenting styles have been reported in many nations. Cultural and regional
differences are apparent, but authoritative parenting seems best everywhere (Pinquart & Kauser,
2018). The following trends have been found in many studies, although you will soon read that
results are not as universal as the early research found.

Authoritarian parents raise children who become conscientious, obedient, and quiet but not
especially happy. Such children may feel guilty or depressed, internalizing their frustrations and
blaming themselves when things don’t go well. As adolescents, they sometimes rebel, striking
out on their own before age 20. As adults, they are quick to blame and punish.
Permissive parents raise children who lack self-control. Inadequate emotional regulation makes
them immature and impedes friendships, so they are unhappy. They tend to continue to live at
home, still dependent on their parents in adulthood.
Authoritative parents raise children who are successful, articulate, happy with themselves, and
generous with others. These children are usually liked by teachers and peers, especially in
cultures that value individual initiative (e.g., the United States).
Neglectful/uninvolved parents raise children who are immature, sad, lonely, and at risk of injury
and abuse, not only in early childhood but also lifelong.
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Pay Attention     Children develop best with lots of love and attention. They shouldn’t have to ask for it!

Cultural Differences
Given a multicultural and multicontextual perspective, developmentalists realize that many parenting
practices are sometimes effective. Indeed, some children are temperamentally happy and wise, and
they may become happy and wise adults despite authoritarian or neglectful parents.

But that does not mean that all families function equally well—far from it. Signs of emotional
distress, including a child’s anxiety, aggression, and inability to play with others, indicate that the
family may not be the safe haven of support and guidance that it should be. Neglectful parenting is
always harmful, with some children more harmed than others.

A detailed study of Mexican American mothers of 4-year-olds noted 1,477 instances when the
mothers tried to change their children’s behavior. Most of the time the mothers simply uttered a
command and the children complied (Livas-Dlott et al., 2010).

This simple strategy, with the mother asserting authority and the children obeying without question,
might be considered authoritarian. Almost never, however, did the mothers use physical punishment
or even harsh threats when the children did not immediately do as they were told—which happened
14 percent of the time. For example:

Hailey [the 4-year-old] decided to look for another doll and started digging through her toys, throwing
them behind her as she dug. Maricruz [the mother] told Hailey she should not throw her toys. Hailey
continued to throw toys, and Maricruz said her name to remind her to stop. Hailey continued her
misbehavior, and her mother repeated “Hailey” once more. When Hailey continued, Maricruz raised her
voice but calmly directed, “Hailey, look at me.” Hailey continued but then looked at Maricruz as she
explained, “You don’t throw toys; you could hurt someone.” Finally, Hailey complied and stopped.

[Livas-Dlott et al., 2010, p. 572]

Note that the mother’s first three efforts failed, and then a “look” accompanied by an explanation
(albeit inaccurate, no one could be hurt) succeeded. These Mexican American families did not fit any
of Baumrind’s categories. Respect (respeto) did not mean an authoritarian style. Instead, the
relationship shows evident caring (cariño) (Livas-Dlott et al., 2010).

As in this example, parenting practices may arise from cultural values that sometimes work well
(Butler & Titus, 2015). Adults may prematurely judge other adults as too strict or too permissive.
However, some parents are too strict or too permissive. Harsh or cold parenting is always harmful,
increasing child anger and aggression no matter what the culture or the nature of the child (Dyer et
al., 2014; Wang & Liu, 2018).
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Discipline
Children misbehave. They do not always do what adults want them to do. Sometimes they do not
know better, or the adults demand too much of an immature child. However, sometimes children
deliberately ignore a request or even do exactly what they have been told not to do.

Misbehavior is part of growing up, but children need guidance to keep them safe and strong. Parents
must respond when the child does something forbidden, dangerous, or mean. Most parents find some
way to punish their children, especially during early childhood.

Rates of punishment increase dramatically after infancy (when it is rare) and later decrease, when
children are more capable of self-discipline. During early childhood, most parents use several
methods to discipline their children (Thompson et al., 2017). Every form of discipline has critics as
well as defenders (Larzelere et al., 2017).

Physical Punishment
In the United States, young children are slapped, spanked, or beaten more often than are infants or
older children, and more often than children in Canada or western Europe. Spanking is more
frequent:

in the southern United States than in New England.
by mothers than by fathers.
among conservative Christians than among nonreligious families.
among African Americans than among European Americans.
among European Americans than among Asian Americans.
among U.S.-born Hispanics than among immigrant Hispanics.
in low-SES families than in high-SES families (MacKenzie et al., 2011; S. Lee et al., 2015; Lee
& Altschul, 2015).

These are general trends, but be careful of stereotypes. Contrary to these generalizations, some
African American mothers living in the South never spank, and some secular, European American,
high-SES fathers in New England routinely do. Local norms matter, but individual parents make
their own decisions, and neighbors may disagree.

Many people are especially troubled about physical punishment (called corporal punishment
because it hurts the body). Such punishment usually succeeds momentarily because children become
quiet, but longitudinal research finds that corporally punished children are more disobedient later on
and are more likely to become child bullies, adolescent delinquents, and then abusive adults
(Gershoff et al., 2012).

corporal punishment
Disciplinary techniques that hurt the body (corpus) of someone, from spanking to serious harm, including death.
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Smack     Will the doll learn never to disobey her mother again?

Variation in norms is evident. In most developed nations, corporal punishment is illegal; in many
other nations, it is the norm. A massive international study of low- and moderate-income nations
found that 63 percent of 2- to 5-year-olds had been physically punished (slapped, spanked, hit with
an object) in the past month (Deater-Deckard & Lansford, 2016).

Many spanked children become fine adults. Nonetheless, a correlation between spanking and
aggression is found in all ethnic groups, in many nations (Lansford et al., 2014; Wang & Liu, 2018).
Children who are not spanked are more likely to develop self-control. (See Opposing Perspectives.)

OPPOSING PERSPECTIVES

Spare the Rod?
Opinions about spanking are influenced by past experience and cultural norms. That makes it hard for opposing
perspectives to be understood by people on the other side (Ferguson, 2013). Try to suspend your own assumptions as
you read this.

What might be right with spanking? Over the centuries, many parents have done it, so it has stood the test of time
and has been a popular choice. Spanking is less common in the twenty-first century than in the twentieth (Taillieu et
al., 2014).

However, 85 percent of U.S. adolescents who were children at the end of the twentieth century recall being slapped
or spanked by their mothers (Bender et al., 2007). In low- and middle-income nations, more than a third of the
mothers believe that physical punishment is essential to raise a child well (Deater-Deckard & Lansford, 2016).

Those who are pro-spanking need to explain the correlations reported by developmentalists (between spanking and
later depression, low achievement, aggression, crime, and so on). They suggest that a third variable, not spanking
itself, is the reason for that connection. One possible third variable is misbehavior: Perhaps disobedient children
cause spanking, not vice versa. Such children may become delinquent, depressed, and so on not because they were
spanked but in spite of being spanked.
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Noting problems with correlational research, one team explains, “Quite simply, parents do not need to use corrective
actions when there are no problems to correct” (Larzelere & Cox, 2013, p. 284). As these authors explain, although
it is true that children who are spanked frequently are also children who misbehave frequently, the punishment may
be the result of the child’s actions, not the cause.

Further, since parents who spank their children often have less education and money than other parents, low SES
may be another crucial variable. Perhaps spanking is a symptom of poverty and poor parenting. If that is true, the
way to reduce the low achievement, aggression, and depression that correlates with spanking is to increase education
and reduce poverty, not to ban spanking (Ferguson, 2013).

Another criticism is the way in which the scientists define spanking. If they do not distinguish between severe
corporal punishment and milder, occasional spanking, then the data will show that spanking is harmful—but that
conclusion may reflect the harmful effects of severe punishment (Larzelere et al., 2017).

What might be wrong with spanking? One problem is adults’ emotions: Angry spankers may become abusive.
Children have been seriously injured and even killed by parents who use corporal punishment.

Another problem is the child’s immature cognition. Parents assume that the transgression is obvious, but children
may think that the parents’ anger, not the child’s actions, caused spanking (Harkness et al., 2011). Most parents tell
their children why they are being spanked, but when they are hit, children are less likely to listen or understand.

Almost all of the research finds that children who are physically punished suffer overall (Grogan-Kaylo et al., 2018).
Compared to children punished in other ways, they are more depressed, antisocial, and lonely. Many hate school and
have few close friends. Emotional and social problems in adulthood are more common in people who were spanked
as children—true for relatively mild spanking as well as for more severe spanking.

One reason for these correlations is that spanked children more often have angry, depressed, unloving parents.
However, even among children of warm and loving parents, spanked children tend to be more anxious, worried
about doing something to lose their parents’ affection (Lansford et al., 2014).

Of course, there are exceptions—spanked children who become happy and successful adults. For example, one U.S.
study found that conservative Protestant parents spanked their children more often than other parents, but if that
spanking occurred only in early (not middle) childhood, the children did not develop low self-esteem and increased
aggression (Ellison et al., 2011).

The authors of the study suggest that, since spanking was the norm in that group, the children believed they were
loved. Moreover, religious leaders tell parents never to spank in anger. As a result, their children may “view mild-to-
moderate corporal punishment as legitimate, appropriate, and even an indicator of parental involvement,
commitment, and concern” (Ellison et al., 2011, p. 957).

Another study of conservative Christians found that many thought their faith condoned spanking. Only when they
learned biblical lessons opposing spanking (e.g., that “sparing the rod” refers to the guiding rod that shepherds use,
which was never used to punish), and learned research on the long-term harm, did they change their minds (Perrin et
al., 2017). Many then conclude that physical punishment is contrary to their belief in love and forgiveness.

As I write these words, I know which perspective is mine. I am one of many developmentalists who believe that
alternatives to spanking are better for children and a safeguard against abuse. Indeed, the same study that found
spanking common in developing nations also reported that 17 percent of the children experienced severe violence
that no developmentalist would condone (Bornstein et al., 2016). That alone is reason to stop.

Nonetheless, a dynamic-systems, multicultural perspective reminds me that everyone is influenced by background
and context. I know that I am; so is every scientist, and so are you.
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Although some adults believe that physical punishment will “teach a lesson” to behave, others argue
that the lesson learned is that “might makes right.” Children who were physically disciplined tend to
become more aggressive (Thompson et al., 2017). They also are more likely to use corporal
punishment on others—first on their classmates, later on their partners, and then on their children.

Paddling in Schools
In more than 100 nations, physical punishment is illegal in any educational setting. However, each
state of the United States sets its own law, and teachers may legally paddle children in 22 of them.
Overall, in the United States in one recent year, 218,466 children were corporally punished at school.
Sixteen percent of those children had intellectual disorders, and a disproportionate number were
African American boys (Morones, 2013; Gershoff et al., 2015).

A study in one American state that allows corporal punishment in school (Arkansas) reports that
whether or not a child is physically punished depends more on the school culture than on the state or
district policy. The rate of discipline in Arkansas in the 2015–2016 school year was 59 per 100
students, with 5 per 100 including physical punishment.

 Especially for Parents: Suppose you agree that spanking is destructive, but you sometimes get so angry at your
child’s behavior that you hit him or her. Is your reaction appropriate? (see response, page 269)

THINK CRITICALLY: The varying rates of physical punishment in schools could be the result of prejudice, or
they could be because some children misbehave more than others. Which is it?

Interpret those statistics carefully. A ratio of 59 punishments per 100 students does not mean that
more than half of the students were disciplined. Instead, some students experienced more than 10
punishments (some were paddled several times), while most (especially the younger girls) were
never punished. Rates were much higher in middle schools than elementary schools. The most
common infractions were “minor, non-violent,” when students did not obey their teacher or follow
school guidelines.

In Arkansas as well as nationwide, school culture is changing. In most communities, paddling
decreased over the past decade. However, suspensions (the school equivalent of time-out) increased
(McKenzie & Ritter, 2017).

Alternatives to Spanking
If spanking is bad but discipline is good, what is a parent to do? Some employ psychological
control, using children’s shame, guilt, and gratitude to control their behavior (Barber, 2002). But this
has its own problems (Alegre, 2011).
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psychological control
A disciplinary technique that involves threatening to withdraw love and support, using a child’s feelings of guilt and
gratitude to the parents.

Consider Finland, where corporal punishment is forbidden. In one study, psychological control was
measured by how much parents agreed with the following statements:

1. “My child should be aware of how much I have done for him/her.”
2. “I let my child see how disappointed and shamed I am if he/she misbehaves.”
3. “My child should be aware of how much I sacrifice for him/her.”
4. “I expect my child to be grateful and appreciate all the advantages he/she has.”

Bad Boy or Bad Parent?     For some children and in some cultures, sitting alone is an effective form of punishment.
Sometimes, however, it produces an angry child without changing the child’s behavior.

The higher the parents scored on these four measures of psychological control, the lower the
children’s math scores were—and this connection grew stronger over time. Moreover, the children
tended to have negative emotions (depression, anger, and so on) (Aunola et al., 2013).

Another disciplinary technique that is often used in North America is the time-out, in which a
misbehaving child is required to sit quietly, without toys or playmates, for a short time. Time-out is
not to be done in anger, or for too long; it is recommended that parents use a calm voice and that the
time-out last only one to five minutes (Morawska & Sanders, 2011). Time-out is punishment if the
child enjoys “time-in,” when the child is engaged with parents or with peers.
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time-out
A disciplinary technique in which a person is separated from other people and activities for a specified time.

Time-out is favored by many experts. For example, in the large, longitudinal evaluation of Head
Start cited in Chapter 9, an increase in time-outs and a decrease in spankings were considered signs
of improved parental discipline (U.S. Department of Health and Human Services, 2010).

However, the same team who criticized the correlation between spanking and misbehavior also
criticized the research favoring time-out. They added, “misbehavior is motivated by wanting to
escape from the situation … time-out reinforces the misbehavior” (Larzelere & Cox, 2013, p. 289).

Often combined with the time-out is another alternative to physical punishment and psychological
control—induction, in which the parents discuss the infraction with their child, hoping the children
themselves will realize why their behavior was wrong. Ideally, a strong and affectionate parent–child
relationship allows children to express their emotions and allows parents to listen.

induction
A disciplinary technique in which the parent tries to get the child to understand why a certain behavior was wrong.
Listening, not lecturing, is crucial.

Induction takes time and patience, and, like other disciplinary measures, it does not always succeed.
One problem is that young children confuse causes with consequences and tend to think they
behaved properly, given the situation. Simple induction (“Why did he cry?”) may be appropriate, but
even that is hard before a child develops theory of mind. Nonetheless, induction may pay off over
time. Children whose parents used induction when they were 3-year-olds became children with
fewer externalizing problems in elementary school (Choe et al., 2013b).

What do parents actually do? A survey of discipline in early childhood found that most parents use
more than one method (Thompson et al., 2017). In the United States, time-out is the most common
punishment, and about half of the parents sometimes spank. The survey found that other methods—
induction, counting, distraction, hand-smacking, removal of a toy or activity—were also used.

Specifics of parenting style and punishment seem less crucial than whether or not children know that
they are loved, guided, and appreciated (Grusec et al., 2017). Some parents may seem to be
authoritarian, but the crucial variable is how loving and warm they are: If that love is evident, their
children may have higher achievement and pride than their peers (Pinquart & Kauser, 2018).

Becoming Boys and Girls: Sex and Gender
Another challenge is to promote a healthy understanding of sex and gender so that children are proud
of themselves and accepting of others (Wilcox & Kline, 2013).
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Biology determines whether an embryo is male or female (except in rare cases): Those XX or XY
chromosomes shape organs and produce hormones, creating sex differences, which are
physiological. That is distinct from gender differences, which are both social and cultural. In theory
this distinction seems simple; in practice it is complex. Regarding sex and gender, scientists need to
“treat culture and biology not as separate influences but as interacting components of nature and
nurture” (Eagly & Wood, 2013, p. 349).

sex differences
Biological differences between males and females, in organs, hormones, and body shape.
gender differences
Differences in male and female roles, behaviors, clothes, and so on that arise from society, not biology.

Although infants already show some awareness of gender differences (in their use of pronouns, for
instance), ages 3 to 5 are when children develop their gender identities. Boys and girls typically
choose toys, clothes, and so on that are designated for their sex. Indeed, many children are quite
rigid, with girls choosing frilly pink dresses and boys avoiding anything “girly” (Halim et al., 2014).

Many, but not all, adults try to be gender-neutral, believing that they treat their sons and daughters
the same; but in practice most follow long-standing gender norms. A 2017 survey found that most
adults thought parents should encourage their children to play with toys associated with the other
sex, but a sizable minority disagreed (Parker et al., 2017) (see Figure 10.2).

FIGURE 10.2

Similarities?     What is more remarkable—that most people think girls should be encouraged to play with trucks
and boys encouraged to play with dolls, or that some people do not? Your answer probably depends on whether you
thought gender equality was achieved or is still far away.

Data from Parker et al., 2017.

Description
There are four pairs of vertical bars, each of which gives data for women and then men, as follows: Good
for boys (70, 55); Bad for boys (27, 42); Good for girls (80, 71); Bad for girls (19, 26).
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The strongest disagreement was expressed by men regarding boys: 43 percent of the men thought
boys should not be encouraged to do things usually stereotyped for girls, such as care for dolls, jump
rope, or wear bracelets.
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Transgender Children
Sex and gender issues are complex. Some children identify as transgender, identifying as being a
gender which is not their assigned sex at birth. This presents their parents with a new awareness of
childhood gender variance (Rahilly, 2015). It is one thing to allow young girls to climb trees and
young boys to jump rope, but it may be harder to accept that a child has quite distinct ideas about
what gender they are, when that gender is not the one on their birth certificate. One mother said:

Since he was two, all he can say is that he wants to be a girl, or that he is a girl. He knows that he is not,
but there is no way to change his mind. He is 6 now, and he still asks me everyday “Mom, can I be a girl
when I grow up?”

[quoted in Malpas, 2011, p. 453]

In that case, the parents were counseled in ways to protect the child, although the father, particularly,
wanted his son to become a man.

Unlike in that family, some parents during early childhood (when gender nonconforming children are
insistent) accept their gender nonconforming child. That is made easier if the parents see their
children as individuals and are able to handle any anxiety they experience about having a child who
is gender nonconforming (Ehrensaft, 2011).

A study of 36 transgender children, whose parents accepted their transition to the other sex before
age 6, compared them with their siblings and with gender-typical children who were the same age.
The study found that all of the children had definite ideas of what clothes, toys, and activities they
preferred. The transgender children chose whatever conformed to their gender, just as the gender-
typical children did (Fast & Olsen, 2018).

Not Emma     In a North Carolina kindergarten, each child had an “All About Me” day in which the teacher would draw a
picture of the child for all of the other children to copy. Emma was born with male sex organs but identifies as a girl. On her day,
she proudly wore a light-pink shirt with a heart, pink glittery shoes, and long hair—and she came home bawling because the
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teacher drew this picture with her “boy name” (barely visible here). Her parents consoled her, had her edit her name and draw
longer hair, with some other additions. Should children be allowed to be who they believe they are?

Gender in Early Childhood
Already by age 2, children use gender labels (Mrs., Mr., lady, man) consistently. By age 4, children
believe that certain toys (such as dolls or trucks) and roles (Daddy, Mommy, nurse, teacher, police
officer, soldier) are reserved for one sex or the other, even when their experience is otherwise. As
one expert explains:

[F]our-year-olds say that girls will always be girls and will never become boys…. they are often more
absolute about gender than adults are. They’ll tell their very own pants-suited doctor mother that girls
wear dresses and women are nurses.

[Gopnik, 2016, p. 140]

Although they do not understand the biology of sex differences, many children accept rigid male–
female roles. Despite their parents’ and teachers’ wishes, children say, “No girls [or boys] allowed.”
Most older children consider ethnic discrimination immoral, but they accept some sex discrimination
(Møller & Tenenbaum, 2011). Transgender children, likewise, are insistent that they are not the sex
that their parents thought (Rahilly, 2015), rather than suggesting that gender roles themselves are too
narrow.

Why are male and female distinctions recognized by 2-year-olds, significant to 5-year-olds, and
accepted as proper by 10-year-olds? All of the major theories “devote considerable attention to
gender differences” (Bornstein et al., 2016, p. 10) because they all recognize that this is a major
concern in middle childhood. Each, however, “attributes distinct causes for gender differences”
(Bornstein et al., 2016, p, 11). Consider the theories in Chapter 2.

Psychodynamic Theory
Freud (1938/1995) called the period from about ages 3 to 6 the phallic stage, named after the
phallus, the Greek word for penis. At age 3 or 4, according to Freud, boys become aware of their
male sexual organ. They masturbate, fear castration, and develop sexual feelings toward their
mother.

phallic stage
Freud’s third stage of development, when the penis becomes the focus of concern and pleasure.

These feelings make every young boy jealous of his father—so jealous, according to Freud, that he
wants to replace his dad. Freud called this the Oedipus complex, after Oedipus, son of a king in
Greek mythology.

Oedipus complex
The unconscious desire of young boys to replace their fathers and win their mothers’ exclusive love.
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Abandoned as an infant and raised in a distant kingdom, Oedipus returned to his birthplace and,
without realizing it, killed his father and married his mother. When he discovered the horror, he
blinded himself.

Freud believed that this ancient story (immortalized in Oedipus Rex, a play written by Sophocles and
first presented in Athens in 429 B.C.E.) is still presented every year somewhere in the world because
it evokes unconscious wishes in everyone.

Freud hypothesized that every young boy feels guilty about his incestuous and murderous impulses.
In self-defense, the boy develops a powerful conscience called the superego, which is quick to judge
and punish.

superego
In psychodynamic theory, the judgmental part of the personality that internalizes the moral standards of the parents.

That marks the beginning of morality, according to psychodynamic theory. This theory contends that
a small boy’s fascination with superheroes, guns, kung fu, and the like arises from his unconscious
impulse to kill his father. Further, an adult man’s homosexuality, homophobia, or obsession with
guns, pornography, prostitutes, or hell arises from problems at the phallic stage.

Freud thought that girls also want to eliminate their same-sex parent (mother) and become intimate
with the opposite-sex parent (father). For Freud, that explained why many 5-year-old girls dress in
frills and lace and are happy to be “Daddy’s girl.”

Many psychologists criticize psychodynamic theory as being unscientific. That was my opinion in
graduate school, so I dismissed Freud’s ideas and deliberately dressed my baby girls in blue, not
pink, so that they would not follow stereotypes. However, scientists seek to reconcile theory and
experience. My daughters made me reconsider. (See A Case to Study.)

A CASE TO STUDY

The Berger Daughters
It began when my eldest daughter, Bethany, was about 4 years old:

Bethany: When I grow up, I’m going to marry Daddy.

Me: But Daddy’s married to me.

Bethany: That’s OK. When I grow up, you’ll probably be dead.

Me: [Determined to stick up for myself] Daddy’s older than me, so when I’m dead, he’ll probably be dead, too.

Bethany: That’s OK. I’ll marry him when he gets born again.

I was dumbfounded, without a good reply. Bethany saw my face fall, and she took pity on me:

Bethany: Don’t worry, Mommy. After you get born again, you can be our baby.
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The second episode was a conversation I had with Rachel when she was about 5:

Rachel: When I get married, I’m going to marry Daddy.

Me: Daddy’s already married to me.

Rachel: [With the joy of having discovered a wonderful plan] Then we can have a double wedding!

The third episode was considerably more graphic. It took the form of a “Valentine” left on my husband’s pillow on
February 14th by my daughter Elissa (see Figure 10.3).

FIGURE 10.3

Pillow Talk     Elissa placed this artwork on my husband’s pillow. My pillow, beside it, had a less colorful, less elaborate
note—an afterthought. It read, “Dear Mom, I love you too.”

Description
The colored paper is a note from a daughter to her father, and it is multicolored and has many green stars drawn around the
words, To Pop. Dump mom and have me. I (heart) you.
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Finally, when Sarah turned 5, she also said she would marry her father. I tried one more time: I told her she couldn’t,
because he was married to me. Her response revealed the hazard of screen time: “Oh, yes, a man can have two
wives. I saw it on television.”

As you remember from Chapter 1, a single example (or four daughters from one family) does not prove that Freud
was correct. I still think he was wrong on many counts. But, his description of the phallic stage seems less bizarre
than I once thought.

Behaviorism
Behaviorists believe that virtually all roles, values, and morals are learned. To behaviorists, gender
distinctions result from reinforcement, punishment, and social learning, evident in early childhood.

Indeed, the push toward traditional gender-typed behavior in play and chores (washing dishes versus
fixing cars) is among the most robust findings of decades of research on this topic (Eagly & Wood,
2013). For example, a 2-year-old boy who asks for a train and a doll for his birthday is more likely to
get the train. Gender differences are taught more to boys than girls.

Gender differentiation may be subtle, with adults unaware that they are reinforcing traditional
masculine or feminine behavior. For example, parents talking to young children mention numbers
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and shapes more often with their sons (Chang et al., 2011; Pruden & Levine, 2017).

This may be a precursor to the boys becoming more interested in math and science later on. Even
with infants, fathers interact differently with their children, singing and talking more to their
daughters but using words of achievement, such as proud and win, more with their sons (Mascaro et
al., 2017).

According to social learning theory, people model themselves after people they perceive to be
nurturing, powerful, and yet similar to themselves. For young children, those people are usually their
parents. Adults are the most gender-typed of their entire lives when they are raising young children,
so, according to social learning theory, children also are gender-typed.

 Observation Quiz: How can you tell that she is going out and he is staying home? (see answer, page 269) 

Generally, if an employed woman is ever to leave her job to become a housewife, it is when she has
a baby. Fathers tend to work longer hours—they are home less often—and mothers work fewer hours
when children arrive. Since children learn gender roles from their parents, it is no surprise that they
are quite sexist (Hallers-Haalboom et al., 2014). They follow the examples they see, unaware that
their very existence is the reason for that behavior.
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Remarkable Social Learning     No, not both children brushing their teeth at the same time while their parents watch, but the
husband staying home while the wife gets ready for her job. This family is similar to about a million other families with
employed moms and childcare dads.

Reinforcement for distinct male and female actions is widespread. As the president of the Society for
Research in Child Development observes, “parents, teachers, and peers … continue to encourage,
model, and enforce traditional gender messages” (Liben, 2016, p. 24). The 3-year-old boy who
brings his Barbie doll to preschool will be punished—not physically, but with words and social
exclusion—by his male classmates. As social learning increases from age 2 to 22, so does gender
divergence.

Cognitive Theory

Same Situation, Far Apart: Culture Clash?     He wears the orange robes of a Buddhist monk, and she wears the
hijab of a Muslim girl. Although he is at a weeklong spiritual retreat led by the Dalai Lama and she is in an alley in
Pakistan, both carry universal toys—a pop gun and a bride doll, identical to those found almost everywhere.

Cognitive theory offers an alternative explanation for the strong gender identity of 5-year-olds
(Kohlberg et al., 1983). Remember that cognitive theorists focus on how children understand various
ideas. Children develop a gender schema, which is their own concept of male–female differences
(Bem, 1981; Martin et al., 2011).

gender schema
A child’s cognitive concept or general belief about male and female differences.

As cognitive theorists point out, young children tend to perceive the world in simple, egocentric
terms, explained in Chapter 9. Therefore, they categorize male and female as opposites. Nuances,
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complexities, exceptions, and gradations about gender (and about everything else) are beyond them.

During the preoperational stage, appearance is stronger than logic. One group of researchers who
endorse the cognitive interpretation note that “young children pass through a stage of gender
appearance rigidity; girls insist on wearing dresses, often pink and frilly, whereas boys refuse to wear
anything with a hint of femininity” (Halim et al., 2014, p. 1091).

Cognitive theory explains some of the amusing mistakes that children make in their theories of
gender. In one preschool, the young children themselves decided that one wash-up basin was for
boys and the other for girls. That fits the cognitive schema that everything can be divided into male
or female.

But another cognitive mandate for 3-year-olds is to do whatever it takes to get what you want. A
young girl started to use the boys’ basin.

Boy: This is for the boys.
Girl: Stop it. I’m not a girl and a boy, so I’m here.
Boy: What?
Girl: I’m a boy and also a girl.
Boy: You, now, are you today a boy?
Girl: Yes.
Boy: And tomorrow what will you be?
Girl: A girl. Tomorrow I’ll be a girl. Today I’ll be a boy.
Boy: And after tomorrow?
Girl: I’ll be a girl.

[Ehrlich & Blum-Kulka, 2014, p. 31]

This incident occurred in Israel, where women have been drafted into the army and have served as
national leaders for decades. Probably this girl had been told that some gender restrictions are unfair
to females, and she appropriated that message when she wanted to wash up. Neither she nor the boy
questioned the overall binary, however.

Sociocultural Theory
Gender distinctions are pervasive in every culture (Starr & Zurbriggen, 2016). Even in the most
gender-equal nations, women do much more child care, house cleaning, and meal preparation than
do men. This is true even when women are the primary wage earners for their families (as are about
40 percent of mothers in the United States) (Bornstein & Putnick, 2016).

Furthermore, cultures socialize young girls and boys differently. For example, two 4-year-old girls
might hug each other and hear “how sweet,” but a boy who hugs a boy might be pushed away.
Already by age 6, rough-and-tumble play is the only accepted way that boys touch each other. It is
no surprise that such play is much more common in boys than girls.
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Gender-Nonconforming     The dad, not the daughter. Like many 6-year-olds, she loves wearing her frilly dress, and like many
fathers he allows her to follow traditional roles, here by letting her put a tiara on his head.

Parents encourage gender differences sometimes without realizing it. For instance, a massive study
of 41 low- and middle-income nations found that fathers took their young boys outside more often
than their girls. They also were more likely to read to, tell stories to, and count with their sons. The
mothers tended to be more unisex in their activities (Bornstein & Putnick, 2016).

By age 6, children are astute “gender detectives,” seeking out ways that males and females differ in
their culture and then trying to follow the lead of others of their sex. Mia is one example:

On her first day of school, Mia sits at the lunch table eating a peanut butter and jelly sandwich. She
notices that a few boys are eating peanut butter and jelly, but not one girl is. When her father picks her up
from school, Mia runs up to him and exclaims, “Peanut butter and jelly is for boys! I want a turkey
sandwich tomorrow.”

[quoted in C. Miller et al., 2013, p. 307]

Evolutionary Theory
Evolutionary theory holds that sexual passion is a basic human drive because all creatures must
reproduce. Since conception requires an ovum and a sperm, males and females follow their
evolutionary mandate by seeking to attract the other sex—walking, talking, and laughing in
traditional feminine or masculine ways. That awakens sexual impulses in the other sex, assuring that
the species will continue.

Evolutionary theory emphasizes the urge to survive as well as the urge to reproduce. Over millennia
of human history, genes, chromosomes, and hormones dictate that young boys are more active
(rough-and-tumble play) and girls more domestic (playing house). That prepared them for adulthood,
when fathers needed to defend against predators and mothers needed to feed the children.
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That is not needed today. No tigers and bears prowl outside and children, but evolution still produces
impulses needed 100,000 years ago.

Teaching Right and Wrong
Parents want their children to develop a morality that is in accord with the parents’ values. Young
children are ready to learn morality from their parents, an outgrowth of bonding, attachment, and
cognitive maturation. Even infants have a sense of right and wrong, believing it is better to be
helpful to someone else and it is wrong to hurt them (Hamlin & Van de Vondervoort, 2018).

The survival of our species depended on protection, cooperation, and even sacrifice for one another.
Humans needed group defense against harsh conditions and large predators. Morality evolved
because humans need each other to survive (Dunning, 2011). Thus, hormones (oxytocin,
vasopressin) push people toward trust, love, and morality (Zak, 2012).

VIDEO: Interview with Lawrence Walker discusses what parents can do to encourage their children’s moral
development.

Empathy
With the cognitive advances of early childhood, and increased interaction with peers, these innate
moral impulses are strengthened. Children develop empathy, an understanding of other people’s
feelings and concerns.

empathy
The ability to understand the emotions and concerns of another person, especially when they differ from one’s own.

Empathy leads to compassion and prosocial behavior—helpfulness and kindness without any
obvious personal benefit. Expressing concern, offering to share, and including a shy child in a game
are examples of children’s prosocial behavior. The opposite is antisocial behavior, intentionally
hurting other people.

prosocial behavior
Actions that are helpful and kind but that are of no obvious benefit to the person doing them.
antisocial behavior
Actions that are deliberately hurtful or destructive to another person.

Prosocial behavior seems to result more from emotion than from intellect, more from empathy than
from theory (Eggum et al., 2011). The origins of prosocial behavior can be traced to parents who
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help children understand their own emotions, not from parents who tell children what emotions
others might have (Brownell et al., 2013).

Pinch, Poke, or Pat     Antisocial and prosocial responses are actually a sign of maturation: Babies do not recognize the impact
of their actions. These children have much more to learn, but they already are quite social.

Prosocial reactions are inborn but not automatic. Some children limit empathy by “avoiding contact
with the person in need [which illustrates] … the importance of emotion development and regulation
in the development of prosocial behavior” (Trommsdorff & Cole, 2011, p. 136). Feeling distress may
be a part of nature, but whether and how a child expresses it is nurture.

Antipathy
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Empathy is evident even in 2-month-olds, who mirror the smiles of other people. However, by early
childhood, antipathy is also apparent, as children express a strong dislike for some people.

antipathy
Feelings of dislike or even hatred for another person.

Antipathy leads to antisocial actions, which include verbal insults, social exclusion, and physical
assaults. A 2-year-old might look at another child, scowl, and then kick hard without provocation.
Generally, parents and teachers teach better behavior, and children become more prosocial and less
antisocial with age (Ramani et al., 2010).

An interesting example comes from attitudes about possessions. Two-year-olds find it hard to share,
even to let another child use a crayon that they have already used and no longer need. They have a
sense of ownership: A teacher’s crayon should be shared, but if a child brought it, the other children
believe that child is allowed to be selfish (Neary & Friedman, 2014).

The rules of ownership are understood by children as young as 3, who apply them quite strictly.
Consider how this develops over time. Some adolescents come to blows over sunglasses or shoes;
some adults kill over what belongs to whom. Others are much more willing to lose, share, or give
away.

Aggression
Early childhood is prime time for both aggressive behavior and victimization: Almost every young
child is both an aggressor and a victim at some point (Saracho, 2016). Not surprisingly, given their
moral sensibilities, young children judge whether another child’s actions are fair or not.

THINK CRITICALLY: How much of your own readiness to share or not is innate, and how much is learned?

The focus at first is on effects, not motives: A child who accidentally spilled water on another’s
painting may be the target of that child’s anger.

As young children gain in social understanding, particularly theory of mind, they gradually become
better at understanding intentions, and that makes them more likely to forgive an accident (Choe et
al., 2013a) and to understand harm from omission not just commission.

Researchers recognize four general types of aggression, each of which is evident in early childhood
(see Table 10.2).

TABLE 10.2 The Four Forms of Aggression
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Type of
Aggression

Definition Comments

Instrumental
aggression

Hurtful behavior that is aimed
at gaining something (such as a
toy, a place in line, or a turn on
the swing) that someone else
has

Apparent from age 2 to 6; involves
objects more than people; quite
normal; more egocentric than
antisocial.

Reactive
aggression

An impulsive retaliation for a
hurt (intentional or accidental)
that can be verbal or physical

Indicates a lack of emotional
regulation, characteristic of 2-year-
olds. A 5-year-old can usually stop
and think before reacting.

Relational
aggression

Nonphysical acts, such as
insults or social rejection,
aimed at harming the social
connections between the victim
and others

Involves a personal attack and thus is
directly antisocial; can be very hurtful;
more common as children become
socially aware.

Bullying
aggression

Unprovoked, repeated physical
or verbal attack, especially on
victims who are unlikely to
defend themselves

In both bullies and victims, a sign of
poor emotional regulation; adults
should intervene before the school
years. (Bullying is discussed in
Chapter 13.)

Instrumental aggression is common among 2-year-olds, who often want something and try to get it.
This is called instrumental because it is a tool, or instrument, for getting something that is desired.
The harm in grabbing a toy, and hitting if someone resists, is not understood.

instrumental aggression
Hurtful behavior that is intended to get something that another person has.

Because instrumental aggression occurs, reactive aggression also is common among young
children. Almost every child reacts when hurt, whether or not the hurt was deliberate. The reaction
may be aggressive—a child might punch in response to an unwelcome remark.

reactive aggression
An impulsive retaliation for another person’s intentional or accidental hurtful action.

Relational aggression (usually verbal) destroys self-esteem and disrupts social networks. A child
might tell another, “You can’t be my friend” or “You are fat,” hurting another’s feelings. Worse, a
child might spread rumors, or tell others not to play with so-and-so.
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relational aggression
Nonphysical acts, such as insults or social rejection, aimed at harming the social connection between the victim and other
people.

The fourth and most ominous type is bullying aggression, which is done to dominate. Bullying
aggression occurs among young children but should be stopped before kindergarten, when it
becomes more destructive. Not only does it destroy the self-esteem of victims, it also impairs the
later development of the bullies, who learn behavior habits that harm them lifelong.

bullying aggression
Unprovoked, repeated physical or verbal attack, especially on victims who are unlikely to defend themselves.

Three-year-old bullies need to learn the effects of actions, because 10-year-old bullies may be feared
and admired and 50-year-old bullies may be hated and lonely. (An in-depth discussion of bullying
appears in Chapter 13.)

Most types of aggression, including bullying, become less common from ages 2 to 6, as the brain
matures and empathy increases. In addition, children learn to use aggression selectively, which
decreases victimization (Ostrov et al., 2014). Parents, peers, and preschool teachers are pivotal
mentors in this learning process.

Adults tend to regard relational aggression as normal in young children. However, relational
aggression may be more hurtful than physical aggression. Children who learn to understand
another’s viewpoint are less likely to become bullies. Thus, early childhood is a time when teachers
and parents should prevent relational aggression as well as physical aggression (Swit et al., 2018).

It is a mistake to expect children to regulate their emotions and become prosocial on their own. If
they are not guided, they may develop destructive patterns. It is also a mistake to punish aggressors
too harshly: That may increase their reactive aggression rather than teaching them how to regulate
their anger.

In other words, although there is evidence that children spontaneously judge others who harm
people, there also is evidence that prosocial and antisocial behavior are affected by early learning
(Smetana, 2013). Who teaches them? By middle childhood (next three chapters), lessons need to be
learned.

WHAT HAVE YOU LEARNED?

1. What are the four main styles of parenting?

2. What are the consequences of each style of parenting?

3. Why is discipline part of being a parent?
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4. What are the arguments for and against corporal punishment?

5. When is time-out effective and when is it not?

6. What are the differences between the psychodynamic and behaviorist theories of gender development?

7. What are the differences between the cognitive and evolutionary theories of sex-role development?

8. How might children develop empathy and antipathy as they play with one another?

9. How much of moral development is innate and how much is learned?

10. What are the similarities and differences of the four kinds of aggression?
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Chapter 10 Review

SUMMARY

Emotional Development

1. Emotional regulation is crucial during early childhood. It occurs in
Erikson’s third developmental stage, initiative versus guilt.
Children normally feel pride when they demonstrate initiative, but
sometimes they feel guilt or even shame at an unsatisfactory
outcome.

2. Intrinsic motivation is apparent when a child concentrates on a
drawing or a conversation with an imaginary friend. It may endure
when extrinsic motivation stops.

Play

3. All young children enjoy playing — preferably with other children
of the same sex, who teach them lessons in social interaction that
their parents do not.

4. Play with other children gradually changes as children mature. Peer
experiences, videos, and television affect children’s play as they
progress from being onlookers to engaging in cooperation.

5. Active play takes many forms, with rough-and-tumble play
fostering social skills and sociodramatic play developing emotional
regulation. Boys tend to engage in the former and girls in the latter,
although experts disagree on whether this is nature or nurture.

Challenges for Caregivers
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6. Three classic styles of parenting are authoritarian, permissive, and
authoritative. Generally, children are happier and more successful
when their parents express warmth and set guidelines.

7. A fourth style of parenting, neglectful/uninvolved, is always
harmful. The particulars of parenting reflect the culture as well as
the temperament of the child.

8. Parental punishment can have long-term consequences, with both
corporal punishment and psychological control teaching lessons
that few parents want their children to learn.

9. Even 2-year-olds correctly use sex-specific labels. Young children
become aware of gender differences in clothes, toys, playmates,
and future careers, and they typically become quite strict about
male–female distinctions. Transgender children show strong
gender preferences in early childhood.

10. Every major theory interprets children’s awareness of gender
differences in a particular way. Freud emphasized attraction to the
opposite-sex parent; behaviorists stress reinforcement; cognitive
theory focuses on gender schemas; sociocultural theory on social
norms; and evolutionary theory on the need for species survival.

11. Young children’s sense of self and social awareness become the
foundation for morality, influenced by both nature and nurture.

12. Prosocial emotions lead to caring for others; antisocial behavior
includes instrumental, reactive, relational, and bullying aggression.

13. Early childhood is an ideal time to teach children how to control
their aggression, as well as to learn other aspects of how to
navigate the social world in which they find themselves.

KEY TERMS

emotional regulation
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self-concept
effortful control
initiative versus guilt
intrinsic motivation
extrinsic motivation
rough-and-tumble
sociodramatic play
authoritarian parenting
permissive parenting
authoritative parenting
neglectful/uninvolved parenting
corporal punishment
psychological control
time-out
induction
sex differences
gender differences
phallic stage
Oedipus complex
superego
gender schema
empathy
prosocial behavior
antisocial behavior
antipathy
instrumental aggression
reactive aggression
relational aggression
bullying aggression
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APPLICATIONS

1. Children’s television programming is rife with stereotypes about
ethnicity, gender, and morality. Watch an hour of children’s TV,
especially on a Saturday morning, and describe the content of both the
programs and the commercials. Draw conclusions about stereotyping,
citing specific evidence, not generalities.

2. Gender indicators often go unnoticed. Go to a public place (park,
restaurant, busy street) and spend at least 10 minutes recording
examples of gender differentiation, such as articles of clothing,
mannerisms, interaction patterns, and activities. Quantify what you see,
such as baseball hats on eight males and two females. Or (better, but
more difficult) describe four male–female conversations, indicating
gender differences in length and frequency of talking, interruptions,
vocabulary, and so on.

3. Ask three parents about punishment, including their preferred type, at
what age, for what misdeeds, and by whom. Ask your three informants
how they were punished as children and how that affected them. If your
sources all agree, find a parent (or a classmate) who has a different
view.

Especially For ANSWERS

Response for College Students (from p. 251): Both are important. Extrinsic
motivation includes parental pressure and the need to get a good job after
graduation. Intrinsic motivation includes the joy of learning, especially if you
can express that learning in ways others recognize. Have you ever taken a
course that was not required and was said to be difficult? That was intrinsic
motivation.
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Response for Parents (from p. 257): No. The worst time to spank a child is
when you are angry. You might seriously hurt the child, and the child will
associate anger with violence. You would do better to learn to control your
anger and develop other strategies for discipline and for prevention of
misbehavior.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 254): It is impossible to be certain
based on one moment, but the best guess is authoritative. He seems patient
and protective, providing comfort and guidance, neither forcing
(authoritarian) nor letting the child do whatever he wants (permissive).

Answer to Observation Quiz (from p. 263): The best clue is their shoes.
Women do not wear high heels when caring for children, and men do not
wear slippers to work.

CAREER ALERT

The Preschool Teacher
Preschool teachers are increasingly in demand, as more and more families and
communities understand how much young children can learn, and more and more
mothers enter the job market. Added to that is the growing realization by public
leaders that social skills and self-confidence developed in early childhood
continue lifelong: A child who has good early education is likely to become an
adult who is a competent and compassionate member of the community.

For developmentalists, important new insights come from neurological research,
which helps preschool teachers understand what, how, and when young children
learn. For example, since the auditory, visual, and motor cortexes are undergoing
rapid myelination, children need to coordinate both hemispheres of brain and
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body by running, climbing, and balancing. But the immature motor cortex is not
yet ready for writing, or tying shoelaces, or sitting quietly in one place.

Research on the developing brain finds that early childhood is the best time for
learning language, so the curriculum should be language-rich — talking,
listening, singing, hearing stories, making rhymes, engaging in verbal play.
Young children can learn to recognize and name letters just as they learn to
distinguish a baseball from a soccer ball.

Fostering control of gross motor skills may be particularly important for children
who are at risk for ADHD (attention-deficit/hyperactivity disorder), the label
given to active children who find it especially hard to concentrate, quietly, on one
activity. Such children need to exercise their bodies, which helps their brains
mature (Halperin & Healey, 2011; Hillman, 2014).

That is another reason for preschool education — children are most likely to
develop their brains by playing with other children. Screen time, a common
activity for children who are not in preschool, does not foster the brain regulation
that children need.

Moreover preschool teachers help children learn how to cooperate with other
children, a valuable life lesson that is best learned in childhood. Thus, preschool
teachers can be proud that they are nurturing compassionate, prosocial adults.

The joy and satisfaction of working with young children is crucial, because at the
moment, salary and working conditions are not yet what they should be. The U.S.
Bureau of Labor Statistics reports that, compared to teachers overall, preschool
teachers are most in demand and least well paid — the average annual salary is
below $30,000 a year. There is marked variation in state-by-state certification
requirements and in neighborhood-by-neighborhood salary levels.

This is changing, but students should enter this field for emotional reasons, not
financial ones. If you are interested in early-childhood education, you can find
more details from a professional group called the National Association for the
Education of Young Children (NAEYC).
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VISUALIZING DEVELOPMENT

More Play Time, Less Screen Time
Play is universal-all young children do it when they are with each other, if they
can. According to a 2017 study, U.S. 2- to 10-year-olds average 19 hours per
week of screen time, exceeding the 15 hours they spend in indoor screen-free
play by themselves or with others. Although children play outside for an
additional 11 hours per week, parents report that when indoors, their children’s
screen time crowds out screen-free play.
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Description
The top of the infographic is entitled What 2- to 10-year-olds do with their free time.
Screen-based play (18.6 hours per week), outside play (10.6 hours per week), and
indoor play (14.6 hours per week). There are images of an eye next to the screen time
datum, a sun next to the outside play datum, and letter blocks next to the indoor pay
datum. There is also a silhouette image of a child sitting cross-legged and stretching
upward.The second section is entitled Way too much screen time, and has a silhouette
of girl laying on her stomach with her legs up. It indicates how many children spend
4+ hours of screen time each weekend. For 2-5 year olds it is 33 percent. For 6-8 year
olds, it is 38 percent. For 9 and 10 year olds, it is 42 percent.The third section is
entitled What caregivers can do to encourage play, and suggestions are offered for
two age ranges. Between those columns of ideas is a silhouette of a child standing on
his hands. For 1-3 year olds, the suggestions are as follows: choose childcare and
preschools that emphasize unstructured playtime; offer simple, inexpensive objects
(blocks, empty containers, puzzles, etc) not screens or fancy gadgets; organize
caregiver-supervised playdates with peers; encourage make-believe play; sing songs
and play rhythms that invite participation. For 4-6 year olds, the suggestions are as
follows: provide opportunities for singing and dancing; encourage a variety of
movements in a safe environment (e.g., hopping, swinging, climbing, and
somersaulting); blend make-believe games and reality (e.g., playing house and
helping with chores); encourage school officials to offer recess and play-centered
learning approaches, not just reading, memorization, and worksheets.
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Part IV Middle Childhood
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Description
The insert header says, Application to developing lives parenting simulation,
Middle Childhood. Beneath that, the following text appears: As you progress
through the Middle Childhood simulation module, how you answer the
following questions will impact the biosocial, cognitive, and psychosocial
development of your child. There is a picture of a cartoon child, standing
next to three columns. The first column is labeled Biosocial, and has the
following three questions in bullet form: • How will you adjust your child’s
diet and activity level in middle childhood?• Will you follow the
recommended immunization schedule?• Will you regulate your child’s screen
time?The second column is marked Cognitive and has the following four
questions in bullet form:• Which of Piaget’s stages of cognitive development
is your child in?• How will your child score on an intelligence test?• Will you
put your child in tutoring if needed?• Will you help with your child’s
homework?The third column is marked Psychosocial and has the following
four questions in bullet form:• Will you eat meals as a family around the table
or have a different routine?• What kind of elementary school will you choose
for your child?• What stage of moral development is your child in?• Will
your child be popular?
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CHAPTER 11
CHAPTER 12
CHAPTER 13
Every year has joys and sorrows, gains and losses. But if you were
pushed to choose one best period, you might select middle childhood. The
years from age 6 to 11 are usually a time of good health and steady
growth. Children master new skills, learn thousands of words, and enter a
wider social world. They are safe and happy; the dangers of adolescence
(drugs, early sex, violence) are distant.

But not always. For some children, these years are the worst, not the best.
They hate school or fear home; they suffer with asthma or disability; they
are bullied or lonely.

Nor are these years straightforward for every adult who cares for these
children. Instead, controversies abound. Should hyperactive children be
medicated? Should reading and math crowd out music, or handwriting, or
free play? Does single parenthood, divorce, cohabitation, or poverty harm
children? The next three chapters explore the joys and complications of
middle childhood. 
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Chapter 11 Middle Childhood: Biosocial
Development
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✦ A Healthy Time
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Statistics on Health
Health Habits
Physical Activity
Motor Skills and School
Health Problems in Middle Childhood

✦ Brain Development
Brains and Motion
Measuring the Mind
A VIEW FROM SCIENCE: The Flynn Effect

✦ Children with Special Brains and Bodies
Many Causes, Many Symptoms
OPPOSING PERSPECTIVES: Drug Treatment for ADHD and Other
Disorders
Specific Learning Disorders
Special Education
A CASE TO STUDY: The Gifted and Talented
Teaching the Gifted and Talented

✦ VISUALIZING DEVELOPMENT: Childhood Obesity Around the
World

What Will You Know?

Who is at fault if a child is obese?
How does playing a musical instrument affect brain development?
Why are so many children on the autism spectrum?

After school I sit on a bench, watching two of my grandsons and hundreds
of other children play. Many parents, grandparents, and babysitters are
there also, sometimes talking to each other, sometimes reading, sometimes
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interacting with a child who is temporarily hurt or who wants a snack (I
always bring fruit; other adults bring cookies, or dried seaweed, or chips).

I admire the parents who are more active: One father pretends to chase the
children, including his daughter, to their shrieks of joy. Another father
plays soccer, encouraging both the novices (“Nice kick!”) and his own
skilled son. One mother walks beside her daughter, who is blind but
nonetheless climbs up the ladder to go down the slide. But most adults,
like me, sit and watch.

What do we see? Much running, chasing, and climbing. Why do children
hang on to metal rings, swinging their legs and grabbing for another metal
ring? Why do they run across a bridge designed to be unsteady? Why do
they grab each other, falling to the ground (it is rubberized), or, depending
on the season, collect leaves, or throw snow, or chase pigeons?

The older children organize games — four square, touch football, kickball
— but they do not keep score. Teams are fluid: When a parent takes a
player away, the remaining children quickly rebalance the teams. Games
continue until only two or three children remain or until someone takes the
ball home.

Even with my warmest coat, I am cold sitting on the bench. Meanwhile,
my older grandson wears only a T-shirt. Shivering, I bring his coat to him;
he laughs and runs away. (“No. No. I am not cold.”) Weather, even drizzle
and snow, does not hinder the play.

The equipment is designed to be safe (there is a fence around the swings),
but children sometimes run into things. Injury does not stop them. My
younger grandson once came to me crying, “I bumped my head.”
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Remembering the animism of young children, I tried to distract him,
saying “Tell me what pole hit you, and I will tell that pole not to hurt you
again.” He said, “I bumped it on another head” and ran off, happy again.

I am awed by their energy and social interaction, a marked contrast to my
bench-sitting. This chapter is about that: the actions of children in middle
childhood and the adults who try to manage them, not always well.
Examples include allergies, asthma, obesity, and special needs. I hope the
mother of the “other head” responded better than I did.
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A Healthy Time
Unlike the first five years or the next ten, middle childhood is a time of

slow and steady growth. Children gain about 2 inches and 5 pounds a year
(5 centimeters and 2 kilograms). Nature and nurture combine to make
these the healthiest years of life.

Statistics on Health
To be specific, the death rate in middle childhood is by far the lowest of
any age (Murphy et al., 2017) (see Figure 11.1). Genetic diseases are
more threatening in infancy or old age; infectious diseases are kept away
via immunization; fatal accidents — although the most common cause of
child death — are relatively uncommon until late adolescence.

FIGURE 11.1
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Rates continue to rise with age, up to 13,392 for those aged 85 and older, so this figure cannot
portray the entire life span. Details are remarkable as well. Not only are fatal diseases rare,
thanks to immunization, but accidents and homicides also dip during middle childhood —
and rise rapidly thereafter.

Data from Xu et al., 2018.

Description
The graph plots death rate on the vertical axis and age group on the
horizontal axis. A curve begins from age group 1-4 years, death rate 22. It
drops to death rate 15 for age group 5-9 and rises to death rate 18 for age
group 10-14. The curve then rapidly rises to death rate 110 at age group 25-
30. All the data are approximate.
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This low death rate is becoming even lower, thanks to better injury control
and modern medicine. In the United States in 1950, the death rate per
100,000 5- to 14-year-olds was 60; in 2017, it was 14 (National Center for
Health Statistics, 2018). Minor illnesses — ear infections, inflamed
tonsils, and flu — are also reduced.

Oral health has improved, with more brushing and fluoride. A survey
found that 75 percent of U.S. children saw a dentist for preventive care in
the past year, and for 70 percent of them, the condition of their teeth was
very good (Iida & Rozier, 2013).

Health Habits
Children maintain good health if adults teach them good habits and if
regular doctor and dentist visits are part of their lives. Every child needs
adequate medical care; without it, health many years later is impaired. If
people have good care in adulthood but had poor health and care in
childhood, their adult health is still impacted (McEwen & McEwen, 2017;
Juster et al., 2016).
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Global Decay     Thousands of children in Bangalore, India, gathered to brush
their teeth together, part of an oral health campaign. Music, fast food, candy bars,
and technology have been exported from the United States, and many developing
nations have their own versions (Bollywood replaces Hollywood). Western
diseases have also reached many nations; preventive health care now follows.

 Observation Quiz: Beyond toothbrushes, what other health tools do most
children here have that their parents did not? (see answer, page 296) 

Peers and parents are particularly influential in the early years. If children
see others routinely caring for their own health, social learning pushes
them to do the same. Camps for children with asthma, cancer, diabetes,
sickle-cell anemia, and other chronic illnesses are recommended, because
peers and knowledgeable adults teach self-care.

Middle childhood is an ideal time for this, as these children are less likely
to question parental guidelines. Health habits should be established before
teenage rebellion erupts: Many adolescents resist special diets, pills,
warning signs, and doctors (Dean et al., 2010; Naughton et al., 2014).
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Physical Activity
Beyond the sheer fun of playing, the benefits of physical activity —
especially games with rules, which children now can follow — last a
lifetime. Exercise advances physical, emotional, and mental health, as
well as learning in school. That could entail the free play of running
around (as I saw in the playground) or organized sports, as most parents
choose.

Team sports teach cooperation, self-control, and emotional regulation —
all essential lessons in middle childhood. Harm from sports is also
possible.

Organizations have developed guidelines to prevent concussions among 7-
and 8-year-olds in football and to halt full-body impact from ice hockey
among children under age 12. The fact that regulations are needed to
protect children from brain injury is sobering (Toporek, 2012).

The Influence of Parents
Generally, parental involvement and encouragement of physical activity
has increased over recent years, which benefits the children. In some
nations, boys and girls are influenced equally by both parents, but in other
nations, they follow the adults of their gender. In Portugal, for instance, a
child’s participation in physical activity follows that of the parent of the
same sex (Rodrigues et al., 2018).

Adult emotions may be affected by children’s competitive sports. A study
found that fathers’ testosterone and cortisol levels rose when they watched
their children in a soccer tournament. Effects were stronger for sons than
daughters, especially if the men thought the referee was unfair. Before
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judging these men, you should know that hormones were unaffected by
winning or losing, as long as the fathers thought the children played as
well as they could (Alvarado et al., 2018).

An important cohort change has occurred. Both parents are much more
engaged in their children’s sports activities than they were a few decades
ago, according to a detailed study in Norway (Stefansen et al., 2018).
Many parents consider this a way to connect with their children, as one
father said:

It’s about being acknowledged sort of. To be praised and to be able to talk
about [the game] later. […]. And to share experiences. For instance when
[our son] played [soccer] when he was eight and we could see him score a
goal, or [our daughter] for that matter and enjoy that experience then…yes. I
played football [soccer] all through my childhood and youth, but my parents
did not attend one match. Not one.

[quoted in Stefansen et al., 2018, p. 166]

This is echoed in many other nations. In the United States, parental
involvement in children’s sports is part of parental investment in each
child, which is both a benefit (children know their parents care) and a
liability (children feel pressured to perform) (Putnam, 2015).

The Need for Movement
It may be tempting to criticize parents who are too enmeshed in their
children’s competitive play, but since physical activity is crucial for health
and learning, many developmentalists are more troubled when indoor
activities crowd out active play. Parents used to tell their children to “go
out and play”; now they say, “don’t leave the house.”
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Idyllic     Two 8-year-olds, each with a 6-year-old sister, all four daydreaming or exploring in
a very old tree beside a lake in Denmark — what could be better? Ideally, all of the world’s
children would be so fortunate, but most are not.

Many parents enroll their children in after-school sports that vary by
culture — tennis, karate, cricket, yoga, rugby, baseball, or soccer.
However, the children who most need to connect their bodies and their
minds — those from low-SES families or who have physical disabilities
— are least likely to join Little League and the like, even when enrollment
is free. The reasons are many, the consequences sad (Dearing et al., 2009).
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Physical Exercise in Japan
The idea that exercise improves the brain is evident in Japan, where
children score high on international tests, and where many schools have
more than an hour of recess (in several segments) a day in addition to gym
classes. The Japanese believe that physical activity promotes learning and
character development (Webster & Suzuki, 2014). Thus, many public
schools in Japan have swimming pools, indoor gyms, and outdoor yards
with structures for climbing, swinging, and so on.

This emphasis on exercise is for everyone lifelong. That may explain why
the Japanese live longer, on average, than people in any other nation. Of
course, longevity could result from many other factors: Correlation is not
causation.

Motor Skills and School
Traditional school necessitates fine motor skills and brain maturation, with
increasing expectations for writing and reading as the prefrontal cortex
matures and connections between parts of the brain improve.

Gross Motor Skills
Children learn various skills and also exercise their bodies in school. Why
do some schools have more time than others for sports, recess, and gym?
A study of all elementary schools in Illinois found that schools with the
least time scheduled for physical activity tend to be those with the most
low-SES children, as well as the lowest reading scores (Kern et al., 2018).

In this example, understanding correlation provides a novel way to
interpret the relationship between reading scores and recess. Remember
that correlation does not indicate the direction of the connection.
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Same Situation, Far Apart Given the contrast between the Russian children in
front of their rural school (top) and the Japanese girls beside their urban school
(bottom), you might see the differences here. But child psychologists notice that
children everywhere chase and catch, kick and throw, and as in these photos,
jump rope while chanting rhymes.

From that Illinois study, one might conclude that more reading instruction
is needed in schools with low scores. If that is valid, then school leaders
are making the right choice when academic instruction crowds out time
for physical education. But, the correlation might occur in the opposite
direction: Less physical activity might cause less learning (Kern et al.,
2018).
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Or a third variable — perhaps less support for cluster teachers, such as
coaches, counselors, and reading specialists — might underlie both
restricted exercise and low reading achievement. Other studies also find
that as student income decreases, so does school time for physical exercise
(Van Dyke et al., 2018).

Fine Motor Skills
Writing requires finger control, reading print requires eye control, and
sitting at a desk requires impulse control. Consequently, even the brightest
3-year-old is not ready for traditional elementary school.

Even at age 6, many children are frustrated if their teachers demand that
they write neatly, sit still, and cut in a straight line. Some educators
suggest waiting until a child is “ready” for school; some suggest that early
education should focus on readiness; others suggest that schools should
adjust to children, not vice versa.

THINK CRITICALLY: How is a person “ready” for school? Are you “ready”
for your current education?

Some children seem to need to move their bodies (walking around,
jiggling their feet, tapping their pencils) in order to concentrate. As you
will see later in this chapter, some of these children may be diagnosed
with attention deficit/hyperactivity disorder (ADHD). There are two
opposite dangers here: A typically squirmy, active child may be given
medication to quiet down, or an overactive child may be shamed and
punished instead of diagnosed and treated.
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Fine motor skills — like many other biological characteristics, such as
bones, brains, and teeth — mature about six months earlier in girls than in
boys. By contrast, boys often are ahead of girls in gross motor skills.
These differences may be biological, or they may result from practice:
Young girls more often dress up and play with dolls (fine motor skills),
while boys more often climb and kick (gross motor skills) (Saraiva et al.,
2013).

Artistic Expression
Children are imaginative and creative, developing all types of motor skills
in the process. They love to express themselves, especially if their parents
applaud their performances, display their artwork, and otherwise
communicate approval.

The fact that their fine motor skills are immature, and thus their drawings
lack precision, does not matter. Similarly, there is the deep, emotional
significance of children’s theater productions. Walking across the stage at
the appropriate moment, making the required facial expression, gesturing
in the right direction — all of these require skill at execution and
inhibition, not the impulsive actions of the younger child.
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Buddhism in Maine?     Yes. These schoolchildren are performing a play called Buddha
Walks on St. Patrick’s Day (March 17) in 2017. There are many ways to teach children about
other cultures: Drama is one of the best, as in this Lebanon, Maine elementary school.

Making Music
Playing a musical instrument is a fine motor skill, in that the fingers need
to move precisely. But as for all motor skills, physical movement is
connected to brain function. This seems to be particularly apparent with
music.

Some parents enroll their young children in music lessons, hoping they
will learn to play. As a result, those children become better at listening to
sounds — in speech and music alike. Neurological evidence finds that
their brains reflect their new auditory abilities, a remarkable testament to
the connection between motor skills, family influences, and learning
(Strait et al., 2013; Zuk et al., 2014).
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Music education can also occur as part of school curriculum, with an
impact on the brain. In one study, students were divided into groups: (1)
music lessons, (2) visual arts, and (3) education as usual (Jaschke et al.,
2018).

Both special curricula were carefully designed for elementary school
children. For example, the music curriculum included singing, clapping in
rhythm, and learning to play an instrument of the student’s choice.

The children in the visual arts curriculum not only became better at
drawing but also became better at seeing shapes and objects and
remembering what they had seen, an ability called visual-spatial memory.
This was measured, before and after the special curriculum, by asking
children to reproduce from memory a configuration of dots (on a 4-by-4
matrix) that they had seen.

The effects of the music curriculum were more far-reaching. The children
became better at various executive control skills, including planning ahead
and inhibiting unwanted responses (Jaschke et al., 2018). [Life-Span
Link: Executive control is explained in Chapter 9.]

Health Problems in Middle Childhood
Some chronic health conditions, including Tourette syndrome, stuttering,
and allergies, may worsen during the school years, drawing unwanted
attention to the affected child. Even minor problems — wearing glasses,
repeatedly coughing or blowing one’s nose, or having a visible birthmark
— can affect children’s self-esteem. We will now look at two more
obvious examples of physical conditions that affect how children feel
about themselves.
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Childhood Obesity

 Especially for Medical Professionals: You notice that a child is
overweight, but you are hesitant to say anything to the parents, who are also
overweight, because you do not want to offend them. What should you do? (see
response, page 296)

Childhood overweight is usually defined as a BMI above the 85th
percentile for children of a particular age. Childhood obesity is defined as
a BMI above the 95th percentile. Those percentiles are based on weights
of children in the United States, as published in growth charts at the end of
the twentieth century. Now more children weigh as much as those former
5 percent did (see Figure 11.2). To be specific, in 2016, 18 percent of U.S.
6- to 11-year-olds were obese (Hales et al., 2017).

childhood overweight
In a child, having a BMI above the 85th percentile, according to the U.S. Centers for
Disease Control’s 1980 standards for children of a given age.
childhood obesity
In a child, having a BMI above the 95th percentile, according to the U.S. Centers for
Disease Control’s 1980 standards for children of a given age.
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FIGURE 11.2

Ethnic or Economic?     Obesity increases as income decreases. Is that obvious from this
figure?

Data from Hales et al., 2017.

Description
The graph plots the obesity percent on the vertical axis and four ethic groups
(Non-Hispanic White, Non-Hispanic Black, Non-Hispanic Asian, and
Hispanic) on the horizontal axis. The obesity percent in Non-Hispanic White:
Boys-14.5 percent and Girls-13.5 percent. The obesity percent in Non-
Hispanic Black: Boys-19.5 percent and Girls-25 percent. The obesity percent
in Non-Hispanic Asian: Boys-12 percent and Girls-10 percent. The obesity
percent in Hispanic: Boys-28 percent and Girls-23.5 percent. All data are
approximate.
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 Observation Quiz: Are boys more likely to be overweight than girls? (see
answer, page 296) 

What affects children’s weight? Genes were once blamed, but many other
circumstances make a difference. Obesity rates rise if newborns are born
too early, if infants are not breast-fed and begin eating solid foods before 4
months, if young children have televisions in their bedrooms and drink
large quantities of soda, if older children sleep too little but have several
hours of screen time each day, if they rarely play outside (Hart et al., 2011;
Taveras et al., 2013).
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During middle childhood, children themselves have pester power — the
ability to get adults to do what they want (Powell et al., 2011), which often
includes pestering their parents to buy calorie-dense snacks that are
advertised on television or that other children eat. Parents need to say no,
which is easier if only healthy food is in the house and if children never
come grocery shopping.

There is hope both for parents and for pestering children. Rather than
targeting parents or children, educating parents and their overweight
children together improves weight and health, not just during the
intervention but also over the long term (Yackobovitch-Gavan et al.,
2018).

A dynamic-systems approach that considers individual differences,
parenting practices, school lunches, fast-food restaurants, television and
Internet ads, and community norms is needed. Prevention must be tailored
to the particular child, family, and culture (Harrison et al., 2011;
Baranowski & Taveras, 2018). That makes progress slow — treatments in
isolation seem to have little impact.

Every nation is worried about childhood obesity (see Visualizing
Development, page 297). But, practices and policies are diverse, and
solutions in one culture are resisted in another (Bagchi, 2019). For
example, Mexico taxes sugar-sweetened beverages to reduce obesity, a tax
that has met stiff opposition in the United States (Paarlberg et al., 2018).
On the other hand, efforts to increase exercise in school seem to be
adopted by more school districts in the United States.

Asthma
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Another childhood condition that can affect learning is asthma, a chronic
inflammatory disorder of the airways that makes breathing difficult.
Sufferers have periodic attacks, sometimes requiring a rush to the hospital
emergency room, a frightening experience for children who know that
asthma might kill them (although it almost never does in childhood).

asthma
A chronic disease of the respiratory system in which inflammation narrows the airways
from the nose and mouth to the lungs, causing difficulty in breathing. Signs and symptoms
include wheezing, shortness of breath, chest tightness, and coughing.

If asthma continues in adulthood, which it does about half the time, it can
be fatal (Banks & Andrews, 2015). But children’s most serious problem
related to asthma is frequent absence from school. This impedes not only
learning but also friendships, which thrive between children who see each
other every day.

In the United States, childhood asthma rates more than doubled from 1980
to 2000, increased more gradually from 2000 to 2010, and then decreased
somewhat (probably because smog has become less prevalent as clean-air
regulations have taken effect) (Zahran et al., 2018).
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Pride and Prejudice     In some city schools, asthma is so common that using an inhaler is a
sign of pride, as suggested by the facial expressions of these two boys. The “prejudice” is
beyond the walls of this school nurse’s room, in a society that allows high rates of childhood
asthma.

Currently, about 1 in every 10 U.S. 5- to 11-year-olds has been diagnosed
with asthma and still suffers from the condition. For more than half of
them, asthma has meant missing school and having an attack in the past
year, with rates somewhat higher for boys, African Americans, and
children of Puerto Rican descent (Zahran et al., 2018).

Rates increase as income falls. For children whose families are under the
poverty threshold, 12 percent currently have asthma, as do only 7 percent
of those whose annual family income is above $100,000 (Zahran et al.,
2018).

Researchers have found many causes. Some genetic alleles have been
identified, as have many aspects of modern life — carpets, pollution,
house pets, airtight windows, parental smoking, cockroaches, dust mites,



928

less outdoor play. None acts in isolation. A combination of genetic
sensitivity to allergies and early respiratory infections increases wheezing
and shortness of breath (Mackenzie et al., 2014).

Some experts suggest a hygiene hypothesis: that “the immune system
needs to tangle with microbes when we are young…. despite what our
mothers told us, cleanliness sometimes leads to sickness” (Leslie, 2012, p.
1428). Children may be overprotected from viruses and bacteria,
especially in modern nations. In their concern about hygiene, parents
prevent exposure to minor infections, germs, and family pets that would
strengthen their child’s immunity. As you remember, this is suggested as
the reason for the increases in all allergies as well as asthma (Liu, 2015).

This hypothesis is supported by data showing that:

1. first-born children develop asthma more often than later-born ones;
2. asthma and allergies are less common among farm-dwelling children;

and
3. children born by cesarean (very sterile) have a greater incidence of

asthma.

Remember the microbiome — the many bacteria within our bodies. Some
microbes in the lungs affect asthma (Singanayagam et al., 2017).
Accordingly, changing the microbiome — via diet, drugs, or exposure to
animals — may treat asthma. However, asthma has multiple, varied causes
and types; no single treatment will help everyone.

WHAT HAVE YOU LEARNED?

1. How does growth during middle childhood compare with growth earlier or
later?
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2. Why is middle childhood considered a healthy time?

3. How does physical activity affect a child’s education?

4. What are several reasons why some children are less active than they should
be?

5. What are the short-term and long-term effects of childhood obesity?

6. Why is asthma more common now than it once was?
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Brain Development
As already mentioned many times, the most important part of the

maturation process for children is in the brain, which enables the entire
body to function. As you remember from Chapter 8, the child’s brain
develops better connections between its various parts every year. This
process continues during middle childhood.

VIDEO ACTIVITY: Brain Development: Middle Childhood depicts the changes
that occur in a child’s brain from age 6 to age 11.

One of the distinguishing traits of humans is that the brain is not fully
mature until about age 25, which enables all of the cognitive and
psychosocial aspects of development in middle childhood described in the
next two chapters. Sadly, children born far too early (under 27 weeks),
who escape any obvious brain malfunction, may still have subtle signs of
brain abnormalities that impair motor skills (Bolk et al., 2018).

Brains and Motion
Body movement improves intellectual functioning and vice versa. How
could this be? A review of the research suggests several possible
mechanisms, including direct benefits for cerebral blood flow and
neurotransmitters as well as indirect results from better moods (Singh et
al., 2012). Those better moods themselves loop back to more body
movement.
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Many studies have found that children’s brains benefit from physical
exercise (Voelcker-Rehage et al., 2018). This can be quite specific: One
study found that for boys (not girls), the size of the hippocampus
correlated with sports activities (Gorham et al., 2019).

While sports and aerobic exercise may directly affect brain structures,
movement of every part of the body, in fine and gross motor skills, can
foster learning. Children learn by doing and then express what they know
by moving. This is part of a concept called embodied cognition, the idea
that thinking is connected to body movement (Pexman, 2017).

Remember that the study of music and arts education also had a control
group. Their abilities improved over the two years, as you would expect,
but not as much as the children in the more active learning groups.
Moreover, IQ scores, which are thought to reflect brain functioning, also
rose in the active groups (Jaschke et al., 2018).

In another example, the physical act of handwriting helps children learn to
read (James, 2017). This has implications for students at every level:
Taking a screen shot, or printing out a PowerPoint slide, is less useful than
writing out the assignment.
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Typical 7-Year-Old?     In many ways, this boy is typical. He likes video games and school,
he usually appreciates his parents, and he gets himself dressed every morning. This photo
shows him using blocks to construct a design to match a picture, one of the ten kinds of
challenges that comprise the WISC, a widely used IQ test. His attention to the task is not
unusual for children his age, but his actual performance is more like that of an older child.
That makes his IQ score significantly above 100.

Paying Attention
As you remember, one specific aspect of executive control is the ability to
inhibit some impulses to focus on others. Neurological advances allow
children to pay special heed to the most important elements of their
environment. Selective attention, concentrating on some stimuli while
ignoring others, improves markedly at about age 7.

Selective attention is partly the result of brain maturation, but it is also
greatly affected by experience, particularly active play. School-age
children not only notice various stimuli (which is one form of attention)
but also select appropriate responses when several possibilities conflict
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(Wendelken et al., 2011). In kickball, soccer, basketball, and baseball, it is
crucial to attend to the ball, not to dozens of other stimuli.

For example, in baseball, young batters learn to ignore the other team’s
attempts to distract them; fielders start moving into position as soon as the
bat connects; and pitchers adjust to the height, handedness, and past
performance of the person at bat. Another physical activity that seems to
foster executive function is karate, which requires inhibition of some
reactions in order to execute others (Alesi et al., 2014).

Reaction Time
Physical play combined with brain maturation improves reaction time,
which is how long it takes to respond to a stimulus. Preschoolers are
sometimes frustratingly slow in putting on their pants, eating their cereal,
throwing a ball. Reaction time is reduced every year of childhood, thanks
to increasing myelination. As a result, older children can react more
quickly.

reaction time
The time it takes to respond to a stimulus, either physically (with a reflexive movement
such as an eyeblink) or cognitively (with a thought).

Skill at games is an obvious example, from scoring on a video game, to
swinging at a pitch, to kicking a soccer ball toward a teammate — timing
on all of these improve every year from age 6 to 11, depending partly on
practice, partly on body growth, and partly on brain connections.

Measuring the Mind
In ancient times, if adults were strong and hardworking, they were solid
members of the community. A child needed to be well fed, protected from
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injury, and tended to when sick in order to grow into a capable adult. No
one was singled out if they could not think quickly, read well, or sit still.
Those who had an obvious impairment, such as being blind or deaf,
received special care; no need for diagnosis.

Over the centuries, however, humans have placed more value on brain
functioning. Books were printed, making reading important; money was
exchanged, so calculating was needed; voters chose leaders instead of
kings inheriting kingdoms. All of this required learning. It became evident
that some people were much better at reading, at math, at analysis.
Schools were built, and some students learned more quickly than others.

The slower ones struggled and quit, but adults wanted to know whether
they did so because of lack of effort (they could be beaten or forced to
stand in a corner wearing a dunce cap) or because their brains made them
inherently incapable of learning. It became important to measure
intelligence.

Aptitude, Achievement, and IQ
The potential to master a specific skill or to learn a certain body of
knowledge is called aptitude. A child might have the intellectual aptitude
to be a proficient reader, for instance, even though that child has not
learned to read or write. Some children have the potential to become a
talented athlete, artist, architect, and so on. Most aptitudes are not
developed, since motivation and opportunity (or some would say, money
and luck) are needed as well.

Aptitude is distinct from achievement, which is what is actually mastered.
For children, academic achievement is measured by comparing that child
with expected accomplishments at each grade. As you remember, children
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should be able to walk at 1 year, scribble with a marker at 2 years, and
catch a ball at 4 years (depending on the size of the ball). These are
achievements of motor skills; the same principle underlies achievement of
brain skills.

Yes, But…     Measuring anything is biased! The assumption is that whatever is measured is
important.

Thus, a child who is at a second-grade reading level might actually be in
the second grade, but it is just as likely for that child to be in the first or
third grade. If that second-grade reader is 9 years old and therefore should
be reading at the fourth-grade level, then something is amiss — perhaps
with aptitude. That reasoning led to IQ tests, to find out whether low
achievement was caused by low aptitude or something else.
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People assumed that, for intelligence, one general aptitude — often
referred to as g (general intelligence) — could be assessed by answers to
a series of questions (vocabulary, memory, and so on). The number of
correct answers was compared to the average for children of a particular
age to compute an IQ, thought to measure brain functioning (Spearman,
1927).

g (general intelligence)
The idea of g assumes that intelligence is one basic trait, underlying all cognitive abilities.
According to this concept, people have varying levels of this general ability.

Scores on IQ tests correlated with school achievement: Children with high
IQs were able to perform at above grade level, because their intellectual
potential enabled them to learn quickly. On the other hand, a low IQ score
indicated that a child did not have the aptitude to be a quick learner.
People with psychological disorders such as schizophrenia or obsessive-
compulsive disorder tend to have lower average IQ scores, because their
brains do not process ideas as quickly or as well as other people’s brains
(Abramovitch et al., 2018).

The original IQ tests were developed by Alfred Binet in France at the
beginning of the twentieth century. He sought a way to distinguish
children who were unable to learn as fast as other children. Thanks to
Binet, such children were no longer beaten and shamed. The test he
developed has been revised many times and is now called the Stanford-
Binet Intelligence Scale.

An American, David Wechsler, also developed intelligence tests in the
twentieth century. Because he recognized the importance of maturation,
Wechsler developed different tests for young children, older children, and
adults, specifically the WIPPSI (Wechsler Preschool and Primary Scale of
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Intelligence), the WISC (Wechsler Intelligence Scale for Children), and
the WAIS (Wechsler Adult Intelligence Scale). Each of these tests has five
indicators of Verbal Intelligence (including vocabulary, math problems,
and logic) and five indicators of Performance Intelligence (puzzles,
pictures with something missing, and so on).

Calculating IQ
Originally, IQ (intelligence quotient) tests produced a number that was
literally a quotient: Mental age (the average age of those who answered a
specific number of questions correctly) was divided by the actual age of a
person taking the test. The answer from that division (the quotient) was
multiplied by 100. An IQ of 100 was exactly average, because when
mental age was the same as chronological age, the quotient was 1, and 1 ×
100 = 100.

Thus, if the average 9-year-old answered, say, exactly 60 questions
correctly, then everyone who got 60 questions correct — no matter what
their chronological age — would have a mental age of 9. Obviously, for
children whose mental age was the same as their chronological age (such
as a 9-year-old who got 60 questions right), the IQ would be 100 (9 ÷ 9 =
1 × 100 = 100), exactly average.

If a 6-year-old answered the questions as well as a typical 9-year-old, the
score would be 9 ÷ 6 × 100, or 133. If a 12-year-old answered only 60
questions correctly, the IQ would be 75 (9 ÷ 12 × 100). The current
method of calculating IQ is more complex, but the basic idea is the same:
g is calculated based on the average mental age of people of a particular
chronological age. (See Figure 11.3.)
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FIGURE 11.3

In Theory, Most People Are Average     Almost 70 percent of IQ scores fall
within the “average” range. Note, however, that this is a norm-referenced test. In
fact, actual IQ scores have risen in many nations; 100 is no longer exactly the
midpoint. Furthermore, in practice, scores below 50 are slightly more frequent
than indicated by the normal curve (shown here) because severe disability is the
result not of normal distribution but of genetic and prenatal factors.

Description
The graph is a symmetrical bell-shaped curve that peaks in the middle and
curves evenly on both sides. IQ scores are ticked on the horizontal axis.
Within each section is the percentage of a population expected to score in that
range, as follows:40 to 55 (0.14%) - moderate to severe disability55 to 70
(2.13%) - mild intellectual disability70 to 85 (13.6%) - below average85 to
115 (68.26%) - average115 to 130 (13.6%) - above average130 to 145
(2.13%) - gifted145 to 160 (0.14%) - genius
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 Observation Quiz: If a person’s IQ is 110, what category are they in? (see
answer, page 296) 

Plasticity and Intelligence
You have probably already spotted the underlying problem with the
assumptions about mental age. Intelligence is much more plastic than
people once thought. This is particularly apparent for brain development
in childhood, but it also may be true in adulthood (Glenn et al., 2018;
Patton et al., 2019).

Aptitude is not a fixed characteristic, present at birth, that determines how
much a person can learn or whether an individual can become an artist or
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architect. Young children with a low IQ can become above average or
even gifted adults, like my nephew David (discussed in Chapter 1).

An added complication is the relationship between intelligence and
creativity. A child who scores very high on IQ tests qualifies as gifted, but
how that aptitude leads to achievement depends on another trait that
differs among people. Some are divergent thinkers, who find many
solutions and even more questions for every problem, and others are
convergent thinkers, who quickly find one, and only one, correct answer
for every problem.

Many Intelligences
Since scores change over time (see A View from Science), IQ tests are
much less definitive than they were once thought to be, but aptitude
remains a useful concept. Every human has a mix of aptitudes and
abilities. Some aptitudes are nurtured, and they may become notable
achievements; some aptitudes are never developed.

A VIEW FROM SCIENCE

The Flynn Effect
The average IQ scores of more than 30 nations has risen substantially every decade
for the past century. This phenomenon is called the Flynn effect (Pietschnig &
Voracek, 2015; Trahan et al., 2014).

Flynn effect
The rise in average IQ scores that has occurred over the decades in many nations.

When James Flynn first suggested in the 1980s that the IQ scores had risen
throughout the twentieth century, critics said he did not understand the data and was
misled by biased samples. Some added that if Flynn had realized the strong genetic
inheritance of IQ, and if he recognized how genes are passed from one generation to
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the next, he would know that grandchildren could not be much smarter than their
grandparents.

In the past half-century, those critics have been silenced, as hundreds of studies
found rising scores in nation after nation. Most of those studies have been in
industrialized nations of Europe because the longitudinal, large-scale, valid
comparisons are difficult, but the Flynn effect is also evident in poorer nations. For
instance, a study in Kenya found that scores on the Raven’s matrix (supposed to be
culture-free) increased from 12.8 to 17.3 over a 14-year period (Daley et al., 2003).

Scientists no longer question whether the Flynn effect exists; they ask why it does.
Better education? Better nutrition? Better medical care? More widespread
information from newspapers, television, the Internet?

The Flynn effect is more apparent for women than for men, and in southern Europe
more than northern Europe, as nutrition and education improved (D. Weber et al.,
2017). Rising average IQs are less apparent for upper-class European men. The
suggestion is that even in the early-twentieth century, most of them had good
nutrition, education, and opportunity.

Once those benefits are available to everyone, IQ will stabilize. In fact, in the most
advanced nations of northern Europe, recent evidence suggests that the Flynn effect
may be moving in the other direction, decreasing over time (Pietschnig & Voracek,
2015).

The fact that IQ scores vary by social conditions has changed perceptions. Most
psychologists now agree that the brain is like a muscle, affected by mental exercise
— which often is encouraged or discouraged by the social setting. This is proven in
language and music (brains literally grow with childhood music training), and it is
probably true in other domains (Moreno et al., 2015; Zatorre, 2013).

Both speed and memory are crucial for g, and they are affected by experience,
evident in the Flynn effect. Moreover, every test of intelligence is designed to
measure what is considered to be intelligence within that culture.

Think of someone you believe to be very smart, and then ask yourself whether
someone in an entirely different context (a rural village, for instance) would also
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think that person to be smart. When I ask myself that question, I realize how proud I
am of my intellectual ability. Some humility is needed.

An ongoing debate is whether g exists, and thus whether any single test
can measure the complexities of the human brain. People may inherit and
develop many abilities, some high and some low (e.g., Q. Zhu et al.,
2010).

Two leading developmentalists (Robert Sternberg and Howard Gardner)
are among those who believe that humans have multiple intelligences, not
just one. Sternberg originally described three kinds of intelligence:
analytic, creative, and practical (Sternberg, 2008; Gardner, 2011).
Children who are unusually creative, or very practical, may not be the best
students in school, but they may flourish later on. [Life-Span Link: This
is explained more in Chapter 21.]

multiple intelligences
The idea that human intelligence is composed of a varied set of abilities rather than a
single, all-encompassing one.

Gardner originally described seven intelligences: linguistic, logical-
mathematical, musical, spatial, bodily-kinesthetic (movement),
interpersonal (social understanding), and intrapersonal (self-
understanding), each associated with a particular brain region (Gardner,
1983). He subsequently added an eighth (naturalistic: understanding
nature, as in biology, zoology, or farming) and a ninth
(spiritual/existential: thinking about life and death) (Gardner, 1999, 2006;
Gardner & Moran, 2006).
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A Gifted Child     Gardner believes every person is naturally better at some of his nine
intelligences, and then the social context may or may not appreciate the talent. In the twenty-
first century, verbal and mathematical intelligence is usually prized far more than artistic
intelligence, but Georgie Pocheptsov was drawing before he learned to speak. The reason is
tragic: His father suffered and died of brain cancer when Georgie was a toddler, and his
mother bought paints and canvases to help her son cope with his loss. By middle childhood
(shown here), Pocheptsov was already a world-famous artist. Now as a young adult his works
sell for hundreds of thousands of dollars — often donated to brain tumor research.

 Especially for Teachers: What are the advantages and disadvantages of
using Gardner’s nine intelligences to guide your classroom curriculum? (see
response, page 296)
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Although everyone has some of all nine intelligences, Gardner believes
that each individual excels in particular ones. For example, someone
might be gifted spatially but not linguistically (a visual artist who cannot
describe her work) or might have interpersonal but not naturalistic
intelligence (an astute clinical psychologist whose houseplants die).

Schools, cultures, and families dampen or expand particular intelligences.
If two children are born with creative, musical aptitude, the child whose
parents are musicians is more likely to develop musical intelligence than
the child whose parents are tone-deaf. Gardner (2011) believes that
schools often are too narrow, teaching only some aspects of intelligence
and thus stunting children’s learning.

Scanning the Brain
Another way to indicate aptitude is to measure the brain directly. In
childhood, brain scans do not correlate with IQ scores (except for children
with abnormally small brains), but they do later on (Brouwer et al., 2014).
Brain scans can measure activity (reaction time, selective attention,
emotional excitement) or the size of various brain areas, but they are not
accurate in diagnosing cognitive disorders in childhood (Goddings &
Giedd, 2014).

Neuroscientists and psychologists agree, however, on four generalities:

1. Brain development depends on experiences. Thus, a brain scan is
accurate only at the moment, not for the future.

2. Dendrites form and myelination changes throughout life. Middle
childhood is crucial, but developments before and after these years
are also significant.

3. Children with disorders often have unusual brain patterns, and
training may change those patterns. Normal variation means that
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diagnosis and remediation based on brain patterns are far from
perfect.

4. Each brain functions in a particular way, a concept called
neurodiversity. Diverse neurological patterns are not necessarily
better or worse; they are simply different, an example of the
difference is not deficit idea explained first in Chapter 1 (Kapp et al.,
2013).

neurodiversity
The idea that each person has neurological strengths and weaknesses that should be
appreciated, in much the same way diverse cultures and ethnicities are welcomed.
Neurodiversity seems particularly relevant for children with disorders on the autism
spectrum.

WHAT HAVE YOU LEARNED?

1. What is the difference between selective attention and quick reaction time?

2. Why were intelligence tests originally developed?

3. What are the arguments for and against g?

4. Are aptitude and achievement distinct ideas, or are they part of the same trait?

5. How might the concept of multiple intelligences be useful in school?
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Children with Special Brains
and Bodies

Developmental psychopathology links typical with atypical
development, especially when the atypical development results in special
needs (Cicchetti, 2013b; Hayden & Mash, 2014). This topic is relevant
lifelong because “[e]ach period of life, from the prenatal period through
senescence, ushers in new biological and psychological challenges,
strengths, and vulnerabilities” (Cicchetti, 2013b, p. 458).

developmental psychopathology
The field that uses insights into typical development to understand and remediate
developmental disorders.

Most disorders are comorbid, which means that more than one problem is
evident in the same person. Comorbidity is now considered “the rule,
rather than the exception” (Krueger & Eaton, 2015, p. 27). Turning points,
opportunities, and past influences are always apparent. Many people of
every age have differences that do not meet a diagnostic threshold but that
nonetheless impact their lives, making other problems more likely.

comorbid
Refers to the presence of two or more unrelated disease conditions at the same time in the
same person.

At the outset, four general principles should be emphasized.

1. Abnormality is normal, meaning that everyone has some aspects of
behavior that are unusual. The opposite is also true: Everyone with a
diagnosed disorder is, in many respects, like everyone else.

2. Disability changes year by year (Clark et al., 2017). A severe
childhood disorder may become insignificant, but a minor problem
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may become disabling. Some children with significant disabilities
(e.g., blindness) become productive adults. Conversely, some
conditions (e.g., conduct disorder) become more disabling.

3. Plasticity and compensation are widespread. Many conditions,
especially those that originate in the brain, seem to disappear with age
and treatment (Livingston & Happé, 2017).

4. Diagnosis and treatment reflect the social context. Each individual
interacts with the surrounding settings — including family, school,
community, and culture — which modify, worsen, cause, or eliminate
psychopathology.

DSM-5 (the fifth edition of the Diagnostic and Statistical Manual of
Mental Disorders, published by the American Psychiatric Association in
2013) is used as a reference here. However, the cutoff between what is and
what is not a disorder varies (Clark et al., 2017). Because of the four
principles above, it is not always obvious whether a particular child has a
disorder or not.

DSM-5 is only one set of criteria — the World Health Organization has
another (ICD-11); some experts use a third (RDoC) for research.
Psychiatrists are discussing DSM-6, which again will redefine various
disorders (Clark et al., 2017).

Many Causes, Many Symptoms
To help children with special needs, it is helpful to know what caused their
differences. Perhaps a child has a chemical imbalance that might be
corrected with a drug, or perhaps a parent or a school has exacerbated a
small vulnerability into a huge disorder, or perhaps an inherited physical
weakness requires targeted exercise. Finding the appropriate cause and
treatment, however, is more complex than it appears.
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Expressing Surprise You would be surprised as Vincent Saporita was when he was named
Teacher of the Year in Huntington Beach, California. But you might not express your surprise
as he did. His students are hearing impaired, so he has learned to use gestures to express
emotions.

One cause can have many final manifestations, a phenomenon called
multifinality (many final forms). The opposite is also apparent: One
symptom can result from several different causes, a phenomenon called
equifinality (equal in final form). Thus, a direct line from cause to
consequence cannot be drawn with certainty.

multifinality
A basic principle of developmental psychopathology which holds that one cause can have
many (multiple) final manifestations.
equifinality
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A basic principle of developmental psychopathology which holds that one symptom can
have many causes.

For example, in multifinality, an infant who has been flooded with stress
hormones may become a child who is hypervigilant or irrationally placid,
may be easily angered or quick to cry, or may not be affected. Or in
equifinality, a child who does not talk may have autism or hearing
impairment, be electively mute or pathologically shy.

To illustrate the complexities in psychopathology, we discuss three
disorders: attention-deficit/hyperactivity disorder (ADHD), specific
learning disorders, and autism spectrum disorder (ASD). The general
principles illustrated by these three apply to everyone. We all have quirks
and oddities.

Attention-Deficit/Hyperactivity Disorder
Someone with attention-deficit/hyperactivity disorder (ADHD) is
inattentive, active, and impulsive. DSM-5 says that symptoms must start
before age 12 (in DSM-IV it was age 7) and must impact daily life. (DSM-
IV said impair, not merely impact.)

attention-deficit/hyperactivity disorder (ADHD)
A condition characterized by a persistent pattern of inattention and/or by hyperactive or
impulsive behaviors; ADHD interferes with a person’s functioning or development.

Partly because the definition now includes older children, the rate of
children diagnosed with ADHD has increased worldwide (Polanczyk et
al., 2014). In 1980, about 5 percent of all U.S. 4- to 17-year-olds were
diagnosed with ADHD; more recent rates are 8 percent of 4- to 11-year-
olds, and 14 percent of 12- to 17-year-olds (G. Xu et al., 2018).
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Every young child is sometimes inattentive, impulsive, and active,
gradually settling down with maturation. However, those with ADHD “are
so active and impulsive that they cannot sit still, are constantly fidgeting,
talk when they should be listening, interrupt people all the time, can’t stay
on task, … accidentally injure themselves.” All of this makes them
“difficult to parent or teach” (Nigg & Barkley, 2014, p. 75).

Because many adults are upset by children’s moods and actions, and
because any physician can write a prescription to quiet a child, thousands
of U.S. children may be too readily diagnosed and medicated. But,
because many parents do not recognize that their child needs help, and
many adults are suspicious of drugs and psychologists (Moldavsky &
Sayal, 2013; Rose, 2008), thousands of children may suffer needlessly.
This dilemma is explored in Opposing Perspectives.

OPPOSING PERSPECTIVES

Drug Treatment for ADHD and Other
Disorders
Many child psychologists believe that the public discounts the devastation and lost
learning that occur when a child’s serious disorder is not recognized or treated. On
the other hand, many parents are suspicious of drugs and psychotherapy, so they
avoid recommended treatment (Gordon-Hollingsworth et al., 2015).

In the United States, a non-Hispanic White child is more likely to be diagnosed with
ADHD than is a non-Hispanic Black child. As for Hispanic children, their rates of
diagnosed ADHD are much lower than non-Hispanic children of any race (G. Xu et
al., 2018). What do you make of these ethnic differences? Do they reflect prejudice,
poverty, genes, or culture?

The question of proper diagnosis and treatment is controversial among experts as
well. A leading book argues that drug companies and doctors are far too quick to
push pills, making ADHD “by far, the most misdiagnosed condition in American
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medicine” (Schwarz, 2016, p. 2). A critical review of that book notes a failure to
mention the millions of people who “have experienced life-changing, positive
results” from treatment — including medication (Zametkin & Solanto, 2017, p. 9).

In the United States, more than 2 million people younger than 18 take prescription
drugs to regulate their emotions and behavior. The rates are about 14 percent for
teenagers (Merikangas et al., 2013), about 10 percent for 6- to 11-year-olds, and less
than 1 percent for 2- to 5-year-olds (Olfson et al., 2010). Most children in the United
States who are diagnosed with ADHD are medicated; in England and Europe, less
than half are (Polanczyk et al., 2014).

In China, psychoactive medication is rarely prescribed for children: A child with
ADHD symptoms is thought to need correction, not medication (Yang et al., 2013).
In Africa, an inattentive, overactive child is more likely to be beaten than sent to a
psychiatrist. Wise or cruel?

The most common drug for ADHD is Ritalin (methylphenidate), but at least 20 other
psychoactive drugs are prescribed for children to treat depression, anxiety,
intellectual disability, autism spectrum disorder, disruptive mood dysregulation
disorder, and many other conditions. Some parents welcome the relief that drugs
may provide; others refuse to medicate their children because they fear later
consequences.

Children with ADHD, with or without medication, are more likely to have
psychological and substance abuse problems in adulthood. Those comorbid aspects
should be attributed to the underlying cause, not to the medication, which seems to
reduce, but not erase, the likelihood of later problems (Uchida et al., 2018).

A meta-analysis finds that medication is likely to help when it is combined with
cognitive-behavioral therapy, but also that ADHD is not one simple disorder but a
condition that varies from one child, one context, and one nation to another. Thus, no
particular drug, and no particular therapy, works for every child (López-Pinar et al.,
2018).

Some research finds a correlation between medicating children and the rate of
mental illness in adulthood (Moran et al., 2015). On the other hand, one expert
argues that if children with ADHD are not diagnosed and treated, that increases
another outcome — prison. This may be particularly likely for African American
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boys who are disruptive. If they are punished, not treated, for ADHD symptoms,
they may enter the “school-to-prison pipeline” (Moody, 2016).

All professionals agree that finding the best drug at the right strength is difficult, in
part because each child’s genes and personality are unique, and in part because
children’s weight and metabolism change every year. Given that, why are most
children who are prescribed psychoactive drugs seen only by a general practitioner
who does not follow up on dose and outcome (Patel et al., 2017)? Do pharmaceutical
companies mislead parents about the benefits and liabilities of ADHD drugs?

Most professionals believe that contextual interventions (instructing caregivers and
schools on child management, changing the diet, increasing outdoor play,
eliminating screens) should be tried before drugs. Good advice, but not easy to take
if a parent or teacher is trying to manage an overactive, disruptive child every day.

Genes, culture, health care, education, religion, and stereotypes all affect ethnic and
economic differences. As two experts explain, “disentangling these will be
extremely valuable to improving culturally competent assessment in an increasingly
diverse society” (Nigg & Barkley, 2014, p. 98). Given the emotional and practical
implications of that tangle, opposing perspectives are not surprising.

In general, three problems are apparent.

Misdiagnosis. If ADHD is diagnosed when another disorder is the
problem, treatment might make the problem worse (Miklowitz &
Cicchetti, 2010). Many psychoactive drugs alter moods, so a child
with disruptive mood dysregulation disorder might be harmed by
ADHD medication.
Drug abuse. Although drugs may be therapeutic for true ADHD
cases, some adolescents want an ADHD diagnosis in order to obtain
amphetamines legally (McCabe et al., 2014). Parents or teachers may
also overuse medication to quiet children.
Typical behavior considered pathological. If a child’s activity,
impulsiveness, and curiosity are diagnosed as ADHD, that child’s
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exuberance and self-confidence may suffer.

“Typical considered pathological” is one interpretation of data on 378,000
children in Taiwan, a Chinese nation whose rates of ADHD are increasing
(M.-H. Chen et al., 2016). Boys who were born in August, and hence
entered kindergarten when they had just turned 5, were diagnosed with
ADHD at the rate of 4.5 percent, whereas boys born in September, starting
kindergarten when they were almost 6, were diagnosed at the rate of 2.8
percent.

Diagnosis for these Chinese boys typically occurred years after
kindergarten, but August birthday boys were at risk throughout their
school years. (See Figure 11.4.) The data suggest that a year of maturation
would have reduced the rate of ADHD by a third.

FIGURE 11.4
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One Month Is One Year     In the Taiwanese school system, the cutoff for kindergarten is
September 1, so some boys enter school a year later because they were born a few days later.
Those who are relatively young among their classmates are less able to sit still and listen.
They are twice as likely to be given drugs to quiet them down.

Data from M.-H. Chen et al., 2016.

Description
The graph shows the diagnosis rate and the medication rate of the boys with
August birthdays and boys with September birthdays. The approximate data
summarized in the graph are as follows: Boys with August birthdays –
Diagnosis rate - 4.5; Medication rate - 3.2; Boys with September birthdays -
Diagnosis rate - 2.8; Medication rate - 1.9.
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 Observation Quiz: This chart also shows medication rate. Are those August
birthdays more likely to be medicated than the September birthdays? (see
answer, page 296) 

The example in Taiwan highlights another concern. For ADHD diagnosis,
one source reported that “boys outnumber girls 3-to-1 in community
samples and 9-to-1 in clinical samples” (Hasson & Fine, 2012, p. 190).
(Clinical samples are those children whose ADHD receives ongoing
profession care.) Could typical boy activity be troubling to mothers and
teachers? Could that be the reason for this male/female ratio?

Specific Learning Disorders
The DSM-5 diagnosis of specific learning disorders now includes
problems in both perception and information processing that cause low
achievement in reading, math, or writing (including spelling)
(Lewandowski & Lovett, 2014). Differences in these areas undercut
academic achievement, destroy self-esteem, and qualify a child for special
education (according to U.S. law) or formal diagnosis (according to DSM-
5).

specific learning disorder
A marked deficit in a particular area of learning that is not caused by an apparent physical
disability, by an intellectual disability, or by an unusually stressful home environment.
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The most commonly diagnosed learning disorder is dyslexia — unusual
difficulty with reading. Historically, some children with dyslexia figured
out themselves how to cope — as did Hans Christian Andersen and
Winston Churchill.

dyslexia
Unusual difficulty with reading; thought to be the result of some neurological
underdevelopment.

Early theories hypothesized visual difficulties — for example, reversals of
letters (reading god instead of dog) and mirror writing (b instead of d) —
as causing dyslexia. That hypothesis was tested and found not to be the
usual explanation. Instead, dyslexia more often originates with speech and
hearing difficulties (Gabrieli, 2009; Swanson, 2013). Language
development in the early years correlates with reading development later
on.

Happy Reading     Those large prism glasses keep the letters from jumping around on the
page, a boon for this 8-year-old French boy. Unfortunately, each child with dyslexia needs
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individualized treatment: These glasses help some, but not most, children who find reading
difficult.

Another common learning disorder is dyscalculia, unusual difficulty with
math. For example, when asked to estimate the height of a normal room,
second-graders with dyscalculia might answer “200 feet,” or, when shown
both the 5 and 8 of hearts from a deck of playing cards and asked which is
higher, schoolchildren might use their fingers to count the hearts on each
card (Butterworth et al., 2011).

dyscalculia
Unusual difficulty with math, probably originating from a distinct part of the brain.

Although learning disorders can appear in any skill, DSM-5 recognizes
only dyslexia, dyscalculia, and one more — dysgraphia, difficulty in
writing. Few children write neatly at age 5, but practice allows most
children to write easily and legibly by age 10.

Autism Spectrum Disorder
Autism was once a rare disorder affecting fewer than 1 in 1,000 children,
who exhibited “an extreme aloneness that, whenever possible, disregards,
ignores, shuts out anything … from the outside” (Kanner, 1943). Children
with autism were usually nonverbal and severely impaired. They were
usually institutionalized, and they died young.

VIDEO: Current Research into Autism Spectrum Disorder explores why the
causes of ASD are still largely unknown.
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That is no longer true. The defining symptom is still impaired social
interaction, making children with autism less adept at conversion, at social
play, and at understanding emotions. Theory of mind (explained in
Chapter 9) develops much later, even if general executive function skills
remain (Jones et al., 2018).

However, far more children and adults have signs of autism than once was
suspected. Now, in the United States, among all 3- to 17-year-olds, an
estimated 1 child in every 36 has been diagnosed as having ASD (Xu et
al., 2019).

Accordingly, DSM-5 has changed the terminology from autism to autism
spectrum disorder (ASD). People “on the spectrum” may have a mild,
moderate, or severe form. Asperger’s syndrome (people who are highly
verbal but socially inept) was once considered a separate disorder; now
Asperger’s is part of that spectrum.

autism spectrum disorder (ASD)
A developmental disorder marked by difficulty with social communication and interaction
— including difficulty seeing things from another person’s point of view — and restricted,
repetitive patterns of behavior, interests, or activities.

Many scientists are searching for biological ways to detect autism early in
life, perhaps with blood tests or brain scans before age 1. At the moment,
behavioral signs are the best we have. ASD signs may appear in early
infancy (no social smile, for example, or less gazing at faces and eyes).

Early diagnosis can produce early treatment, which benefits children and
their parents. Currently, some children improve by age 3; others
deteriorate (Klinger et al., 2014). Some children who were diagnosed with
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autism in early childhood have compensated so well that they are no
longer on the spectrum (Livingston & Happé, 2017).

Not a Cartoon     At age 3, Owen Suskind was diagnosed with autism. He stopped talking and
spent hour after hour watching Disney movies. His father said his little boy “vanished,” as
chronicled in the Oscar-nominated documentary Life Animated. Now, at age 23 (shown here),
Owen still loves cartoons, and he still has many symptoms of autism spectrum disorder.
However, he also has learned to speak and has written a movie that reveals his understanding
of himself, The Land of the Lost Sidekicks.

Remember neurodiversity, the concept that each person’s brain functions
differently? That is apparent with ASD, as those with this disorder seem to
have a mixture of perceptions, abilities, and deficiencies that are unlike
most children. Because of the diverse abilities of these children, adults
should neither be dazzled by their talents nor saddened by their deficits.
Some children with ASD have special talents in art or math. Many score
above average in IQ (MMWR, March 28, 2014).
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The neurodiversity perspective leads to new criticisms of the many
treatments for ASD. When a child is diagnosed with ASD, parental
responses vary from irrational hope to deep despair, from blaming doctors
and chemical additives to feeling guilty for their genes, for their behavior
during pregnancy, or for the circumstances of their child’s birth.

A sympathetic observer describes one child who was medicated with

Abilify, Topamax, Seroquel, Prozac, Ativan, Depakote, trazodone,
Risperdal, Anafranil, Lamictal, Benadryl, melatonin, and the homeopathic
remedy, Calms Forté. Every time I saw her, the meds were being adjusted
again … [he also describes] physical interventions — putting children in
hyperbaric oxygen chambers, putting them in tanks with dolphins, giving
them blue-green algae, or megadosing them on vitamins … usually neither
helpful nor harmful, though they can have dangers, are certainly
disorienting, and cost a lot.

[Solomon, 2012, pp. 229, 270]

Six Hypotheses

THINK CRITICALLY: Many adults are socially inept, insensitive to other
people’s emotions, and poor at communication — might they have been
diagnosed as on the spectrum if they had been born more recently?

Why is autism so much more common than it once was? Two hypotheses
were suggested that now have been proven false. One is that
unaffectionate or unavailable mothers (the so-called “refrigerator
mothers”) caused children to withdraw so far from social interaction as to
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develop autism. Before that idea was proven wrong, thousands of mothers
were blamed.

The other disproven hypothesis was that infant vaccinations caused
autism. Thousands of studies in many nations refute this idea (only one
discredited, fraudulent study backed it), but some parents still refuse to
immunize their children.

The current quest of millions of health professionals is to figure out how
to prevent epidemics of measles and mumps that can harm children
lifelong. A recent article focused on nurses. They are the medical
professionals who are closest to the parents, and thus nurses may be able
to convince parents to immunize their children to stop the resurgence of
childhood diseases (Kubin, 2019).

Four new groups of hypotheses are suggested.

1. One cluster focuses on the environment, such as new chemicals in
food, air, or water.

2. Another cluster considers prenatal influences: More mothers may use
drugs, eat foods with traces of pesticides or hormones, contract
viruses such as some strains of influenza.

3. A third set of hypotheses is that ASD itself has not increased, but
diagnosis has. In 2000 in the United States, education for children
with ASD became publicly funded, so parents may be more willing to
seek a diagnosis and doctors to provide one.

4. Finally, DSM-5 itself may be the reason. Since the definition is
expanded, more children fit the category and more doctors recognize
the symptoms, so children who once were overlooked are now
categorized as having ASD.
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CHAPTER APP 11

 Model Me Going Places 2

RELATED TOPIC:
Autism spectrum disorder and other childhood disorders
IOS:
http://tinyurl.com/y6qj2j27

Model Me Going Places 2 is a social skills aid designed for children with autism
spectrum disorder or other differences, but the tutorials are useful for any child who
needs help building social skills. Six sets of photos with narration demonstrate
appropriate and expected behaviors in public settings, helping children learn about
emotion labels and characterics, as well as cause and effect.

Special Education
The overlap of the biosocial, cognitive, and psychosocial domains is
evident to developmentalists, as is the need for parents, teachers,
therapists, and researchers to work together to help each child. However,
deciding whether a child should be educated differently than other
children is not straightforward, nor is it closely related to individual needs.
Parents, schools, and therapists often disagree.

According to the 1975 Education of All Handicapped Children Act, all
children can learn, and all must be educated in the least restrictive
environment (LRE). This means that children with special needs are
usually educated within a regular class (a practice once called
mainstreaming) rather than restricted to a special class.

least restrictive environment (LRE)
A legal requirement that children with special needs be assigned to the most general
educational context in which they can be expected to learn.

http://tinyurl.com/y6qj2j27
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Sometimes a class is an inclusion class, which means that children with
special needs are “included” in the general classroom, with “appropriate
aids and services” (ideally from a trained teacher who works with the
regular teacher).

How It Should Be But Rarely Is     In this well-equipped classroom in Centennial, Colorado,
two teachers are attentively working with three young children, indicating that each child
regularly receives individualized instruction. At this school, students with developmental
disabilities learn alongside typical kids, so the earlier a child’s education begins the better.
Sadly, few nations have classrooms like this, and in the United States, few parents can find or
afford special help for their children. Indeed, most children with special needs are not
diagnosed until middle childhood.

A more strategy is called response to intervention (RTI) (Al Otaiba et
al., 2019; Miciak et al., 2019). First, all children are taught specific skills
— for instance, learning the sounds that various letters make. Then the
children are tested, and those who did not master the skill receive special
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“intervention” — practice and individualized teaching, within the regular
class.

response to intervention (RTI)
An educational strategy intended to help children who demonstrate below-average
achievement in early grades, using special intervention.

After the first round of intervention, the children are tested again, and, if
need be, intervention occurs again. According to the RTI strategy, only
when children do not respond adequately to repeated, focused intervention
are they referred for special education.

At that point, the school proposes an individual education plan (IEP),
ideally designed for the particular child. Unfortunately, educators do not
always know effective strategies, partly because research on remediation
focuses on the less common problems. For example, in the United States
“research funding in 2008–2009 for autistic spectrum disorder was 31
times greater than for dyslexia and 540 times greater than for dyscalculia”
(Butterworth & Kovas, 2013, p. 304).

individual education plan (IEP)
A document that specifies educational goals and plans for a child with special needs.

As Figure 11.5 shows, the proportion of children designated with special
needs in the United States rose from 10 percent in 1980 to 13 percent in
2016. The greatest rise was in children with learning disorders (National
Center for Education Statistics, 2018).
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FIGURE 11.5

Changing Labels     Note that fewer children have intellectual disability but
more have autism. Many experts think that is a change in name, not substance.

Data from McFarland et al., 2018.

Description
Data from the graph for the years 1980-81, 2000-01, and 2015-16 in percent
is as follows. Specific learning disorder: 3.5, 6, 5. Speech or language
impairment: 3, 2.5, 3. Intellectual disability: 2, 1.5, 1. Emotional disturbance:
1, 1.2, 1. Developmental delay: 0.1, 0.2, 1. Autism spectrum disorder: 0.2,
0.3, 1. Hearing impairments: 0.3, 0.3, 0.3. Visual impairments: 0.2, 0.2, 0.2.
Orthopedic impairment: 0.2, 0.3, 0.2. Traumatic brain injury: 0.1 for the year
1980-81. Multiple disabilities: 0.3, 0.7, 0.7. Other health impairment
(asterisk): 0.3, 0.5, 1.5. Total: 10, 11.5, 13. The text below reads, Data from
McFarland et al., 2018. The asterisk reads, Other health impairments include
having limited strength, vitality, or alertness due to chronic or acute health
problems such as a heart condition, tuberculosis, rheumatic fever, nephritis,
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asthma, sickle cell anemia, hemophilia, epilepsy, lead poisoning, leukemia, or
diabetes.

The U.S. school system designates more children as having special needs
than does any other nation: Whether or not this is a reason for national
pride depends on whether one considers special education a benefit to
children, to parents, or to teachers.

How many children really need special education? Some U.S. experts fear
that neurodiversity, RTI, and inclusion may limit help for children with
special needs. If everyone is special, will that prevent help for children
who desperately need it (Kauffman et al., 2017)? (See A Case to Study.)

A CASE TO STUDY
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The Gifted and Talented
Usually chapters focus on one case to study, but one lesson is apparent from all
children with special needs: They vary among themselves a great deal. A diagnosis
does not signify that all children with the same label have the same needs, or that
they all need the same remediation.

To illustrate this point, we highlight another group of children who are sometimes
thought to require special education, those who are unusually gifted and talented.
Such children are so diverse that it seems best to describe several such children.

Historically, parents taught such children themselves or hired a special coach or
tutor. For example, Mozart composed music at age 3 and Picasso created works of
art at age 4. Both boys had fathers who recognized their talent. Mozart’s father
transcribed his earliest pieces and toured Europe with his gifted son; Picasso’s father
removed him from school in second grade so that he could create all day.

Although intense early education nourished their talent, neither Mozart nor Picasso
had a happy adult life. Mozart had a poor understanding of math and money. He had
six children, only two of whom survived infancy, and he died in debt at age 35.
Picasso regretted never fully grasping how to read or write. He married at age 17 and
had a total of four children by three women.

When school attendance became universal about a century ago, gifted children were
allowed to skip early grades and join other children of the same mental age, not their
chronological age. Many accelerated children never learned how to get along with
others. As one woman remembers:

Nine-year-old little girls are so cruel to younger girls. I was much smaller than them, of
course, and would have done anything to have a friend. Although I could cope with the
academic work very easily, emotionally I wasn’t up to it. Maybe it was my fault and I
was asking to be picked on. I was a weed at the edge of the playground.

[Rachel, quoted in Freeman, 2010, p. 27]

Calling herself “a weed” suggests that Rachel never overcame her conviction that
she was less cherished than the other children. Her intellectual needs may have been
met by skipping two grades, but her emotional and social needs were severely
neglected.
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My own father skipped three grades, graduating from high school at age 14. Because
he attended a one-room school, and because he was the middle child of five, his
emotional and social needs were met until he began college, where he almost failed
because of his immaturity. He recovered, but some other children do not. A chilling
example comes from:

Sufiah Yusof [who] started her maths degree at Oxford [the leading University in
England] in 2000, at the age of 13. She too had been dominated and taught by her
father. But she ran away the day after her final exam. She was found by police but
refused to go home, demanding of her father in an email: “Has it ever crossed your
mind that the reason I left home was because I’ve finally had enough of 15 years of
physical and emotional abuse?” Her father claimed she’d been abducted and
brainwashed. She refuses to communicate with him. She is now a very happy, high-
class, high-earning prostitute.

[Freeman, 2010, p. 286]

The fate of creative children may be worse than that of intellectually gifted children.
If not given an education that suits them, they joke in class, resist drudgery, ignore
homework, and bedevil their teachers. They may become innovators, inventors, and
creative forces in the future, but they also may use drugs or drop out of school.

They may find it hard to earn a degree or get a steady job because they are eager to
try new things and feel stifled by normal life. Among the well-known creative
geniuses who were less-than-exemplary students were Bill Gates, Richard Branson,
Steve Jobs, and hundreds of thousands of others, probably some of whom you know
personally.

One such person was Charles Darwin, whose “school reports complained unendingly
that he wasn’t interested in studying, only shooting, riding, and beetle-collecting”
(Freeman, 2010, p. 283). At the behest of his physician father, Darwin entered
college to study medicine, but he dropped out.

Without a degree, he began his famous five-year trip around South America at age
22, collecting specimens and developing the theory of evolution — which disputed
conventional religious dogma as only a highly creative person could do.

All of these examples suggest that extraordinary children may become extraordinary
adults, but they bear some problems because of their abilities. As you see, educators



969

are still not sure what the ideal schooling should be for the gifted and talented.

Early Intervention
One conclusion from all of the research on special education is that
diagnosis and intervention often occur too late, or not at all. The numbers
of children in public schools who are designated as needing special
education increase as children grow older, which is the opposite of what
would occur if early intervention were successful. This is apparent in each
of the disorders we have discussed.

Sometimes the current approach is called “wait to fail,” when ADHD and
learning disorders are not diagnosed until a child has been struggling for
years without help for sensory, familial, or cultural problems. As one
expert says, “We need early identification, and…. early intervention. If
you wait until third grade, kids give up” (Shaywitz, quoted in Stern, 2015,
p. 1466).

A similar problem occurs with autism spectrum disorder. You read that
autism appears in infancy, but children are not usually diagnosed until age
4, on average (MMWR, March 28, 2014). This is long after many parents
have noticed something amiss in their child, and it is years after the most
effective intervention can begin.

Teaching the Gifted and Talented
Children who are unusually gifted are often thought to have special
educational needs, although federal laws in the United States do not
include them as a special category. Instead, each U.S. state selects and
educates gifted and talented children in a particular way. Should children
who are unusually intelligent, talented, or creative be home-schooled,
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skipped, segregated, or enriched? Each of these solutions has been tried
and found lacking.

And Tomorrow?     The education of gifted children is controversial, as is the future of Sunny
Pawar, “just a normal boy” from the slums of Mumbai (shown here at age 8) and also a
talented star in Lion, a 2016 Oscar-nominated film made in Australia. After a worldwide tour
to promote the film, he returned to his one-room home and attends school, where he gets none
of the perks of being a movie star. What next?

Since both acceleration and intense home schooling have led to later social
problems, a third education strategy has become popular, at least in the
United States. Children who are bright, talented, and/or creative — all the
same age but each with special abilities — are taught as a group in their
own separate class. Ideally, such children are neither bored nor lonely;
each is challenged and appreciated by classmates and teachers.

Such classes require unusual teachers — bright and creative, and able to
individualize instruction. For example, a 7-year-old artist may need
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freedom, guidance, and inspiration for magnificent art but also may need
patient, step-by-step instruction in sounding out simple words.

Similarly, a 7-year-old classmate who already reads at the twelfth-grade
level might have immature social skills, so the teacher must find another
child to befriend him or her and then must help both of them share,
compromise, and take turns. The teacher must also engage the child who
is advanced in reading in conversation about books that most children
cannot read until college.

The argument against gifted-and-talented classes is that every child needs
such teachers, no matter what the child’s abilities or disabilities. If each
school district (and sometimes each school principal) hires and assigns
teachers, as occurs in the United States, then the best teachers may have
the most able students, and the school districts with the most money (the
most expensive homes) may have the highest paid teachers. Should it be
the opposite?

High-achieving students are especially likely to have great teachers if the
hidden curriculum includes tracking, putting children with special needs
together, sorting regular classes by past achievement of the students. Most
private or charter schools select only certain students and expel difficult
ones.

Every Child Special?
Mainstreaming, IEPs, and so on were developed when parents and
educators saw that segregation of children with special needs led to less
learning and impaired adult lives. The same may happen if gifted and
talented children are separated from the rest.



972

Some nations (China, Finland, Scotland, and many others) educate all
children together, assuming that all children could become high achievers
if they put in the effort and are guided by effective teachers. Since every
child is special, should every child have special education?

WHAT HAVE YOU LEARNED?

1. What are the four principles of psychopathology?

2. What is the difference between multifinality and equifinality?

3. What is the difference between ADHD and typical child behavior?

4. What are dyslexia, dyscalculia, and dysgraphia?

5. What are the symptoms of autism spectrum disorder?

6. How might the concept of neurodiversity affect treatment for special children?

7. What is the difference between mainstreaming and inclusion?
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Chapter 11 Review

SUMMARY

A Healthy Time

1. Middle childhood is the healthiest period of the entire life span.
Death and disease rates are low, and typically good health habits
protect every part of the body.

2. Physical activity aids health and joy in many ways. Benefits are
apparent in bodies (strength and coordination) and brains (quicker
reaction time, more selective attention). However, children who
most need physical activity may be least likely to have it.

3. Both gross and fine motor skills increase during middle childhood.
One particular way to improve fine motor skills is through art and
music.

4. Worldwide, rates of obesity and asthma are increasing. Children
suffer, particularly if they miss time with friends in school and in
play.

5. International research finds that family habits and national policies
interact to increase or decrease the rate of obesity and asthma.

Brain Development

6. Body movement affects brain maturation through blood flow and
connections between one part of the brain and another.

7. During middle childhood, children gradually become better at
paying attention and at reacting quickly. These are valuable skills
in the classroom, as well as on sports teams. Athletic participation
of all kinds develops the brain as well as the body.
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8. Intellectual aptitude is usually measured with IQ tests, with scores
that can change over time. Achievement is what a person has
actually learned, a product of aptitude, motivation, and opportunity.

9. Critics of IQ testing contend that intelligence is manifested in
multiple ways, which makes g (general intelligence) too narrow
and limited. Gardner describes nine distinct intelligences.

Children with Special Brains and Bodies

10. Developmental psychopathology uses an understanding of typical
development to inform the study of unusual development. Most
disorders are comorbid.

11. Four general lessons apply to psychopathology at every age:
Abnormality is normal; disability changes over time; plasticity and
compensation are common; the social context affects
manifestation, diagnosis, and treatment. Medication should not be
the first response.

12. Children with attention-deficit/hyperactivity disorder (ADHD)
have potential problems in three areas: inattention, impulsiveness,
and activity. DSM-5 recognizes learning disorders, specifically
dyslexia (reading), dyscalculia (math), and dysgraphia
(penmanship).

13. Children on the autism spectrum typically have problems with
social interaction and language. ASD originates in the brain, with
genetic and prenatal influences, but neurodiversity suggests caution
in treatment and analysis.

14. Education of children with special needs targets needed treatment.
Response to remediation is a first step, before a child is formally
adjudicated as a special-needs child.
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KEY TERMS

childhood overweight
childhood obesity
asthma
reaction time
g (general intelligence)
Flynn effect
multiple intelligences
neurodiversity
developmental psychopathology
comorbid
multifinality
equifinality
attention-deficit/hyperactivity disorder (ADHD)
specific learning disorder
dyslexia
dyscalculia
autism spectrum disorder (ASD)
least restrictive environment (LRE)
response to intervention (RTI)
individual education plan (IEP)

APPLICATIONS

1. Compare play spaces and school design for children in different
neighborhoods — ideally, urban, suburban, and rural areas. Note size,
safety, and use. How might this affect children’s health and learning?

2. Parents of children with special needs often consult Internet sources.
Pick one disorder and find 10 Web sites that describe causes and
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educational solutions. How valid, how accurate, and how objective is
the information? What disagreements do you find? How might parents
react to the information provided?

3. Should every teacher be skilled at teaching children with a wide variety
of needs, or should some teachers specialize in particular kinds of
learning difficulties? Ask professors in your education department.
Then ask parents of children with special needs.

4. How inclusive are the elementary schools (public, charter, and private)
in your community? Get data on ethnic, economic, and ability
grouping. Then analyze whether this is best.

Especially For ANSWERS

Response for Medical Professionals (from p. 280): You need to speak to
the parents, not accusingly (because you know that genes and culture have a
major influence on body weight) but helpfully. Alert them to the potential
social and health problems that their child’s weight poses. Most parents are
very concerned about their child’s well-being and will work with you to
improve the child’s snacks and exercise levels.

Response for Teachers (from p. 286): The advantages are that all of the
children learn more aspects of human knowledge and that many children can
develop their talents. Art, music, and sports should be an integral part of
education, not just a break from academics. The disadvantage is that they
take time and attention away from reading and math, which might lead to
less proficiency in those subjects on standardized tests and thus to criticism
from parents and supervisors.

Observation Quiz ANSWERS
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Answer to Observation Quiz (from p. 276): Water bottles, sun visors, and
I.D. badges — although the latter might not be considered a healthy
innovation.

Answer to Observation Quiz (from p. 280): Overall, no. But in some
groups, yes. Rates of obesity among Asian American boys are almost three
times higher than among Asian American girls.

Answer to Observation Quiz (from p. 284): The person is average. Anyone
with a score between 85 and 115 has an average IQ.

Answer to Observation Quiz (from p. 289): Yes, not only overall but also
in response to the diagnosis. When a September birthday boy is diagnosed
with ADHD, he is less likely to be medicated than an August birthday boy
— the opposite of what would be expected if only boys with real problems
were diagnosed.

VISUALIZING DEVELOPMENT

Childhood Obesity Around the World
Obesity now causes more deaths worldwide than malnutrition. Reductions are
possible. A multifaceted prevention effort — including parents, preschools,
pediatricians, and grocery stores — has reduced obesity among U.S. 2- to 5-year-
olds: Overall, the prevalence of obesity among adolescents (20.6%) and
schoolaged children (18.4%) is higher than among preschool-aged children
(13.9%) (Hales et al., 2017). However, obesity rates from age 6 to 60 remain high
everywhere.
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Description
The image shows a world map color-coded to indicate which areas have specific rates
of obesity. In general, the entire United States is over 20%. Canada, Greenland,
Central America, and parts of South America are between 10 and 15%, as well as
some parts of Asia, Europe, the middle East, and Northern Africa. Areas that are less
than 10% include most of Russia and North Asia and Europe, all of Australia, North
Central and Central Africa, and the west coast of South America. Very few areas fall
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between 15 and 20%, but they include the southern areas of South America, a few
isolated areas of Africa, and some areas in of the Middle East.Factors contributing to
childhood obesity, by the numbers. Children’s exposure to televised ads for unhealthy
food continues to correlate with childhood obesity (e.g., Hewer, 2014), but nations
differ. For instance, in stark contrast with the United States, the United Kingdom has
banned television advertising of foods high in fat, sugar, and salt to children under
age 16. Parents can help by limiting screen time and playing outside with their
children. The community matters as well: When neighborhoods have no safe places
to play, rates of obesity soar. The following points all surround a cartoon picture of a
fast food meal of a hamburger, fries, and a soft drink with arrows pointing to it. 30%
The percentage of U.S. children who eat fast food on any given day. 6 The number of
pounds per year that result from these extra fast-food calories. $110 Billion The
amount of money, in billions, that Americans spend on fast food annually. (This is
more than what is spent on higher education, computers, and cars.) 12/3,039 The
number of fast-food meal combinations, out of a possible 3,039, that meet nutritional
criteria for preschoolers. 3 The average number of hours per day U.S. 5- to 8-year-
olds spend with television and other digital media. 80% The percentage of all
advertisements in U.S. children’s programming that are for fast food and snacks. 11
The number of food ads that U.S. children see per hour of television viewing. >1 The
minimum number of hours children should be actively moving (either in organized or
spontaneous play) each day, according to the World Health Organization.
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Chapter 12 Middle Childhood: Cognitive
Development
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✦ Thinking
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Piaget on Middle Childhood
Vygotsky and Culture
OPPOSING PERSPECTIVES: Two or Twenty Pills a Day
Information Processing
INSIDE THE BRAIN: Coordination and Capacity

✦ Language
Vocabulary
Speaking Two Languages
Poverty and Language

✦ Teaching and Learning
The Curriculum
International Testing
A CASE TO STUDY: Happiness or High Grades?
Schooling in the United States

✦ VISUALIZING DEVELOPMENT: Education in Middle Childhood

What Will You Know?

1. Does cognition improve naturally with age, or is teaching crucial to
its development?

2. Why do children use slang, curse words, and bad grammar?
3. What type of school is best during middle childhood?

Middle childhood is a time of impressive intellectual capability amidst
stunning ignorance. Both are explained in this chapter and illustrated by
Philip, a delightful 7-year-old with many cognitive skills.

Philip speaks French to his mother and English to everyone else; he can
read fluently and calculate Pokémon trades; he does his schoolwork
conscientiously. Everyone likes Philip, in part because he has developed
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excellent pragmatic language skills: He knows when to use “bathroom
words” that make his peers laugh and when to use polite phrases that
adults appreciate. Thus, his cognition is impressive, which is true for
many children in middle childhood. But not always.

Last year, Phillip’s mother, Dora, needed open-heart surgery. She and her
husband, Craig, told Philip that his mother would be in the hospital for a
few days. They explained what this would mean for him, such as that his
father would pick him up from school and several others would help with
cooking and cleaning. Craig did the explaining; Dora did not want to show
her fear.

Philip mirrored his parents’ attitude: factual, not emotional. He had a few
questions, mostly about exactly what the surgeon would do. A day later he
told his parents that when he told his classmates that his mother was
having heart surgery, one of them asked, “Is she going to die?” Philip
reported this to show his parents how foolish his friend was; he seemed
unaware of the insensitivity. His parents, wisely, exchanged wide-eyed
glances but simply nodded.

Later, Craig asked Dora: “What is wrong with him? Does he have no
heart?”

As you will read, Piaget described concrete operational thought, evident in
6- to 11-year-olds, and Vygotsky explained the power of the social
context. Philip’s thinking is typical of his age. During these years, if they
are told that their parents are divorcing, children might ask, “Where will I
live?” instead of expressing sympathy, surprise, or anger. Aspects of
cognition that adults take for granted — empathy, emotional sensitivity,
hope and fears for the future — develop gradually.
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Dora’s operation went well; no repeat surgery is expected. Someday Philip
might blame his 7-year-old self for his nonchalance; Craig and Dora can
reassure him that he reacted as a child normally does. Later, as
adolescents, Philip and his classmates will have more than enough “heart.”
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Thinking
The human mind from age 6 to 11 is ready to explore and learn from

every experience, as children move from the shelter of their family to the
wider world of school and community. New intellectual capacities are
evident, as described somewhat differently by Piaget, Vygotsky, and
information-processing theory.

Piaget on Middle Childhood
Piaget called this stage of development concrete operational thought,
characterized by new logical abilities. Operational comes from the Latin
verb operare, meaning “to work; to produce.”

concrete operational thought
Piaget’s term for the ability to reason logically about direct experiences and perceptions.

By calling this period operational, Piaget emphasized productive thinking.
By using the word concrete, Piaget stressed that the logic of children is
focused on specific experiences and observations, not on abstractions.
Piaget’s theory is a classic stage theory: Concrete operational thinking
follows preoperational thought and precedes formal operational cognition,
when abstractions become possible.

Think for a moment about what this means about how children learn. In
middle childhood, thinking is concrete operational, grounded in actual
experience (like the solid concrete of a cement sidewalk).

Concrete thinking arises from what is visible, tangible, and real, not
abstract and theoretical (as at the next stage, formal operational thought).
This means that thinking benefits from personal experience. Play,
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excursions, classroom interactions, games with objects — all of this is
grist for concrete thought.

A Hierarchy of Categories
One logical operation is classification, the organization of things into
groups (or categories or classes) according to some characteristic that they
share. For example, family includes parents, siblings, and cousins. Other
common classes are animals, toys, transportation, and food. Each class
includes some elements and excludes others; each is part of a hierarchy.

classification
The logical principle that things can be organized into groups (or categories or classes)
according to some characteristic that they have in common.

Food, for instance, is an overarching category, with the next-lower level of
the hierarchy being meat, grains, fruits, and so on. Most subclasses can be
further divided: Meat includes poultry, beef, and pork, each of which can
be divided again.

Adults grasp that items at the bottom of a classification hierarchy belong
to every higher level: Bacon is always pork, meat, and food. They also
know that each higher category includes many lower ones, but not vice
versa (most food, meat, and pork are not bacon). This mental operation of
moving up and down the hierarchy is beyond preoperational children.
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Notebook and Weeds     “Write about it,” said the teacher to the students on a field trip near
San Diego, California. Will this boy describe the air, the plants, the trees — or will his canvas
bag distract him? Concrete operational thought is not abstract: He probably won’t write about
Mother Earth, global warming, or God’s kingdom.

Divine Images/Hero Images/Media Bakery

 Observation Quiz: What indicates that his caregivers are protective of his
welfare? (see answer, page 320) 

Gradually, with personal experience (such as eating a variety of foods,
meeting many relatives, using several forms of transportation), concrete
operational children can classify. They begin to understand, for instance,
that planes and motor vehicles are both transportation and that each can be
subdivided and further subdivided (buses/trucks/cars, and then
sedans/limousines/station wagons, and so on).

Piaget devised many classification experiments. In one, he showed a child
a bunch of nine flowers — seven yellow daisies and two white roses. Then
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the child is asked, “Are there more daisies or more flowers?” Until about
age 7, most children answer, “More daisies.”

The youngest children offer no justification, but some 6-year-olds explain
that “there are more yellow ones than white ones” or “because daisies are
daisies, they aren’t flowers” (Piaget et al., 2015). By age 8, most children
can classify: “More flowers than daisies,” they say.

Understanding Sequence
Another example of concrete logic is seriation, the knowledge that things
can be arranged in a logical series. Seriation is crucial for using (not
merely memorizing) the alphabet or the number sequence. By age 5, most
children can count up to 100, but because they do not yet grasp seriation,
most cannot correctly estimate where any particular two-digit number
would be placed on a line that starts at 0 and ends at 100.

seriation
The concept that things can be arranged in a logical series, such as the number sequence
or the alphabet.

The ability to remember a sequence of events or actions develops
gradually in middle childhood. For example, when children are shown
four actions in sequence (for instance, dropping a button into a tube,
moving two toys together, putting a stick through a hole, tapping a toy
animal with a stick) and are asked to do them in order, most 5-year-olds
are unable to do so. By age 8, children are better at this task (Loucks &
Price, 2019).

This ability to follow a series may seem inconsequential, but in fact there
are dozens of practical applications. Gradually during middle childhood,
children learn to get ready for school by performing a series of actions:
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pee, eat breakfast, brush teeth, put on underwear, then pants and shirt, then
socks, then shoes, and so on. This is very hard for 6-year-olds, who need
to be reminded what to do next. It is easier with age — and with a list that
can be checked off.

Numbers and Sequence     Their lockers are numbered, not named, as was true in preschool.
Are these children (from Stockholm, Sweden) also aware that their lockers were assigned
according to how many inches tall each child is?

Learning Math
Math begins with familiarity with numbers. As you remember from
Chapter 9, some children hear numbers often, such as 10 minutes to play,
you are 4 years old, push the elevator button for the third floor. However,
to understand math, children need to grasp the logic behind the numbers,
and that develops gradually during concrete operational thought.
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Every logical concept helps with math. Concrete operational thinkers
begin to understand that 15 is always 15 (conservation); that numbers
from 20 to 29 are all in the 20s (classification); that 134 is less than 143
(seriation); and that because 5 × 3 = 15, it follows that 15 ÷ 5 must equal 3
(reversibility). By age 11, children use mental categories and
subcategories flexibly, inductively, and simultaneously, unlike at age 7.

This learning occurs best when hands-on math (using manipulatives such
as blocks, coins, or beans) and verbal descriptions of concepts are both
part of instruction (Bachman et al., 2015). Children need to work out math
problems together: Social interaction is part of concrete thought.

There are cultural and family differences in how quickly children apply
concepts to their math understanding: Those differences are related to
specifics of preschool and family education. But all children need
cognitive maturation before they can, for instance, perform the necessary
steps of multidigit multiplication or grasp that four-fifths is greater than
seven-tenths.

Vygotsky and Culture

 Especially for Teachers: How might Piaget’s and Vygotsky’s ideas help in
teaching geography to a class of third-graders? (see response, page 320)

Like Piaget, Vygotsky felt that educators should consider children’s
thought processes, not just the outcomes of those processes. He also
believed that middle childhood was a time for much learning, with the
specifics dependent on the family, school, and culture.
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Vygotsky appreciated children’s curiosity and creativity. For that reason,
he believed that an educational system based on rote memorization
rendered the child “helpless in the face of any sensible attempt to apply
any of this acquired knowledge” (Vygotsky, 1994a, pp. 356–357).

Vygotsky would consider a repressive school particularly destructive of
cognitive development, because “development depends heavily on the
existing diverse social structures” (Lourenço, 2012, p. 284). Thus, the
specifics of school organization and curriculum, as well as of family
interactions and values, and of cultural mandates and practices, are crucial
for Vygotsky.

The Role of Instruction
Unlike Piaget, Vygotsky welcomed direct instruction from teachers and
other mentors. They provide the scaffold between potential and
knowledge, engaging children in their own zone of proximal development.

Vygotsky would not be surprised that children who begin school at age 4
or 5, not 6 or 7, tend to be ahead in academic achievement compared to
those who enter later. This effect is still apparent at age 15, although not in
every nation (Sprietsma, 2010).

Vygotsky would expect children with more social interactions within their
zone of proximal development (as would happen in any good
kindergarten) to benefit intellectually. The impact of an extra year of early
schooling will vary, because some nations have encouraged more
interactive education than others.

School is one arena for guided participation, but Vygotsky noted many
others. Play with peers, dinner with family, tapping on a screen, greeting
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neighbors — every experience, from birth on, teaches a child, according to
Vygotsky. On their own, children gradually become more logical during
middle childhood, but Vygotsky emphasized the role of mentoring.

A Boy In Memphis     Moziah Bridges (known as Mo Morris) created colorful bowties,
which he first traded for rocks in elementary school. He then created his own company (Mo’s
Bows) at age 9, selling $300,000 worth of ties to major retailers by age 14. He is shown here
with his mother, who encouraged his entrepreneurship.

By the end of middle childhood, some children understand that if birds can
fly, and if elephants are birds, then elephants can fly (Christoforides et al.,
2016). That logic is not spontaneously understood until formal operational
thought, but when children are taught, they can master logical arguments
(even counterfactual ones) by age 11. Note that this is not what Piaget
stressed. Piaget advocated discovery; Vygotsky stressed guidance.
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Vygotsky knew that the lessons a child learns vary by culture and school
and are not simply the result of maturation. He recognized, however, that
children are limited by experience and age, as in comprehending
philosophical issues of life and death. They tend to be quite matter-of-fact,
absorbing whatever their parents and culture teach rather than seeking the
deeper meaning — as was true for Philip (opening anecdote).

OPPOSING PERSPECTIVES

Two or Twenty Pills a Day
As you have seen, adults often have opposite points of view on many developmental
issues, from racial differences to breast-feeding, from immunization to cesarean
births. Here, we present a different kind of opposing perspective, one directly related
to the logic and experience of the child.

Researchers presented adults and two groups of children, some at the beginning and
some at the end of middle childhood, with the following:

Marty’s ear is red and swollen and hurts a lot. Marty goes to the doctor with his badly
infected ear. The doctor takes a look at Marty and gives him some medicine to solve the
problem. He tells Marty to take two pills each day, one in the morning when he wakes
up, and one at night before he goes to bed. He should take those pills for 10 days — so
that if Marty takes two pills a day for ten days, that would be 20 pills in all.

[Lockhart & Keil, 2018, p. 66]

The participants were asked what would happen if Marty did not take the pills as
prescribed but instead:

Took one a day for 20 days.
Took two every morning and none at night for 10 days.
Took two every morning, two at night, for five days.
Took all 20 at once, immediately.

Would Marty get better (rated a 3), stay the same (2), or get worse (rated 1)? The
overall results are shown in Figure 12.1. As you see, 20 pills at once was quite
acceptable to many of the youngest children. Other data showed that only half of
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them thought this megadose would be harmful, as did 77 percent of the 8- to 11-
year-olds and 93 percent of the adults.

FIGURE 12.1

Not Doctor’s Orders     A doctor diagnosed an infected ear and prescribed 20 pills,
with instructions to take one in the morning and one in the evening for ten days. People
of various ages were asked how the person would feel if they didn’t follow orders. A
rating of 3 means “better”; 1 means “worse.” The chart shows the average responses,
by age. As you see, almost every adult expected improvement if the person took two
each morning, and they knew that taking 20 at once was a terrible idea. About half of
the youngest children did not know that — most thought the person would still feel
okay, and some thought taking 20 pills at once would be fine! Most also thought that
one pill a day would be good enough. Given how children think, no wonder their
accident rate is so high.

Description
The horizontal axis has three clusters of data, each with four bars. The first set is labeled
Ages 5-7. The second set is labeled Ages 8-11. The third is labeled Adults. For each set,
the first bar shows 1 pill per day, the second shows 2 in the morning, the third shows 4
per day, and the fourth shows 20 per day. The vertical axis shows ratings between 1 and
3, with 1 indicating worse and 3 indicating better.The data are as follows: Ages 5-7: 1
per day (2.5); 2 in the morning (1.85); 4 per day (1.98); 20 per day (1.81) Ages 8-11: 1
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per day (2.25); 2 in the morning (2.08); 4 per day (1.63); 20 per day (1.28) Adults: 1 per
day (2.35); 2 in the morning (2.75); 4 per day (1.70); 20 per day (1.09)

This is dramatic evidence that logic by itself is not enough, nor is experience.
Virtually all of these children, in their first five years of life, had taken pills
prescribed over a period of days, but that experience did not teach them. At the
beginning of middle childhood, some understanding began. However, simple logic
(more is better) led to a dangerous perspective unless it was tempered by experience.
From a developmental perspective, Piaget is inadequate without Vygotsky.
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As you also see from these data, children grow wiser in middle childhood, but their
concrete, literal thinking is evident. The 8- to 11-year-olds were less willing to
deviate from the prescribed dose than the adults were.

Most of the adults thought Marty would still get better if he took two pills every
morning or only one every day, but many children disagreed. Balanced cognition,
using both logic and experience, is not yet available to every 8- to 11-year-old.

Information Processing
Contemporary educators and psychologists find both Piaget and Vygotsky
insightful. International research confirms the merits of their theories
(Wright, 2018; Mercer & Howe, 2012). One scholar wrote:

[A]sked who are the two main geniuses in the field of developmental
psychology, many, if not all, developmentalists would certainly point to Jean
Piaget (1896– 1980) and Lev Vygotsky (1896–1934).

[Lourenço, 2012, p. 281]

Piaget described universal changes; Vygotsky noted cultural impact.
However, neither grand theory describes the year-by-year details of
cognition in middle childhood. Each domain of achievement may follow a
particular path (Siegler, 2016). Developmentalists recognize the need for a
third approach to understanding cognition.

As you read in earlier chapters, the information-processing perspective
benefits from technology that allows much more detailed data and analysis
than were possible for Piaget or Vygotsky. Like computers that process
information, people accumulate large amounts of facts. They then (1) seek
relevant facts (as a search engine does) for each cognitive task, (2) analyze
(as software programs do), and (3) express conclusions (as the totals on a
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spreadsheet might). By tracing the paths and links of each of these
functions, scientists better understand the learning process.

The usefulness of the information-processing approach is evident in data
on children’s school achievement year by year and even month by month.
Absences, vacations, new schools, and even new teachers set back a
child’s learning because each day builds on the learning of the previous
day.

Brain connections and pathways are forged from repeated experiences,
allowing advances in processing. Without careful building and repetition,
fragile connections between neurons break. Middle childhood is a crucial
time for brain connections between one region and another, with the
specifics of cultural emphasis aiding those links.

 INSIDE THE BRAIN

Coordination and Capacity
Recall that emotional regulation, theory of mind, and left–right coordination emerge
in early childhood. The maturing corpus callosum connects the hemispheres of the
brain, enabling balance and two-handed coordination, while myelination adds speed.
Maturation of the prefrontal cortex — the executive part of the brain — allows the
child to plan, monitor, and evaluate.

In middle childhood, increasing maturation results in connections between the
brain’s various lobes and regions. Connections are crucial for the complex tasks that
children must master, which require “smooth coordination of large numbers of
neurons” (P. Stern, 2013, p. 577).

Certain areas of the brain, called hubs, are locations where massive numbers of
axons meet. Hubs tend to be near the corpus callosum, and damage to them
correlates with notable brain dysfunction (Crossley et al., 2014).
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Because of hubs, brain connections forming in middle childhood are crucial
(Wierenga et al., 2018). Consider learning to read. Reading is not instinctual: Our
ancestors never did it, and until recent centuries, only a few scribes and scholars
could interpret letters written on papyrus, carved in wood, or chiseled into stone.
Consequently, the brain has no areas dedicated to reading in the way it does for
talking or gesturing (Sousa, 2014).

Instead, reading uses many parts of the brain — one for sounds, another for
recognizing letters, another for sequencing, another for comprehension, and more.
By working together, these parts first foster listening, talking, and thinking, and then
they put it all together (Lewandowski & Lovett, 2014).

Children with reading difficulties are variable. That makes their reading erratic
(Tamm et al., 2014). Fluent reading — possible at age 8 or so — requires:

1. seeing a long sequence of letters;
2. segmenting them as words;
3. differentiating words spelled alike (such as read and read, bark and bark);
4. considering context to grasp unfamiliar words;
5. recognizing oddities and ironies; and
6. understanding meaning related to the previous sentences.

For fluency, reactions must be quick and automatic.

More broadly, it is now evident that the prefrontal cortex coordinates many hubs and
subcortical regions of the brain “very rapidly (prior to conscious awareness)” as the
brain automatically responds to stimulation (Blair, 2016, p. 3). This rapid,
unconscious processing is the result of all of the neurotransmitters and neurological
hubs of early and middle childhood.

The brain of a typical 6- to 11-year-old is ready to learn rapidly and well; and
because of plasticity, once something is learned, it tends to stick. Connections are
formed that endure lifelong. What do you remember learning during middle
childhood?

The Importance of Practice
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Neither Vygotsky nor Piaget emphasized the importance of practicing
intellectual skills in order to foster cognitive development. However,
many more recent studies of brain development note the importance of
automatization, the process by which a sequence of thoughts and actions
is repeated until no conscious thought is required (e.g., Rønneberg &
Torrance, 2019; Chen et al., 2019).

automatization
A process in which repetition of a sequence of thoughts and actions makes the sequence
routine so that it no longer requires conscious thought.

At first, almost all voluntary behaviors require careful thought. But after
many repetitions, neurons fire in sequence and less thinking is needed,
because the firing of one neuron sets off a chain reaction.

Consider reading, an elaborate activity (as described in Inside the Brain).
At age 6, eyes (often aided by a guiding finger) focus intensely,
painstakingly making out letters and sounding out each one. Over the
years of middle childhood, this leads to the perception of syllables and
then words, from emerging literacy at about age 6 to fluent reading by age
10. Eventually, the process becomes so automatic that people driving
along a highway read billboards with a glance when they have no interest
in doing so.

Automatization aids all academic skills. One longitudinal study of second-
graders — from the beginning of the school year to the end — found that
each type of academic proficiency aided each other type. Thus, learning
became more automatic as automatization fostered more learning (Lai et
al., 2014).
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Learning a second language, reciting the multiplication tables, and writing
one’s name are all slow at first, but automatization makes each effortless
as the school years go by. Not just academic knowledge but also habits
and routines from childhood echo lifelong — and adults find them hard to
break. If you have a bad habit that you can’t stop, blame your brain. That’s
automatization.

Following Instructions     In middle childhood, children become quite capable of
following adults’ instructions, as these children in Tallinn, Estonia are. Their
teacher told them to put out their right hand, so that Pope Francis could greet
each child quickly. The teacher must not have given the most important
instruction about greeting a pope: Keep your eyes open.

For instance, being able to calculate when to utter a witty remark and
when to stay quiet is something few 6-year-olds can do. By the end of
middle childhood, children can (1) realize that a comment could be made
and (2) decide what it could be, (3) think about the other person’s possible
response and, in the same split second, (4) know when something should
NOT be said.
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Some responses — saying “thank you” for a compliment, “good morning”
to an acquaintance, “please” to a stranger — are learned in early
childhood (often slowly, with reminders from adults) and become
automatic in middle childhood.

Siegler on Math Learning
One of the leaders of the information-processing perspective is Robert
Siegler, who studies day-by-day details of children’s cognition in math
(Siegler & Braithwaite, 2017). Siegler compares the acquisition of
knowledge to waves on an ocean beach when the tide is rising. After ebb
and flow, eventually a new level is reached.

VIDEO: Arithmetic Strategies: The Research of Robert Siegler demonstrates
how children acquire math understanding.

Like those waves, math understanding accrues gradually, with new and
better strategies for calculation tried, ignored, half-used, abandoned, and
finally adopted (Siegler, 2016). The specifics are influenced by the
culture, which may or may not emphasize math concepts, and the teachers,
who may or may not understand the need for patience and practice.
Counting itself is the product of culture: Some languages lack words for
large numbers, fractions, and so on (Everett, 2017).

Using computer testing and analysis, Siegler and his colleagues have been
able to pinpoint lapses in children’s understanding of math concepts with
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precision, unlike Piaget and Vygotsky. For example, many children at age
10 are quite capable of adding and subtracting whole numbers, but they
are woefully inadequate with fractions (Braithwaite et al., 2018). Research
uncovers the particular needs that children have.

Knowledge Leads to Knowledge
The more people already know, the better they can learn. Having an
extensive knowledge base, or a broad body of knowledge in a particular
subject, makes it easier to remember and understand related new
information. As children gain knowledge during the school years, they
become better able to judge (1) accuracy, (2) what is worth remembering,
and (3) what is not important (Woolley & Ghossainy, 2013).

knowledge base
A body of knowledge in a particular area that makes it easier to master new information in
that area.

Past experience, current opportunity, and personal motivation all facilitate
increases in the knowledge base. Motivation explains why a child may not
know what facts parents or teachers prefer.

Some schoolchildren memorize words and rhythms of hit songs, calculate
the worth of dozens of game cards, or recite names and statistics of
basketball (or soccer, baseball, or cricket) stars. Yet they do not know
whether World War I was in the nineteenth or twentieth century, or
whether Pakistan is in Asia or Africa.
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What Does She See?     It depends on her knowledge base and personal experiences. Perhaps
this trip to an aquarium in North Carolina is no more than a break from the school routine,
with the teachers merely shepherding the children to keep them safe. Or, perhaps she has
learned about sharks and dorsal fins, about scales and gills, about warm-blooded mammals
and cold-blooded fish, so she is fascinated by the swimming creatures she watches. Or, if her
personal emotions shape her perceptions, perhaps she feels sad about the fish in their watery
cage or finds joy in their serenity and beauty.

Concepts are learned best when linked to personal and emotional
experiences. For example, children from South Asia, or those with
classmates from there, learn the boundaries of Pakistan if teachers
appreciate and connect with their students’ heritage. On the other hand,
children who are new to a nation or a neighborhood may be confused by
some concepts that are easy for those who have always lived there.

Control Processes
The neurological mechanisms that put memory, processing speed, and the
knowledge base together are control processes; they regulate the analysis
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and flow of information within the brain. Two terms are often used to refer
to cognitive control — metacognition (sometimes called “thinking about
thinking”) and metamemory (knowing about memory).

control processes
Mechanisms (including selective attention, metacognition, and emotional regulation) that
combine memory, processing speed, and knowledge to regulate the analysis and flow of
information within the information-processing system. (Also called executive processes.)

Control processes require the brain to organize, prioritize, and direct
mental operations. For that reason, control processes are also called
executive processes, and the ability to use them is called executive
function (already explained in Chapter 9).

Control processes allow a person to step back from the specifics to
consider more general goals and cognitive strategies, with the flexibility,
memory, and inhibition that characterize executive processing. The
finding, again and again, is that how children use their minds provides the
foundation for learning. Maturation and experience matter.

All of these abilities develop spontaneously as the prefrontal cortex
matures, but they can also be taught (de Oliveira Cardoso et al., 2018).
Examples that may be familiar include spelling rules (“i before e except
after c”) and ways to remember how to turn a lightbulb (“lefty-loosey,
righty-tighty”).

Preschoolers ignore such rules or use them only on command; 7-year-olds
begin to use them; 9-year-olds can create and master more complicated
rules. Efforts to teach executive control succeed if the particular
neurological maturation of the child is taken into account, which is exactly
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what information-processing theorists would predict (Karbach & Unger,
2014).

Theory of Mind
Closely related to control processes is the ongoing development of theory
of mind (Wilson et al., 2018). As you remember, theory of mind begins in
early childhood. It continues to develop, including more nuanced beliefs
and desires, in middle childhood and beyond (Wellman, 2018).

Theory of mind turns out to be pivotal for cognitive development. For
example, it aids 6- to 11-year-olds in understanding the scientific process
and mathematics. Both of those aspects of cognitive development are far
from merely factual; they are facilitated by social awareness (Piekny &
Maehler, 2013; Peng et al., 2017; Libertus et al., 2013).

WHAT HAVE YOU LEARNED?

1. What did Piaget mean when he called cognition in middle childhood concrete
operational thought?

2. How do Vygotsky and Piaget differ in their explanations of cognitive advances
in middle childhood?

3. How does information-processing theory differ from traditional theories of
cognitive development?

4. According to Siegler, what is the pattern of learning math concepts?

5. How and why does the knowledge base increase in middle childhood?

6. How might control processes help a student learn?
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Language
Language is crucial for cognition in middle childhood. It is the

means by which children learn new concepts, and it also indicates
how much children have learned. A school-age child who can explain
ideas with complex sentences is a child who is thinking well. Every
aspect of language — vocabulary, comprehension, communication
skill, and code-switching — advances each year from age 6 to 11.

Vocabulary
Vocabulary builds during middle childhood. Because concrete
operational children are logical, they can use prefixes, suffixes,
compound words, phrases, and metaphors. That enables them to
understand the meaning of a word they have never heard before, a
decided advantage over younger children.

For example, 2-year-olds know egg, but 10-year-olds also know egg
salad, egg-drop soup, egghead, a good egg, and “last one in is a
rotten egg” — a metaphor from my childhood that a 2017 Google
search found still relevant today. By age 10, a child who has never
smelled a rotten egg nor heard that phrase can figure out the meaning.

In middle childhood, some words become pivotal for understanding
the curriculum, such as negotiate, evolve, allegation, deficit, molecule.
Consequently, vocabulary is taught in every elementary school
classroom.
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Go With the Flow     This boat classroom in Bangladesh picks up students on shore and
then uses solar energy to power computers linked to the Internet as part of instruction.
The educational context will teach skills and metaphors that peers of these students will
not understand.

Adjusting Language to the Context
A crucial aspect of language that advances markedly in middle
childhood is pragmatics, defined in Chapter 9. Pragmatics is evident
when a child knows which words to use with teachers (never calling
them a rotten egg) and informally with friends (who can be called
rotten eggs or worse). For this, the social interaction foundation for
cognition is apparent.

As children master pragmatics, they become more adept at making
friends. Shy 6-year-olds cope far better with the social pressures of
school if they use pragmatics well (Coplan & Weeks, 2009). By
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contrast, children with autism spectrum disorder are usually very poor
at pragmatics (Klinger et al., 2014).

THINK CRITICALLY: Do children from some backgrounds need to
become especially adept at code-switching? Does this challenge advance
cognitive development?

Mastery of pragmatics allows children to change styles of speech, or
linguistic codes, depending on their audience. Each code includes
many aspects of language — not just vocabulary but also tone,
pronunciation, grammar, sentence length, idioms, and gestures.
Sometimes the switch is between formal code (used in academic
contexts) and informal code (used with friends); sometimes it is
between standard (or proper) speech and dialect or vernacular (used
on the street).

All children need instruction because the logic of grammar and
spelling (whether who or whom is correct, or how to spell you) is
almost impossible to deduce. Since they will be judged by ability to
speak and write the formal code, children need to learn it.

Speaking Two Languages
Code changes are obvious when children speak one language at home
and another at school. Every nation includes many such children;
most of the world’s 6,000 languages are not school languages.
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In the United States, about one school-age child in five speaks
something other than English at home (see Figure 12.2). Many other
U.S. children speak one or more of the 20 or so English dialects that
reflect regional or ethnic word use, pronunciation, and grammar.

FIGURE 12.2

Home and Country     Do you see good news, or do you see trouble? A dramatic
increase in the number of bilingual children is a benefit for the nation, but the increase
in the number who have trouble with English suggests that more education is needed.

Data from Aud et al., 2010, p. 33; U.S. Census Bureau, 2016a; U.S. Census Bureau,
2016b.

Description
The horizontal axis has five years of data - 1979, 1989, 1999, 2009, and
2013. The vertical axis has percentages from 0 to 50 with ticks every 10



1010

percentage points. For each year, the first bar shows children who speak
language other than English at home. The second bar shows children
who speak language other than English at home and have difficulty
speaking English. The data are as follows: 1979 (9 percent, 3 percent);
1989 (12 percent, 4 percent); 1999 (17 percent, 5 percent); 2009 (21
percent, 6 percent); and 2013 (22 percent, 9 percent).

A child’s comfort using the home language or regional dialect
correlates with pride and motivation. At the same time, in the United
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States, a child’s ability to use standard English correlates with school
achievement.

Consequently, teachers need to respect the home language while
teaching the school language (Terry et al., 2016). However, this is not
as simple as it may seem, as adult ideology many conflict with what is
best for the child (MacSwan, 2018). It is known, however, that
language is crucial for school achievement from early childhood on.
Children can learn several codes — easily before age 5, with some
help in middle childhood, and with effort after puberty.

Educators and political leaders in the United States argue about how
to teach English to English Language Learners (ELLs), students
whose first language is not Standard English. About 12 percent of the
children in middle childhood are designated as ELLs (McFarland et
al., 2018). Note that this is significantly lower than the percent who
speak another language at home. Many of them are bilingual before
they reach primary school.

English Language Learners (ELLs)
Children in the United States whose proficiency in English is low — usually below a
cutoff score on an oral or written test. Many children who speak a non-English
language at home are also capable in English; they are not ELLs.

How should children learn the school language if they have not
already done so in early childhood? One strategy is called immersion,
in which instruction occurs entirely in the new code. The opposite
strategy is to teach children in their first language initially and then to
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add instruction of the second as a “foreign” tongue (a strategy that is
rare in the United States but common elsewhere).

immersion
A strategy in which instruction in all school subjects occurs in the second (usually
the majority) language that a child is learning.

Months or Years?     ESL classes, like this one in Canada, often use pictures and
gestures to foster word learning. How soon will these children be ready for instruction in
English or French?

Between these extremes lies bilingual education, with instruction in
two languages, and English as a Second Language (ESL), with all
non-English speakers taught English in one multilingual group,
preparing them to join English-only classes. Every method for
teaching a second language sometimes succeeds and sometimes fails.
A major problem is that language-learning abilities change with age:
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The youngest children learn a new language fastest, so immersion
might succeed for them.

bilingual education
A strategy in which school subjects are taught in both the learner’s original language
and the second (majority) language.
English as a Second Language (ESL)
A U.S. approach to teaching English that gathers all of the non-English speakers
together and provides intense instruction in English. Students’ first languages are
never used; the goal is to prepare students for regular classes in English.

For cognitive advances during middle childhood, the information-
processing approach suggests that children should learn two
languages. When bilingual individuals are asked to reason about
something in their second language, they tend to be more rational and
less emotional — which usually (but not always) leads to better
thought (Costa et al., 2017).

 Especially for Parents: You’ve had an exhausting day but are setting
out to buy groceries. Your 7-year-old son wants to go with you. Should you
explain that you are so tired that you want to make a quick solo trip to the
supermarket this time? (see response, page 320)

Bilingual children who are fluent in both languages are able to inhibit
one language while using another, advancing in cognitive control.
This is obvious in language but also is an asset in other aspects of
executive function (Bialystok, 2018). The emphasis here is on
proficiency: Children who are not fluent in at least one language are
also impaired in cognitive skills.
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Parents influence the language fluency of their children, but they are
not alone. Children benefit from conversations with relatives,
strangers, friends, and teachers, which is one reason going to school
every day and playing with children who are proficient in other
languages are recommended for language development in middle
childhood.

One of my African students speaks five languages, all learned before
puberty. His mother and father came from different ethnic groups, so
he learned two home languages. He was schooled in Senegal (French-
speaking) and Sierra Leone (English-speaking). Finally, he learned
Arabic to study the Quran.

Many immigrant children have another advantage, powerful
motivation to learn, as was evident in my student. They seek to
validate their parents’ decision to leave their native land (Ceballo et
al., 2014; Fuller & García Coll, 2010). Their parents expect them to
learn the school language and to study hard. With help from their
teachers and friends, they do.

Poverty and Language
Every study finds that SES affects cognitive development, with poor
language mastery a prominent sign and perhaps the major cause of
low academic achievement in low-income children. Children from
low-SES families usually have smaller vocabularies than those from
higher-SES families, and they also are impaired in grammar (fewer
compound sentences, dependent clauses, and conditional verbs) (Hart
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& Risley, 1995; Hoff, 2013). That slows down school learning in
every subject.

Brain scans confirm that language proficiency is related to brain
activity (Romeo et al., 2018). The development of the hippocampus
(crucial for memory) is particularly affected by SES, and that may be
critical for language learning (Jednoróg et al., 2012).

How can poverty affect the brain? Possibilities include inadequate
prenatal care, no breakfast, lead in the bloodstream, crowded and
noisy households, few books at home, teenage parents, authoritarian
child rearing, inexperienced teachers, air pollution, neighborhood
violence, lack of role models … the list could go on and on (Cree et
al., 2018; Kolb & Gibb, 2015; Rowe et al., 2016). All of these
conditions correlate with low SES, slower language development, and
less learning.
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Priorities     This family in London is low-income, evident in the stained walls, peeling
paint, and old toilet, but that does not necessarily limit the girl’s future. More important
is what she learns about values and behavior. If this scene is typical, this mother is
teaching her daughter about appearance and obedience. What would happen if the child
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had to care for her own grooming? Tangles? Short hair? Independence? Linguistic
advances?

 Observation Quiz: What in the daughter’s behavior suggests that
maternal grooming is a common event in her life? (see answer, page 320) 

One factor seems to be a cause, not just a correlate: language heard
early on (Neuman et al., 2018). The mother’s education is influential,
especially if she continues her quest for learning by reading and
asking questions. Children who grow up in homes with many books
accumulate, on average, three more years of education than children
who live in homes with no books (Evans et al., 2010).

Of course, the books cannot merely sit on shelves. A study of 16,000
11-year-olds in England found that language proficiency was heavily
influenced by how much the parents read to the child — which could
begin before the first birthday and continue after the children are able
to read on their own (Law et al., 2018).

Remember the plasticity of the brain. In some families, neuronal
connections are strengthened and dendrites grow to support language.
This process continues in middle childhood (Perone et al., 2018).

Low income per se is not as influential as parental talk and listening.
Educated parents are more likely to take their children to museums,
zoos, and libraries as well as to engage children in conversation about
the interesting sights around them. Many sing to their children, not
just a few simple songs but dozens of songs with varied vocabulary.
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Overall, a child’s perception of whether or not they are poor is as
important as their actual deprivation. That perception is heavily
influenced by the actions and attitudes of their parents and of their
teachers (McLoyd, 2019).

WHAT HAVE YOU LEARNED?

1. How does language benefit from cognition in middle childhood?

2. What is the relationship between language and cognition?

3. Why would a child’s linguistic code be criticized by teachers but admired
by peers?

4. How does a person most readily become bilingual?

5. How does family income affect language development?
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Teaching and Learning
In middle childhood, anything can be learned. Some children, by age 11,

beat their elders at chess, play music that adults pay to hear, publish
poems, and solve complex math problems. Others survive on the streets or
fight in civil wars, using automatic weapons that are almost too big to
carry.

Children worldwide learn whatever adults in their culture teach, whenever
their brains are ready. (See the accompanying At About This Time tables
for some of the sequences of learning to read and do arithmetic.)
Traditionally, children were educated at home, but now almost all of the
world’s 7-year-olds are in school. It is crucial that adults develop the
schools and the curriculum to prepare children for adult life.

AT ABOUT THIS TIME

Math

Age Norms and Expectations

4–5 years Count to 20.
Understand one-to-one correspondence of objects
and numbers.
Understand more and less.
Recognize and name shapes.

6 years Count to 100.
Understand bigger and smaller.
Add and subtract one-digit numbers.

8 years Add and subtract two-digit numbers.
Understand simple multiplication and division.
Understand word problems with two variables.

10 years Add, subtract, multiply, and divide multidigit
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numbers.
Understand simple fractions, percentages, area,
and perimeter of shapes.
Understand word problems with three variables.

12 years    Begin to use abstract concepts, such as formulas
and algebra.

Math learning depends heavily on direct instruction and repeated
practice, which means that some children advance more quickly than
others. This list is only a rough guide meant to illustrate the importance
of sequence.

AT ABOUT THIS TIME

Reading

Age Norms and Expectations

4–5
years

Understand basic book concepts. For instance, children
learning English and many other languages understand
that books are written from front to back, with print
from left to right, and that letters make words that
describe pictures.
Recognize letters — name the letters on sight.
Recognize and spell own name.

6–7
years

Know the sounds of the consonants and vowels,
including those that have two sounds (e.g., c, g, o).
Use sounds to figure out words.
Read simple words, such as cat, sit, ball, jump.

8
years

Read simple sentences out loud, 50 words per minute,
including words of two syllables.
Understand basic punctuation, consonant–vowel
blends.
Comprehend what is read.

9–10 Read and understand paragraphs and chapters,
including advanced punctuation (e.g., the colon).
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years Answer comprehension questions about concepts as
well as facts.
Read polysyllabic words (e.g., vegetarian, population,
multiplication).

11–
12
years

Demonstrate rapid and fluent oral reading (more than
100 words per minute).
Vocabulary includes words that have specialized
meaning in various fields.
For example, in civics, liberties, federal, parliament,
and environment all have special meanings.
Comprehend paragraphs about unfamiliar topics.
Sound out new words, figuring out meaning using
cognates and context.
Read for pleasure.

13+
years

Continue to build vocabulary, with greater emphasis on
comprehension than on speech. Understand textbooks.

Reading is a complex mix of skills, dependent on brain maturation,
education, and culture. The sequence given here is approximate; it
should not be taken as a standard to measure any particular child.

Indeed, in many developing nations, the number of students in elementary
school exceeds the number of school-age children, because many older
children as well as adults now seek basic education. In 2014, Ghana, El
Salvador, and China were among the nations with significantly more
students in primary school than the total number of children in middle
childhood (UNESCO, 2014).

The Curriculum
What should children learn? Every nation seeks to teach reading, writing,
and arithmetic — the classic “three R’s.” But beyond literacy and math,
nations vary in what they expect.
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For example, every nation wants children to become good citizens, but
nations disagree about what good citizenship entails or how children can
learn it (Cohen & Malin, 2010). Accordingly, many children simply
follow their parents’ example regarding everything from picking up trash
to supporting a candidate for president.

Religious education also varies. The U.S. Constitution forbids overt
teaching of religion in public schools (although, of course, children can
pray, express beliefs, or wear religious symbols), but other nations believe
religious education is part of learning. In the United States, many private
schools also teach religion.

Another variation is in how much importance is placed on each particular
subject. As already mentioned in the previous chapters, the time spent on
physical education, on the arts, and on other aspects of the curriculum
varies from nation to nation, and, in the United States, from school district
to school district.

The Hidden Curriculum
Differences between nations, and between schools in the United States, are
stark in the hidden curriculum — all of the implicit values and
assumptions of schools. Schedules, tracking, teacher characteristics,
discipline, teaching methods, sports competitions, student government,
and extracurricular activities are all part of the hidden curriculum. This
teaches children far beyond the formal, published curriculum that lists
what is taught in each grade.

hidden curriculum
The unofficial, unstated, or implicit patterns within a school that influence what children
learn. For instance, teacher background, organization of the play space, and tracking are
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all part of the hidden curriculum — not formally prescribed, but instructive to the
children.

An obvious example is the physical surroundings. Some schools have
spacious classrooms, wide hallways, and large, grassy playgrounds; others
have cramped, poorly equipped classrooms and cement play yards. In
some nations, school is held outdoors, with no chairs, desks, or books;
classes are canceled when it rains. What does that tell the students?

Room to Learn?     In the elementary school classroom in Florida (top), the teacher is guiding
two students who are working to discover concepts in physics — a stark contrast to the
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Filipino classroom (bottom) in a former storeroom. Sometimes the hidden curriculum
determines the overt curriculum, as shown here.

Teacher Ethnicity
Another aspect of the hidden curriculum is who the teachers are. If their
gender, ethnicity, or economic background is unlike that of their students,
children may conclude that education is irrelevant for them.

School organization is also significant. If the school has gifted classes, the
non-gifted may conclude that they are not capable of learning.

The United States is experiencing major demographic shifts. Since 2010,
half of the babies born are from Hispanic, Asian, African, or Native
American families, whereas more than two-thirds of adults are of
European background. Given the past history of sexual and racial
discrimination, many experienced teachers are older women whose
ancestors lived in western or northern Europe.

Because of changes in the population’s age and ethnic distribution, most
children never have an elementary school teacher who is a man of
minority background. Of course, many older women are excellent
teachers, but schools also need more excellent male, non-white, younger
teachers — not only for the non-white boys. The hidden curriculum could
teach that caring educators come from many backgrounds. Does it?

CHAPTER APP 12

 Khan Academy

RELATED TOPIC:
Schooling and academic development in middle childhood
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IOS:
http://tinyurl.com/y34g8v4f
ANDROID:
http://tinyurl.com/ybrxqdh3

Appropriate for students of all ages, Khan Academy’s free learning library app
contains thousands of interactive exercises, videos, and articles pertaining to
arithmetic and pre-algebra, science, grammar, history, and much more. Students can
take practice exercises, quizzes, and tests, receiving instant feedback and step-by-step
hints. The app enables offline learning, as well: Content can be bookmarked and
downloaded for access without an Internet connection.

Teacher Expectations
Less visible, yet probably more influential, is the hidden message that
comes from attitudes. If a teacher expects a child to be disruptive, or
unable to learn, that child is likely to confirm those expectations.
Fortunately, teacher expectations are malleable: Learning increases and
absences decrease when teachers believe all of their students are educable
and they teach accordingly, encouraging every child (Sparks, 2016).

One teacher expectation is whether students should talk or be quiet. In the
United States, adults are expected to voice opinions. Accordingly, many
teachers welcome student questions, call on children who do not speak,
ask children to work in pairs so that each child talks, and grant points for
participation.

As a result of their schooling, North American students learn to speak,
even when they do not know the answers. Elsewhere, children are
expected to be quiet.

http://tinyurl.com/y34g8v4f
http://tinyurl.com/ybrxqdh3
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This was dramatically apparent to me when I taught at the United Nations
International School. Some of my students shouted out answers, some
raised their hands, some never spoke except when I called on them. When
I called on one quiet student from South Asia, he immediately stood up to
answer — to the surprise of his classmates.

This aspect of the hidden curriculum affects learning if the teachers’
assumptions differ from the students’ assumptions. In one study, middle-
class children asked questions and requested help from their teachers more
often than low-SES students did (Calarco, 2014).

The researchers suggested that the low-SES students sought to avoid
teacher attention, fearing it would lead to criticism. Might that have given
teachers the impression that they were disinterested? Thus, the hidden
curriculum might prevent students who most need encouragement from
getting it. Student attitudes affect teacher attitudes as well as vice versa.

International Testing
Every nation now wants to improve education, because they believe
longitudinal data showing that the national economy advances when
school achievement rises (Hanushek & Woessmann, 2015). Better-
educated children become healthier and more productive adults. That is
one reason many developing nations are building more schools and
colleges.

Nations also want to make education more effective for all students. To
measure that, almost 100 nations have participated in at least one massive
international test of children’s learning.
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Achievement in science and math is tested in the Trends in Math and
Science Study (TIMSS). The main test of reading is the Progress in
International Reading Literacy Study (PIRLS). A third test is the
Programme for International Student Assessment (PISA), which is
designed to measure the ability to apply learning to everyday issues. East
Asian nations always rank high, and scores for more than a dozen nations
(some in Europe, most in Asia) surpassed those for the United States (see
Tables 12.1 and 12.2).

TABLE 12.1 TIMSS Average Scores of Math Achievement
for Fourth-Graders, 2011 and 2015

2011 2015

Singapore 606 618

Hong Kong 602 615

Korea 605 608

Chinese Taipei 591 597

Japan 585 593

N. Ireland 562 570

Russia 542 564

England 542 546

Belgium 549 546

United States 541 539
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Canada (Quebec) 533 533

Finland 545 532

Netherlands 540 530

Germany 528 522

Sweden 504 519

Australia 516 517

Canada (Ontario) 518 512

Italy 508 507

New Zealand 486 491

Iran 431 431

Kuwait 342 353

TABLE 12.2 PIRLS Average Scores of Reading
Achievement for Fourth-Graders, 2011 and 2016

2011 2016

Hong Kong 571 569

Russia 568 581

Finland 568 566
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Singapore 567 576

N. Ireland 558 565

United States 556 549

Denmark 554 547

Chinese Taipei 553 559

Ireland 552 567

England 552 559

Canada 548 543

Italy 541 548

Germany 541 537

Israel 541 530

New Zealand 531 523

Australia 527 544

Poland 526 565

France 520 511

Spain 513 528

Iran 457 428
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Information from Mullis et al., 2012b, 2017.

One surprising example is that Finland’s scores increased dramatically
after a wholesale reform of its public education system. Reforms occurred
in several waves (Sahlberg, 2011, 2015). In 1985 ability grouping was
abolished, and in 1994 the curriculum began to encourage collaboration
and active learning rather than competitive passive education.

THINK CRITICALLY: Finland’s success has been attributed to many factors,
some mentioned here and some regarding the geography and population of the
nation. What do you think is the most influential reason?

Currently, in Finland, all children learn together — no tracking — and
teachers are mandated to help each child. If some children need special
help to master the formal curriculum, teachers provide it within the regular
class.

Over the past two decades, strict requirements for becoming a teacher
have been put in place. Only the top 3 percent of Finland’s high school
graduates are admitted to teachers’ colleges. They study for five years at
the university at no charge, earning a master’s degree in the theory and
practice of education.

Finnish teachers are granted more autonomy within their classrooms than
is typical in other nations. Since the 1990s, they have had more time and
encouragement to work with colleagues (Sahlberg, 2011, 2015). They are
encouraged to respond to each child’s temperament as well as the child’s
skills. This strategy has led to achievement, particularly in math
(Viljaranta et al., 2015).
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Problems with International Comparisons
Elaborate and extensive measures are in place to make the PIRLS, TIMSS,
and PISA valid. Test items are designed to be fair and culture-free, and
participating children represent the diversity (economic, ethnic, etc.) of
each nation’s child population. Thousands of experts work to ensure
validity and reliability. Consequently, most social scientists respect the
data gathered from these tests.

The tests are far from perfect, however. Creating questions that are equally
valid for everyone is impossible. For example, in math, should fourth-
graders be expected to understand fractions, graphs, decimals, and simple
geometry? Nations introduce these concepts at different ages, and some
schools stress math more than others: Should every fourth-grader be
expected to divide fractions?
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After such general issues are decided, items are written. The following
item tested math:

Three thousand tickets for a basketball game are numbered 1 to 3,000.
People with ticket numbers ending with 112 receive a prize. Write down all
the prize-winning numbers.

Only 26 percent of fourth-graders worldwide got this one right (112;
1,112; 2,112 — with no additional numbers). About half of the children in
East Asian nations and 36 percent of the U.S. children were correct. Those
national scores are not surprising; children in Singapore, Japan, and China
have been close to the top on every international test for 20 years, and the
United States has been above average but not by much.

Children from North Africa did especially poorly; only 2 percent of
Moroccan fourth-graders were correct. Is basketball, or 3,000 tickets for
one game, or a random prize as common in North Africa as in the United
States?

Another math item gives ingredients — 4 eggs, 8 cups of flour, ½ cup of
milk — and asks:

The above ingredients are used to make a recipe for 6 people. Sam wants to
make this recipe for only 3 people. Complete the table below to show what
Sam needs to make the recipe for 3 people. The number of eggs he needs is
shown.

Eggs 2

Flour ?
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Milk ?

The table (see margin) lists 2 eggs, and the child needs to fill in amounts
of flour and milk. Fourth-grade children in Ireland and England scored
highest on this item (about half got it right), while those in Korea, China,
and Japan scored lower (about 33 percent). The United States scored
higher than East Asian nations but lower than England.

This is puzzling, since East Asians usually surpass others in math. Why
not here? Are English and Irish children experienced with recipes for
baked goods that include eggs, flour, and milk, unlike Japanese children?
Or are Asian children distracted by the idea of a boy cooking?

Who Takes the Test?
Beyond the problem of writing items that are fair for children throughout
the world is the problem of student selection. In theory, all children in
school at a particular grade level take the test, but in practice the school
dropout rate in some nations means that many of the lowest achieving
children are not tested.

China has consistently scored far higher than the United States, but some
critics say that comparison is unfair (Singer & Braun, 2018). For one
thing, the Chinese children who take the test are in the major cities, not
rural areas. For another, some say that the American children who take the
test are not motivated, since the scores are not tied to them. The Chinese,
by contrast, are highly motivated to do well.

Related to motivation is how much a culture values high scores on
achievement tests. A major controversy in the United States is whether
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children are over-tested, with a narrow focus on high achievement. This is
discussed in Chapter 15, but the underlying issue is whether or not
personality traits that push toward high scores should be encouraged at
home.

A CASE TO STUDY

Happiness or High Grades?
Thousands of social scientists — psychologists, educators, sociologists, economists
— have realized that for cognitive development from middle childhood through late
adulthood, characteristics beyond IQ scores, test grades, and family SES are
sometimes pivotal.

One leading proponent of this idea is Paul Tough, who wrote: “We have been
focusing on the wrong skills and abilities in our children, and we have been using
the wrong strategies to help nurture and teach those skills” (Tough, 2012, p. xv).
Instead of focusing on test scores, Tough believes we should focus on characteristics,
particularly grit (persistence and effort).

Many scientists agree that executive control processes with many names (grit,
emotional regulation, conscientiousness, resilience, executive function, effortful
control) develop over the years of middle childhood. Over the long term, these
aspects of character predict achievement in high school, college, and adulthood.
Developmentalists disagree about exactly which qualities are crucial for
achievement, with grit considered crucial by some but not others (Ivcevic &
Brackett, 2014; Duckworth & Kern, 2011). However, no one denies that success
depends on personal traits.

The opposing perspective is that parental encouragement is more important for
academic achievement and that the focus on grit makes it seem as if the child is to be
blamed for failure when parents, schools, and community may make learning very
difficult for the child. Grit could make a child spend large amounts of time studying
and feeling inadequate, never enjoying life.

Remember that school-age children are ready for intellectual growth (Piaget) and are
responsive to mentors (Vygotsky). These universals were evident in one study that
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occurred in two places, 12,000 miles apart: the northeastern United States and
Taiwan.

In that study, more than 200 mothers were asked to recall and then discuss with their
6- to 10-year-olds two learning-related incidents that they knew their child had
experienced. In one incident, the child had a “good attitude or behavior in learning”;
in the other, “not perfect” (J. Li et al., 2014, p. 1210).

All of the mothers were married and middle-class, and all tried to encourage their
children, stressing the value of education and the importance of doing well in school.
The researchers noted that the mothers differed in the attitudes they were trying to
encourage in their children. The Taiwanese mothers were far more likely to mention
what the researchers called “learning virtues,” such as practice, persistence, and
concentration — all of which are part of grit. The American mothers were more
likely to mention “positive affect,” such as happiness and pride.

This distinction is evident in the following two excepts:

First, Tim and his American mother discussed a “not perfect” incident.

M�ඍ���: I wanted to talk to you about … that time when you had that one math paper
that … mostly everything was wrong and you never bring home papers like that….

T��: I just had a clumsy day.

M�ඍ���: You had a clumsy day. You sure did, but there was, when we finally figured
out what it was that you were doing wrong, you were pretty happy about it … and then
you were happy to practice it, right? … Why do you think that was?

T��: I don’t know, because I was frustrated, and then you sat down and went over it
with me, and I figured it out right with no distraction and then I got it right.

M�ඍ���: So it made you feel good to do well?

T��: Uh-huh.

M�ඍ���: And it’s okay to get some wrong sometimes.

T��: And I, I never got that again, didn’t I?

The next excerpt occurred when Ren and his Taiwanese mother discuss a “good
attitude or behavior.”
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M�ඍ���: Oh, why does your teacher think that you behave well?

R��: It’s that I concentrate well in class.

M�ඍ���: Is your good concentration the concentration to talk to your peer at the next
desk?

R��: I listen to teachers.

M�ඍ���: Oh, is it so only for Mr. Chang’s class or is it for all classes?

R��: Almost all classes like that….

M�ඍ���: So you want to behave well because you want to get an … honor award. Is
that so?

R��: Yes.

M�ඍ���: Or is it also that you yourself want to behave better?

R��: Yes. I also want to behave better myself.

[J. Li et al., 2014, p. 1218]

Both Tim and Ren are likely to be good students in their respective schools. When
parents support and encourage their child’s learning, the child almost always masters
the basic skills required of elementary school students, and almost never does the
child become crushed by life experiences. Instead, the child has sufficient strengths
to overcome most challenges (Masten, 2014).

The specifics of parental encouragement affect the child’s achievement. Some
research has found that parents in Asia emphasize that education requires hard work,
whereas parents in North America stress the joy of learning. Could it be, as one
group of researchers contend, that U.S. children are happier but less accomplished
than Asian ones (F. Ng et al., 2014)? If so, and if a child cannot have both, which is
more important: high self-esteem or high grades?

Gender Differences in School Performance
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In addition to marked national, ethnic, and economic differences, gender
differences in achievement scores are reported. The PIRLS finds fourth-
grade girls ahead of boys in reading in every nation, by an average of 19
points (Mullis et al., 2017).

VIDEO ACTIVITY: Educating the Girls of the World examines the situation of
girls’ education around the world while stressing the importance of education for all
children.

The 2016 female verbal advantage on the PIRLS in the United States is 8
points, which is a difference of less than 2 percent. Several other nations
are close to the U.S. norms, including France, Spain, and Hong Kong.
Does this mean that those nations are more gender-equitable than the
nation with the widest gender gap — Saudi Arabia, with a 65-point gap
(464/399)? Maybe, maybe not.

Historically, boys were ahead of girls in math and science. However,
TIMSS reported that those gender differences among fourth-graders in
math have narrowed, disappeared, or reversed. In many nations, boys are
still slightly ahead, with the United States showing a male advantage (7
points — less than 2 percent). However, in other nations, girls are ahead,
sometimes significantly, such as 10 points in Indonesia and 20 points in
Jordan. Why? Is there an anti-male bias in the schools or culture?

In middle childhood, girls in every nation have higher report card grades,
including in math and science. Is that biological (girls are better able to sit
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still, to manipulate a pencil)? Or cultural (girls have been taught to do as
they are told)? Or does the hidden curriculum favor girls (most of their
elementary school teachers were women)?

Future Engineers     After-school clubs now encourage boys to learn cooking and girls to
play chess, and both sexes are active in every sport. The most recent push is for STEM
(Science, Technology, Engineering and Math) education — as in this after-school robotics
club.

The popularity of various explanations has shifted. Analysts once
attributed girls’ higher grades in school to their faster physical maturation.
Now explanations are more often sociocultural — that parents and
teachers expect girls to be good students and that schools are organized to
favor female strengths. The same switch in explanations, from biology to
culture, appears for male advantages in science. Is that change itself
cultural?

Schooling in the United States
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Many international tests indicate improvements in U.S. children’s
academic performance over the past decades. However, the United States
has the largest disparities between income and ethnic groups. Some blame
the disparity on immigration, but other nations (e.g., Canada) have more
ethnic groups and immigrants than the United States, yet the Canadian
achievement gap between groups is not as large.

National Standards
For decades, the United States government has sponsored the National
Assessment of Educational Progress (NAEP), which is a group of tests
designed to measure achievement in reading, mathematics, and other
subjects. The NAEP finds fewer children proficient than do state tests. For
example, New York’s tests reported 62 percent proficient in math, but the
NAEP found only 32 percent; 51 percent were proficient in reading on
New York’s state tests, but only 35 percent according to NAEP (Martin,
2014).

National Assessment of Educational Progress (NAEP)
An ongoing and nationally representative measure of U.S. children’s achievement in
reading, mathematics, and other subjects over time; nicknamed “the Nation’s Report
Card.”

 Especially for School Administrators: Children who wear uniforms in
school tend to score higher on reading tests. Why? (see response, page 320)

The NAEP also finds that Hispanic American and African American
fourth-graders are about 10 percent lower than their European American
peers in reading and 7 percent lower in math (National Assessment of
Educational Progress, 2019). “Federal civil rights data show persistent and
widespread disparities among disadvantaged students from
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prekindergarten through high school” with low-SES children, English
Language Learners, and minority ethnic groups all suffering (McNeil &
Blad, 2014, p. 8).

For some statistics — high school graduation, for instance — Asian
American children achieve at higher rates than European Americans.
However, this contributes to the “model minority” stereotype, which
obscures disadvantages for many children of Asian heritage. For instance,
Asian children may suffer from parental pressure or peer jealousy (Cherng
& Liu, 2017).

The reason for disparities within the United States seems more economic
than ethnic, because African Americans in some of the wealthier states
(Massachusetts) score higher than European Americans in the poorer
states (Mississippi). Indeed, on international tests, students in
Massachusetts are close to the highest-scoring nations, those in East Asia
(Singer & Braun, 2018).

Many suggest that the disparity in local funding for schools is at the root
of the problem: High-SES children of all groups attend well-funded
schools. That raises the first of several issues within U.S. education, 10 of
which are mentioned now.

Ten Questions

1. Should public schools be well-supported by public funds, or should
smaller class sizes, special curricula, and expensive facilities (e.g., a
stage, a pool, a garden) be available only in private schools, paid via
tuition from wealthy parents? All told, about 11 percent of students in
the United States attend private schools (see Figure 12.3). Other
nations have higher or lower rates.
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2. Should parents be given vouchers to pay for some tuition at a private
school? Each state regulates vouchers differently, but a detailed look
at vouchers in Wisconsin found that most parents who used vouchers
were inclined to send their children to nonpublic schools in any case,
partly for religious and safety reasons (Cowen et al., 2013). Thus,
vouchers subsidize schools that differ from public schools, which
may allow parents to choose a school that does not follow public
school policy or curriculum. Is that fair?

3. Should more charter schools open or close? Charter schools are
funded and licensed by states or local districts. Thus, they are public
schools but are exempt from some regulations, especially those
negotiated by teacher unions (hours, class size, etc.). Most have some
control over admissions and expulsions, which makes them more
ethnically segregated, with fewer children with special needs (Stern et
al., 2015). Quality varies. Overall, more children (especially African
American boys) and teachers leave or are expelled from charter
schools than from other public schools, a disturbing statistic.
However, some charters report that children who stay learn more and
are more likely to go to college than their peers in regular public
schools (Prothero, 2016).

4. In 35 of the 50 U.S. states, and in several other nations, parents can
choose to home-school their children, never sending them to an
educational institution, public or private. In the United States, home-
schooled children must learn certain subjects (reading, math, and so
on), but each family decides schedules and discipline.

About 2 percent of all U.S. children were home-schooled in 2003 and
about 3 percent in 2007. Since then, numbers have leveled off
(Snyder & Dillow, 2013; Ray, 2013; Grady, 2017). Home schooling
requires intense family labor, typically provided by an educated,
dedicated, patient mother in a two-parent family.
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The major disadvantage for home-schooled children is not academic
(some have high test scores) but social: no classmates. To
compensate, many parents plan activities with other home-schooling
families.

5. Should public education be free of religion to avoid bias toward one
religion or another? In the United States, thousands of parochial
schools were founded when Catholics perceived Protestant bias in
public schools. In the past 20 years, many Catholic schools have
closed, but schools teaching other religions — Judaism, Islam,
evangelical Christianity — have opened.

6. Should the arts be part of the curriculum? Music, drama, dance, and
the visual arts are essential in some places, not in others. Half of all
U.S. 18- to 24-year-olds say that they had no arts education in
childhood, either in school or anywhere else (Rabkin & Hedberg,
2011). By contrast, schools in Finland consider arts education
essential, with a positive impact on learning (Nevanen et al., 2014).

7. Should children learn a second language in primary school? In
Canada and in most European nations, almost every child studies two
languages by age 10. In the United States, less than 5 percent of
children under age 11 study a language other than English in school
(Robelen, 2011).

8. Can computers advance education? Some enthusiasts hope that
connecting schools to the Internet or, even better, giving every child a
laptop (as some schools do) will advance learning. The results are not
dramatic, however. Sometimes computers improve achievement, but
not always. Widespread, sustainable advances are elusive (Lim et al.,
2013). Technology may be only a tool — a twenty-first-century
equivalent of chalk — that depends on a creative, trained teacher to
use well.

9. Are too many students in each class? Parents typically think that
smaller class size encourages more individualized education. That
belief motivates them to choose private schools or home schooling.
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However, mixed evidence comes from nations where children score
high on international tests. Sometimes they have large student–
teacher ratios (Korea’s average is 28-to-1) and sometimes small
(Finland’s is 14-to-1).

10. Should teachers nurture soft skills such as empathy, cooperation, and
integrity as part of the school curriculum, even though these skills
cannot be tested by multiple-choice questions? Many scholars argue
that soft skills are crucial for academic success and later for
employment (Reardon, 2013).

FIGURE 12.3

Where’d You Go to School?     Note that although home schooling is still the
least-chosen option, the number of home-schooled children is increasing. Not
shown is the percentage of children attending the nearest public school, which is
decreasing slightly because of charter schools and magnet schools. More detailed
data indicate that the average home-schooled child is a 7-year-old European
American girl living in a rural area of the South with an employed father and a
stay-at-home mother.

Data from Digest of Education Statistics, February, 2016.

Description
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For the year 2003, 1 percent of children were homeschooled, 10 percent of
children went to private or parochial school, and 87 percent of children went
to public school. For the year 2007, 2 percent of children were
homeschooled, 10 percent of children went to private or parochial school, and
88 percent of children went to public school. For the year 2011, 3 percent of
children were homeschooled, 10 percent of children went to private or
parochial school, and 87 percent of children went to public school.

Ten Questions
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1. Private schools?
2. Vouchers?
3. Charter schools?
4. Home schooling?
5. Religion?
6. The arts?
7. Second language?
8. Computers?
9. Class size?

10. Soft skills?

Plagiarism, Piracy, and Public School     Charter schools often have special support and
unusual curricula, as shown here. These four children are learning about copyright law in a
special summer school class at the ReNEW Cultural Arts Academy, a charter school in New
Orleans.
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Basic Vocabulary?     Should educators instruct children in texting? Maybe the adults are the
ones who need instruction. One adult e-mailed a sympathy note to a friend whose mother
died, and she signed it “LOL.” She thought that meant “Lots of Love.”

Description
The words written on the board are: LOL: Laughing Out Loud; B Z: Busy;
ADR: Address; B D: Big Deal; H B: Hurry Back; KIT: Keep In Touch; BF:
Best Friend; OAO: Over and Out; YW: You're Welcome; IBRB: I'll Be Right
Back, JAS: Just A Second; KIT: Keep In Touch. A caption reads, open quotes
copy and study this list of text messaging spelling words. We will have a test
tomorrow. Closed quotes
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Who Decides?
Overall, research in human development guides teachers who want to
know exactly which concepts and skills are crucial foundations for
mastery of reading, writing, science, math, and human relations. However,
the science of child cognition is not necessarily understood by those who
determine what children learn.

An underlying issue for almost any national or international school is the
proper role of parents. In most nations, matters regarding public education
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— curriculum, funding, teacher training, and so on — are set by the
central government.

Generally, when governments are responsible for education, almost all
children attend the local school, whose resources and standards are similar
to those of the other schools in that nation. If there are serious religious or
cultural differences in the nation, public schools offer alternatives —
religious or secular, in one language or another, and so on. The parents’
job is to support the teachers and the child’s learning.

In the United States, however, public schools are open to everyone, which
means that no specific religious instruction occurs. Local districts provide
most of the funds and guidelines, and parents, as voters and volunteers, are
active within the school.

Welcome Home     Laura Stevens returns to her Maine elementary school after a
whirlwind trip in Washington, D.C. She received the Presidential Award for
Excellence in Math and Science Teaching, and $10,000. Which do you think
makes her happier, the award, the hero’s welcome from her students and
colleagues, or the joy of teaching?
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Although most U.S. parents send their children to the nearest public
school, almost one-fifth send their children to private schools (11 percent)
or charter schools (6 percent), or they educate their children at home (3
percent) (McFarland et al., 2018). Parental choices may vary for each
child, depending on the child’s characteristics, the parents’ current
economic status, and the political rhetoric at the time. Every option has
strengths and weaknesses, both for the child and for society.

It is difficult for parents to determine the best school for their child, partly
because neither the test scores of students in any of these schools, nor the
moral values a particular school may espouse, correlate with the cognitive
skills that developmentalists seek to foster (Finn et al., 2014).

Thus, parents may choose a school that advertises what they value, but
that does not mean that the school provides the best educational
experience for their child. It is not uncommon for parents to pull children
from one school to enroll them in another, a phenomenon that has
increased in recent years. That undercuts lasting friendships.

Statistical analysis raises questions about home schooling, vouchers, and
charter schools; but continuity benefits children, so the parents’
restlessness may not be wise (Lubienski et al., 2013; Finn et al., 2014).
However, the data allow many interpretations.

As one review notes, “the modern day, parent-led home-based education
movement … stirs up many a curious query, negative critique, and firm
praise” (Ray, 2013, p. 261). Indeed, for all public and private schools,
partisan political controversies swirl around school choice, which makes it
hard to make a definitive conclusion about what school is best for a
particular child (Quinn & Cheuk, 2018).
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Schoolchildren’s ability to be logical and teachable — now that they are
no longer preoperational and egocentric — makes this a good time to
teach them. They will learn whatever adults deem important. Parents,
politicians, and developmental experts all agree that school is vital for
development, but disagreements about teachers and curriculum — hidden
or overt — abound.

WHAT HAVE YOU LEARNED?

1. How does the hidden curriculum differ from the stated school curriculum?

2. What are the TIMSS, the PIRLS, and the PISA?

3. Which nations score highest on international tests?

4. How do boys and girls differ in school achievement?

5. How do charter schools, private schools, and home schools differ?

6. How is it decided what curriculum children should receive?
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Chapter 12 Review

SUMMARY

Thinking

1. According to Piaget, middle childhood is the time of concrete
operational thought, when egocentrism diminishes and logical
thinking begins. Among the most important yet most difficult
aspects are the concepts of classification and seriation.

2. By contrast, Vygotsky stressed the social context of learning,
including the specific lessons of school and learning from peers,
adults, and culture.

3. An information-processing approach examines each step of the
thinking process, from input to output, using the computer as a
model. Repeated practice is essential, as cognitive functions
become automated.

4. One famous researcher who used the information-processing
approach is Robert Siegler, who compared learning math to the
waves lapping on a beach. Concepts are not learned suddenly.

5. Both the knowledge base and intellectual control processes are
crucial aspects of the cognitive advances of middle childhood.
Information-processing research has helped describe these
developments.

Language

6. Language learning advances in many practical ways, including
expanded vocabulary and pragmatics.

7. Most children use one code, dialect, or language with their friends
and another in school. Children who are adept at code-switching,
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or who are fluently bilingual, have a cognitive advantage.
8. Children of low SES are usually lower in linguistic skills, primarily

because they hear less language at home. Parent and teacher
expectations are crucial.

Teaching and Learning

9. The hidden curriculum may be more influential on children’s
learning than the formal curriculum. For example, some people
believe elementary schools favor girls, although internationally
gender similarities seem to outweigh gender differences.

10. International assessments are useful as comparisons. Reading is
assessed with the PIRLS, math and science with the TIMSS, and
practical intelligence with the PISA. Culture affects answers as
well as learning: East Asian scores are high, Finland has improved,
and the United States is middling.

11. In the United States, each state, each district, and sometimes each
school retains significant control. This makes education a
controversial topic in many communities. Most children attend
their local public school, but some parents choose charter schools,
others private schools, and still others opt for home schooling.

KEY TERMS

concrete operational thought
classification
seriation
automatization
knowledge base
control processes
English Language Learners (ELLs)
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immersion
bilingual education
English as a Second Language (ESL)
hidden curriculum
National Assessment of Educational Progress (NAEP)

APPLICATIONS

1. Visit a local elementary school and look for the hidden curriculum. For
example, do the children line up? Why or why not, when, and how?
Does gender, age, ability, or talent affect the grouping of children or the
selection of staff? What is on the walls? For everything you observe,
speculate about the underlying assumptions.

2. Interview a 6- to 11-year-old child to find out what he or she knows and
understands about mathematics. Relate both correct and incorrect
responses to the logic of concrete operational thought and to the
information-processing perspective.

3. What do you remember about how you learned to read? Compare your
memories with those of two other people, one at least 10 years older
and the other at least 5 years younger than you are. Can you draw any
conclusions about effective reading instruction? If so, what are they? If
not, why not?

4. Talk to two parents of primary school children. What do they think are
the best and worst parts of their children’s education? Ask specific
questions and analyze the results.

Especially For ANSWERS
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Response for Teachers (from p. 301): Here are two of the most obvious
ways. (1) Use logic. Once children can grasp classification and class
inclusion, they can understand cities within states, states within nations, and
nations within continents. Organize your instruction to make logical
categorization easier. (2) Make use of children’s need for concrete and
personal involvement. You might have the children learn first about their
own location, then about the places where relatives and friends live, and
finally about places beyond their personal experience (via books,
photographs, videos, and guest speakers).

Response for Parents (from p. 308): Your son would understand your
explanation, but you should take him along if you can do so without losing
patience. You wouldn’t ignore his need for food or medicine, so don’t ignore
his need for learning. While shopping, you can teach vocabulary (does he
know pimientos, pepperoni, polenta?), categories (root vegetables,
freshwater fish), and math (which size box of cereal is cheaper?). Explain in
advance that you need him to help you find items and carry them and that he
can choose only one item that you wouldn’t normally buy. Seven-year-olds
can understand rules, and they enjoy being helpful.

Response for School Administrators (from p. 316): The relationship
reflects correlation, not causation. Wearing uniforms is more common when
the culture of the school emphasizes achievement and study, with strict
discipline in class and a policy of expelling disruptive students.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 300) His hat, water bottle, and
whistle. His caregivers try to protect him from the sun, dehydration, and
predators.

Answer to Observation Quiz (from p. 309): Her posture is straight; her
hands are folded; she is quiet, standing while her mother sits. All of this
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suggests that this scene is a frequent occurrence.

VISUALIZING DEVELOPMENT

Education in Middle Childhood
Only 20 years ago, gender differences in education around the world were stark,
with far fewer girls in school than boys. Now girls have almost caught up.
However, many of today’s children suffer from decades of past educational
inequality: Recent data find that the best predictor of childhood health is an
educated mother.
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Description
This infographic is entitled “Visualizing Development – Education in Middle
Childhood.” The introductory text is as follows: Only 20 years ago, gender
differences in education around the world were stark, with far fewer girls in school
than boys. Now girls have almost caught up. However, many of today’s children
suffer from decades of past educational inequality: Recent data find that the best
predictor of childhood health is an educated mother. There is a graphic entitled
“Worldwide primary school enrollment, 1978-2018” with approximate data of
enrollment ratios for girls, boys, and total: 1978 (68 percent, 82 percent, 78 percent);
1988 (77 percent, 85 percent, 81 percent); 1998 (79 percent, 83 percent, 82 percent)’
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2008 (85 percent, 87 percent, 86 percent); and 2018 (86 percent, 87 percent, 87
percent). To the right is a picture of the planet earth with a graphic superimposed on
it. The graphic is an open book with an up arrow on one of the pages. Beneath the
image is the following text: Worldwide concerns now focus less on the existence of
school and more on its quality. International tests usually find the United States is
middling. Improvements are evident, but many other nations have improved even
more! There is an image of a large pencil with data overlaid on it. The data are
entitled, “Worldwide, Basic Elementary Education Leads To:” Beneath there are two
categories of information. The first is labeled Less, and includes child and maternal
mortality, transmission of HIV, early marriage and childbirth, and war. The second is
labeled More, and includes better paying jobs, agricultural productivity, use of
medical care, and voting. There is a section labeled How U.S. fourth graders are
doing, with the following text: Primary school enrollment is high in the United
States, but not every student is learning, as these percentages from the National
Assessment of Educational Progress (NAEP) show. While numbers are improving,
less than half of fourth-graders are proficient in math and reading. Two pie charts are
presented under the heading NAEP Proficiency Levels for U.S. Fourth Graders. The
first is for Mathematics, and shows that 40 percent are proficient or better, 40 percent
have a basic understanding, and 20 percent are below basic level. The second is for
Reading, and shows that 37 percent are proficient or better, 33 percent have a basic
understanding, and 30 percent are below basic level. The final graphic is a bar graph
that is labeled Change in average NAEP scores for fourth-graders. For mathematics,
the score was 213 in 1990, 242 in 2013, and 240 in 2017. This is a total increase of
27 points. For reading, the score was 217 in 1990, and 22 in both 2013 and 2017 for a
total increase of 5 points.
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Chapter 13 Middle Childhood: The Social World
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✦ The Nature of the Child
Industry and Inferiority
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Parental Reactions
Self-Concept
Resilience and Stress

✦ Families During Middle Childhood
Shared and Nonshared Environments
A VIEW FROM SCIENCE: “I Always Dressed One in Blue Stuff …”
Function and Structure
Various Family Structures
Connecting Family Structure and Function
A CASE TO STUDY: How Hard Is It to Be a Kid?
Family Trouble

✦ The Peer Group
The Culture of Children
Friendships
Popular and Unpopular Children
Bullying
Children’s Morality
OPPOSING PERSPECTIVES: Parents Versus Peers

✦ CAREER ALERT: The Speech Therapist
✦ VISUALIZING DEVELOPMENT: Family Structures Around the
World

What Will You Know?

What helps children thrive in difficult family or neighborhood
conditions?
Should parents marry, risking divorce, or not marry, risking
separation?
What can be done to stop a bully?
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Ward Sutton is a professional cartoonist who won the prestigious
Herblock Prize in 2018. In his acceptance speech, he thanked Kay Brown,
a parent of his fifth-grade classmate. Kay noticed that Ward liked to draw,
so she suggested that he create a cartoon for the community newspaper.
As Ward described it, “My first published editorial cartoon pulled no
punches on the hard-hitting topic of … students leaning back in their
chairs in class. Because, if you did that you might, you know, tip over.
Hey, I had to start somewhere!”

Ward and Kay are mentioned to open this chapter because their story
illustrates the nature of 10-year-olds and the importance of the community
that supports them. Ward’s focus on the practical problems of fifth-graders
— the tipping of chairs — is typical during middle childhood.

Later, larger issues become salient: Ward mentioned that his small
Colorado town protected freedom of speech. But children do not see such
issues. However, they respond to caring adults. Every reader of this book
can aspire to be Kay for some young Ward.

This chapter details the concerns of children — peers, bullies, family life
— and also puts that in context, as communities offer support for the
many problems of children.
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The Nature of the Child
As explained in the previous chapter, steady growth, brain maturation,

and intellectual advances make middle childhood a time for more
independence (see At About This Time). One practical result is that
children between ages 6 and 11 learn to care for themselves. They not
only hold their own spoon but also make their own lunch, not only zip
their own pants but also pack their own suitcases, not only walk to school
but also organize games with friends. They venture outdoors alone.

AT ABOUT THIS TIME

Signs of Psychosocial Maturation Over the Years of Middle
Childhood

Children responsibly perform specific chores.

Children make decisions about a weekly allowance.

Children can tell time and have set times for various activities.

Children have homework, including some assignments over several
days.

Children are punished less often than when they were younger.

Children try to conform to peers in clothes, language, and so on.

Children voice preferences about their after-school care, lessons, and
activities.

Children are responsible for younger children, pets, and, in some

i
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places, work.

Children strive for independence from parents.

Of course, culture is crucial. For example, giving a child an allowance
is typical for middle-class children in developed nations since about
1960. It was rare, or completely absent, in earlier times and other
places.

Industry and Inferiority
Throughout the centuries and in every culture, school-age children have
been industrious. They busily master whatever skills their culture values.
Their mental and physical maturation, described in the previous chapter,
makes such activity possible.

With regard to his fourth psychosocial crisis, industry versus inferiority,
Erikson noted that the child “must forget past hopes and wishes, while his
exuberant imagination is tamed and harnessed to the laws of impersonal
things,” becoming “ready to apply himself to given skills and tasks”
(Erikson, 1993a, pp. 258, 259).

industry versus inferiority
The fourth of Erikson’s eight psychosocial crises, during which children attempt to master
many skills, developing a sense of themselves as either industrious or inferior, competent
or incompetent.

Simply trying new things, as in the previous stage of initiative versus
guilt, is no longer sufficient. The goal is sustained activity that leads to
accomplishments that make one proud.

i
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Think of learning to read and learning to add, both of which are
painstaking and tedious tasks. For instance, slowly sounding out “Jane has
a dog” or writing “3 + 4 = 7” for the hundredth time is not exciting.

Yet school-age children are intrinsically motivated to read a page, finish a
worksheet, memorize a spelling word, color a map, and so on. Similarly,
they enjoy collecting, categorizing, and counting whatever they gather —
perhaps stamps, stickers, stones, or seashells. That is industry.

Overall, children judge themselves as either industrious or inferior —
deciding whether they are competent or incompetent, productive or
useless, winners or losers. Self-pride depends not necessarily on actual
accomplishments but on how others, especially peers, view one’s
accomplishments. Social rejection is both a cause and a consequence of
feeling inferior (Rubin et al., 2013).

Parental Reactions
Did you pause a moment ago when you read that 6- to 11-year-olds can
“venture outdoors alone”? Cohort and context changes can be dramatic.
Recently in the United States, many parents do not allow their children
outside without an adult — even to walk to a neighbor’s house, much less
to go to town with money in their pocket.

Universally, children in middle childhood become capable of doing things
themselves that they once could not do, but parents react in diverse ways:
Some 10-year-olds care for younger children, make dinner, and clean
house while parents are away at work; some use power tools or drive
tractors on the family farm. Others are closely supervised if they venture
outside or even turn on the kitchen stove.
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Same Situation, Far Apart: Helping at Home     Virginia, in the United States (top), and
Sichuan, in China (bottom), provide vastly different contexts for child development. Children
everywhere help their families with household chores, as these two do, but gender
expectations vary a great deal.

For all children, parents gradually grant more autonomy, which helps their
children feel happy and capable (Yan et al., 2017). Consequently, time
spent with parents decreases while time alone, and with friends, increases.
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For example, one study of U.S. families found that 8-year-olds, on
average, spent 95 minutes a day with their mothers, and 12-year-olds
spent 70 minutes, almost half an hour less. This study found substantial
variation by context and family structure (Lam et al., 2012).

Self-Concept
As children mature, they develop their self-concept, which is their idea
about themselves, including their intelligence, personality, abilities,
gender, and ethnic background. As you remember, in toddlerhood children
discover that they are individuals, and in early childhood they develop a
positive, global self-concept.

That rosy self-concept is modified in middle childhood. The self-concept
gradually becomes more specific and logical, the result of increases in
cognitive development and social awareness (Orth & Robins, 2014).
Many factors affect self-concept, some enduring (genes, poverty), some
from previous experiences (insecure attachment and inadequate
parenting), and some specific (emotional difficulties, academic failures).
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Learning from Each Other     Middle childhood is prime time for social comparison.
Swinging is done standing, or on the belly, or twisted, or head down (as shown here) if
someone else does it.

Compared to Peers

THINK CRITICALLY: When would a realistic, honest self-assessment be
harmful?

Crucial during middle childhood is social comparison — comparing
oneself to others (Lapan & Boseovski, 2017; Dweck, 2013). Ideally, social
comparison helps school-age children value themselves for who they are,
abandoning the fantasy self-evaluation of preschoolers.

social comparison
The tendency to assess one’s abilities, achievements, social status, and other attributes by
measuring them against those of other people, especially one’s peers.
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The self-concept becomes more realistic. Children incorporate comparison
to peers and become more specific when they judge their own
competence. The usual result is still a positive self-concept, now grounded
in reality (Thomaes et al., 2017).

Some children — especially those from minority ethnic or religious
groups — become aware of social prejudices. Children also notice gender
discrimination. Girls complain that they are not allowed to play tougher
sports, and boys complain that teachers favor the girls (Brown et al.,
2011).

Over the years of middle childhood, children who affirm pride in their
gender and ethnicity are likely to develop healthy self-esteem (Corenblum,
2014). Transgender children particularly experience discrimination. For
them, parental support is crucial, but parents themselves experience stress
(Hidalgo & Chen, 2019). Overall, one way to develop the self-esteem of
children who are in the minority within their community is to help the
parents.

Especially when the outside world seems hostile, parents and schools
(e.g., teaching about ethnic heroes, gender stars, immigration successes)
make a difference (Hernández et al., 2017). Much of the research focuses
on adolescents and African Americans, but the same influences affect
every age and ethnic group. Developing self-acceptance and pride bolsters
self-confidence more than alerting children to prejudice (Reynolds &
Gonzales-Backen, 2017).

Culture and Self-Esteem
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Black Panther     Mythical superheroes, and the perpetual battle between good
and evil, are especially attractive to boys in middle childhood but resonate with
people of all ages, genders, and ethnic groups. Black Panther was first a comic-
book hero in 1966 and then became a 2018 movie that broke records for
attendance and impact. It features not only African American heroes but also an
army of strong women — busting stereotypes and generating self-esteem for
many children.

Both academic and social competence are aided by realistic self-
perception. That is beneficial. Unrealistically high self-esteem reduces
effortful control (deliberately modifying one’s impulses and emotions),
and then reduced effortful control leads to lower achievement and
increased aggression.

The same consequences occur if self-esteem is too low. Obviously, the
goal then is to find a middle ground. This is not easy: Children may be too
self-critical or not self-critical enough. Their self-control interacts with the
reactions of their parents and culture. Cultures differ on what that middle
ground is.
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High self-esteem is neither universally valued nor criticized. Many
cultures expect children to be modest. For example, Australians say that
“tall poppies are cut down”; the Chinese say, “the nail that sticks up is
hammered”; and the Japanese discourage social comparison aimed at
making oneself feel superior. Self-esteem is moral issue. Should people
believe that they are better than other people, as is typical in the United
States but not in every nation? Answers vary.

One crucial component of self-concept has received considerable research
attention (Dweck, 2013). As children become more self-aware, they
benefit from praise for their process, not for their person — praise for how
they learn, how they relate to others, and so on, not for static qualities such
as intelligence and popularity. This encourages growth.

Watch VIDEO: Interview with Carol Dweck to learn about how children’s
mindsets affect their intellectual development.

For example, children who fail a test are devastated if failure means that
they are not smart. However, process-oriented children consider failure a
“learning opportunity,” a time to figure out how to study the next time.

The self-conscious emotions (pride, shame, guilt) first evident in early
childhood may also develop during middle childhood. They guide social
interaction, yet they can overcome a child’s self-concept, leading to
psychopathology (Muris & Meesters, 2014). Especially during middle
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childhood (less so in adolescence), school achievement is a crucial factor
in developing self-esteem, and that affects later self-concept — as
someone who is inferior or not.

In addition, the onset of concrete thinking in middle childhood leads
children to notice material possessions. Objects that adults may find
superficial (name-brand sunglasses, sock patterns) become important.

Insecure 10-year-olds might desperately want the latest jackets,
smartphones, and so on. Or they may want something else that makes
them seem special, such as lessons in African dance, or a brilliant light for
their bicycle, or — as one of my daughters did — a bread-maker (used for
weeks, discarded after years).

Resilience and Stress
In infancy and early childhood, children depend on their immediate
families for food, learning, and life itself. In middle childhood, some
children continue to benefit from supportive families, and others escape
destructive families by finding their own niche in the larger world.

Surprisingly, some children seem unscathed by early experiences. They
have been called “resilient” or even “invincible.” Current thinking about
resilience (see Table 13.1), with insights from dynamic-systems theory,
emphasizes that no one is truly untouched by past history or current
context, but some weather early storms and a few become stronger
because of challenges (Masten, 2014; Luthar, 2015).

TABLE 13.1 Dominant Ideas About Resilience, 1965 to
Present
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1965 All children have the same needs for healthy
development.

1970 Some conditions or circumstances — such as “absent
father,” “teenage mother,” “working mom,” and “day
care” — are harmful for every child.

1975 All children are not the same. Some children are resilient,
coping easily with stressors that cause harm in other
children.

1980 Nothing inevitably causes harm. Both maternal
employment and preschool education, once thought to be
risks, are often helpful.

1985 Factors beyond the family, both in the child (low
birthweight, prenatal alcohol exposure, aggressive
temperament) and in the community (poverty, violence),
can be very risky for children.

1990 Risk–benefit analysis finds that some children are
“invulnerable” to, or even benefit from, circumstances
that destroy others.

1995 No child is invincible. Risks are always harmful — if not
in education, then in emotions; if not immediately, then
long term.

2000 Risk–benefit analysis involves the interplay among many
biological, cognitive, and social factors.

2005 Focus on strengths, not risks. Assets in child (intelligence,
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personality), family (secure attachment, warmth),
community (schools, after-school programs), and nation
(income support, health care) must be nurtured.

2010 Strengths vary by culture and national values. Both
universal ideals and local variations must be recognized
and respected.

2015 Genes as well as cultural practices can be either strengths
or weaknesses. Differential susceptibility: Identical
stressors benefit one child and harm another.

2020 Resilience is seen more broadly as a characteristic of
communities.

Resilience has been defined as “a dynamic process encompassing positive
adaptation within the context of significant adversity” (Luthar et al., 2000,
p. 543) and “the capacity of a dynamic system to adapt successfully to
disturbances that threaten system function, viability, or development”
(Masten, 2014, p. 10). Both of these researchers emphasize three parts of
this definition:

Resilience is dynamic. A person may be resilient at some periods but
not others; the effects from one period reverberate as time goes on.
Resilience is a positive adaptation to stress. For example, if parental
rejection leads a child to a closer relationship with another adult, that
is resilience.
Adversity must be significant, a threat to development.

resilience
The capacity to adapt well to significant adversity and to overcome serious stress.
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Cumulative Stress
An important discovery is that stress accumulates over time, including
minor disturbances (called “daily hassles”). A long string of hassles, day
after day, takes a greater toll than an isolated major stress. Almost every
child can withstand one trauma, but “the likelihood of problems increased
as the number of risk factors increased” (Masten, 2014, p. 14).

The social context, especially supportive adults who do not blame the
child, is crucial. A chilling example comes from the “child soldiers” in the
1991–2002 civil war in Sierra Leone (Betancourt et al., 2013). Children
witnessed and often participated in murder, rape, and other traumas. When
the war was over, 529 war-affected youth, then aged 10 to 17, were
interviewed. Many were severely depressed, with crippling anxiety.

VIDEO ACTIVITY: Child Soldiers and Child Peacemakers examines the state of
child soldiers in the world and then explores how adolescent cognition impacts the
decisions of five teenage peace activists.
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These war-damaged children were interviewed again two and six years
later. Many had overcome their trauma and were functioning well.
Recovery was likely for those who were in middle childhood, not
adolescence, when the war occurred. If at least one caregiver survived, if
their communities did not reject them, and if their daily routines were
restored, the children usually regained emotional normality.

Family as a Buffer
In England during World War II, many city children were sent to loving
families in rural areas to escape the German bombs that were dropped
every day. To the surprise of researchers, those children who stayed in
London with their parents were more resilient, despite nights huddled in
air-raid shelters, than those who were physically safe but without their
parents (Freud & Burlingham, 1943).

Similar results were found in a longitudinal study of children exposed to a
sudden, wide-ranging, terrifying wildfire in Australia. Almost all of the
children suffered stress reactions at the time, but 20 years later the crucial
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factor was not proximity to the fire but whether or not it separated them
from their mothers (McFarlane & Van Hooff, 2009).

Whenever war, or economic conditions, or immigration policies separate
parents and children, developmentalists predict lifelong problems for the
children. This is long evident in Holocaust survivors from World War II,
refugees of African civil wars, and children in Vietnam. Recently, the
same consequences have been found in immigrant children in the United
States, who suffer from many health problems, if their parents are not with
them (Perreira & Pedroza, 2019). Some die.

For that reason, thousands of developmental scholars and dozens of
professional societies have expressed their horror at the 2018 U.S. policy
of separating children from their parents at the United States–Mexico
border. For example, members of the Society for Developmental and
Behavioral Pediatrics fear that “a generation of children will experience
lifelong repercussions” from being forcefully separated from their parents.
Their statement reads:

Children and parents belong together. Children who are separated from their
primary caregivers may experience toxic stress and a disruption of
attachment that can have severe emotional, behavioral and physical
implications.

[Society for Developmental and Behavioral Pediatrics, 2018]

Cognitive Coping
Obviously, these examples are extreme, but the general finding appears in
many studies. Disasters take a toll, but resilience is possible. Factors in the
child (especially problem-solving ability), in the family (consistency and
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care), and in the community (good schools and welcoming religious
institutions) all help children recover (Masten, 2014).

The child’s interpretation of events is crucial (Lagattuta, 2014). Cortisol
increases in low-income children if they interpret events connected to their
family’s poverty as a personal threat and if the family lacks order and
routines (thus increasing daily hassles) (Coe et al., 2018). If low-SES
children do not feel personally to blame, and if their family is not chaotic,
they may be resilient.

Same Situation, Far Apart: Praying Hands     Differences are obvious between
the northern Indian girls entering their Hindu school (left) and the West African
boy in a Christian church (right), even in their clothes and hand positions. But
underlying similarities are more important. In every culture, many 8-year-olds are
more devout than their elders. That is especially true if their community is under
stress. Faith aids resilience.

In general, children’s interpretations of family situations (poverty, divorce,
and so on) determine how they are affected. Think of people you know:
Some adults from low-SES families did not feel deprived. Thus, poverty
may not have damaged them.
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THINK CRITICALLY: Is there any harm in having the oldest child take care
of the younger ones? Why or why not?

Some children consider the family they were born into a temporary
hardship; they look forward to the day when they can leave childhood
behind. If they also have personal strengths, such as problem-solving
abilities and intellectual openness, they may shine in adulthood — evident
in the United States in thousands of success stories, from Abraham
Lincoln to Oprah Winfrey.

One final example: Many children of immigrants in the United States are
translators for their parents, who speak little English. If those children feel
burdened by their role as language brokers, that increases their depression.
But, if they feel they are making a positive contribution to their family
well-being, they themselves benefit (Weisskirch, 2017a).

WHAT HAVE YOU LEARNED?

1. How do Erikson’s stages for preschool and school-age children differ?

2. Why is social comparison particularly powerful during middle childhood?

3. Why do cultures differ in how they value pride or modesty?

4. Why and when might minor stresses be more harmful than major stresses?

5. How might a child’s interpretation of events help him or her cope with repeated
stress?
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Families During Middle
Childhood

No one doubts that genes affect personality as well as ability, that peers
are vital, and that schools and cultures influence what, and how much,
children learn. At the same time, families are crucial.

Shared and Nonshared Environments
Many studies have found that children are much less affected by shared
environment (influences that arise from being in the same environment,
such as for two siblings living in one home, raised by their parents) than
by nonshared environment (e.g., the distinct experiences and surroundings
of two people). Even psychopathology, happiness, and sexual orientation
(Burt, 2009; Långström et al., 2010; Bartels et al., 2013) can be attributed
primarily to genes and nonshared environment.
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Shared Environment?     All three children live in the same home in Brooklyn, New York,
with loving, middle-class parents. But, it is not hard to imagine that family life is quite
different for the 9-year-old girl than for her sister, born a year later, or their little brother, age
3.

 Observation Quiz: Are significant gender differences evident here? (see
answer, page 348) 

Does that mean parents are merely caretakers, needed for basic care but
inconsequential in daily restrictions, routines, and responses? No.

The analysis of shared and nonshared influences was correct, but the
conclusion was based on a false assumption. Siblings raised together do
not share the same environment. For example, moving to another town
upsets a school-age child more than an infant; divorce harms boys more
than girls; poverty may hurt preschoolers the most; and so on.

Differential susceptibility adds to the variation: One child might be more
affected by parents than another (Pluess & Belsky, 2010). When siblings
are raised together (experiencing the same family conditions), the mix of
genes, age, and gender may lead one child to become antisocial, another to
be pathologically anxious, and a third to be resilient (Beauchaine et al.,
2009). Children differ, and parents do not treat each child the same, as A
View from Science makes clear (see page 330).

A VIEW FROM SCIENCE

“I Always Dressed One in Blue Stuff …”
To separate the effects of genes and environment, many researchers have studied
twins (McAdams et al., 2014). As you remember from Chapter 3, some twins are
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dizygotic, with only half of their genes in common, and some are monozygotic,
identical in all their genes. Many scientists assumed that children growing up with
the same parents would have the same nurture (shared environment).

Therefore, if dizygotic twins are less alike than monozygotic twins are, genes must
be the reason. Further, if one monozygotic twin differs from his or her genetically
identical twin who was raised by their parents in the same home, those differences
must arise from the nonshared environment.

Logically, everyone is influenced by three forces: genes, shared environment (same
home), and nonshared environment (different schools, friends, and so on). Many
people were surprised when twin research discovered that almost everything could
be attributed to genes and nonshared environment, with almost nothing left over for
parents.

However, that conclusion is now tempered by another finding: Siblings raised in the
same home may have quite different family experiences for reasons that are not
genetic. A seminal study in this regard occurred with twins in England.

An expert team of scientists compared 1,000 sets of monozygotic twins reared by
their biological parents (Caspi et al., 2004). Obviously, the pairs were identical in
genes, sex, and age. The researchers asked the mothers to describe each twin.
Descriptions ranged from very positive (“my ray of sunshine”) to very negative (“I
wish I never had her…. She’s a cow, I hate her”) (quoted in Caspi et al., 2004, p.
153). Some mothers noted personality differences between their twins. For example,
one mother said:

Susan can be very sweet. She loves babies … she can be insecure … she flutters and
dances around…. There’s not much between her ears…. She’s exceptionally vain, more
so than Ann. Ann loves any game involving a ball, very sporty, climbs trees, very much
a tomboy. One is a serious tomboy and one’s a serious girlie girl. Even when they were
babies I always dressed one in blue stuff and one in pink stuff.

[quoted in Caspi et al., 2004, p. 156]

Some mothers rejected one twin but not the other. In one case, one twin (Mike)
weighed more and left the hospital before the other (Jeff):
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He was in the hospital and everyone was all “poor Jeff, poor Jeff” and I started
thinking, “Well, what about me? I’m the one’s just had twins. I’m the one’s going
through this, he’s a seven-week-old baby and doesn’t know a thing about it” … I sort of
detached and plowed my emotions into Mike [Jeff’s twin brother].

[quoted in Caspi et al., 2004, p. 156]

This mother later blamed Jeff for favoring his father: “Jeff would do anything for
Don but he wouldn’t for me, and no matter what I did for either of them [Don or
Jeff], it wouldn’t be right” (quoted in Caspi et al., 2004, p. 157). She said Mike was
much more lovable.

The researchers measured personality at age 5, including antisocial behavior as
reported by kindergarten teachers. Then they measured each twin’s personality two
years later. They found that if a mother was more negative toward one of her twins,
that twin became more antisocial, more likely to fight, steal, and hurt others at age 7
than at age 5, unlike the favored twin.

These researchers recognize that many other nonshared factors — peers, teachers,
and so on — are significant. However, most developmental scientists now agree that
parental influences are important. Especially when genes or neighborhood push a
child toward unhealthy development, parental intervention can be crucial (Liu &
Neiderhiser, 2017).

Genes are still powerful, of course, because “a given DNA sequence operating in
different environments can generate different products in different amounts at the
cellular and phenotypic levels” (Waldinger & Schulz, 2018). That expresses an
underlying theme of this book, that human development is multifactorial and
complex. It begins with genes (DNA), but a simple calculation of genetic and family
influence is impossible.

The fact that parents sometimes treat each of a pair of monozygotic twins differently
confirms that parents matter. This will surprise no one who has a brother or a sister.
Children from the same family do not always experience their family in the same
way.
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Function and Structure
Family structure refers to the genetic and legal connections among
related people. Genetic connections may be from parent to child, between
cousins, between siblings, between grandparents and grandchildren, or
more distantly, such as from great aunts, second cousins, and so on. Legal
connections may be through marriage or adoption.

family structure
The legal and genetic relationships among relatives living in the same home. Possible
structures include nuclear family, extended family, stepfamily, single-parent family, and
many others.

Family function is distinct from structure. It refers to how the people in a
family actually care for one another. Some families function well; others
are dysfunctional.

family function
The way a family works to meet the needs of its members. Children need families to
provide basic material necessities, to encourage learning, to help them develop self-
respect, to nurture friendships, and to foster harmony and stability.

 Especially for Scientists: How would you determine whether or not parents
treat all of their children the same? (see response, page 348)

Function is more important than structure. Ideally, every family provides
love and encouragement. For most people this comes from genetic
relatives, so structure and function overlap. For foster children and
adopted children who share few distinct genes with their caregivers,
family function is crucial (Flannery et al., 2017).
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Everyone enters the world with unique genes and a particular prenatal
environment. Then, differential susceptibility influences how family
affects the person. Beyond that, people’s needs differ depending on their
age: Infants need responsive caregiving, teenagers need guidance, young
adults need freedom, the aged need respect. What do school-age children
need?

The Needs of Children in Middle Childhood
Ideally, families that function well for children aged 6 to 11 provide five
things:

1. Physical necessities. In middle childhood, children can eat, dress, and
wash themselves, but they need food, clothing, and shelter.

2. Learning. Families support, encourage, and guide schooling —
connecting with teachers, checking homework, and so on.

3. Self-respect. Because children become self-critical and socially
aware, families provide opportunities for success (in sports, the arts,
and so on if academic success is difficult).

4. Peer relationships. Children need friends. Families choose friendly
schools and neighborhoods, arrange play dates, and so on.

5. Harmony and stability. Families provide protective, predictable
routines in a home that is a safe, peaceful haven. Conflict and chaos
are destructive.

Harm from Instability
The final item above may be especially significant in middle childhood:
Children cherish safety and stability (Turner et al., 2012). Changes in
caregivers (e.g., mother, stepmother, aunt, father), in residence, and in
schools are difficult.
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One study that focused on low-income children found that instability in
early and middle childhood increased the rate of internalizing and
externalizing problems, for boys as well as girls. Race made a difference:
Harm was less apparent for African American children. The researchers
suggested that grandparents and other relatives provided stability
(Womack et al., 2018).

For all children, a well-functioning family can buffer the impact of
change. Children in shelters whose mothers provide stability, affection,
routines, and hope may be resilient.

Stay Home, Dad     The rate of battle deaths for U.S. soldiers is lower for those deployed in
Iraq and Afghanistan than for any previous conflict, thanks to modern medicine and armor.
However, psychological harm from repeated returns and absences is increasing, especially for
children.
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A more benign example comes from children in military families. Enlisted
parents tend to have higher incomes, better health care, and more
education than many civilians. That is a benefit for the youngest children
and the adults. But they have one major disadvantage: instability, which
can disrupt schoolchildren.

For some children, parent deployment (which requires several disruptions
in the child’s home life) leads to higher rates of depression and aggression
(Fairbank et al., 2018; Williamson et al., 2018).

On a broader level, children who are displaced because of storms, fire,
war, and so on may suffer psychologically. They may try to comfort their
parents, not telling them about their distress, but the data on health and
achievement show that moving from place to place is highly stressful
(Masten, 2014). All children must cope with some disruption: Some
children learn to do it well, but ideally they do not need to.

Various Family Structures
A nuclear family is a family composed only of children and their parents
(married or not). Usually the parents are the biological parents of the
children, but other nuclear families are headed by adoptive parents, foster
parents, stepparents, or same-sex couples, most of whom provide good
care.

nuclear family
A family that consists of a father, a mother, and their biological children under age 18.

Rates of single-parenthood vary greatly worldwide (see Visualizing
Development, page 349); about 31 percent of all U.S. 6- to 11-year-olds
live in a single-parent family. Most are good caregivers. Some observers
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think that 31 percent is a low estimate, since more than half of all
contemporary U.S. children will live in a single-parent family for at least a
year before they reach age 18. However, as far as we can deduce, at any
given moment most 6- to 11-year-olds are in nuclear families.

single-parent family
A family that consists of only one parent and his or her children.

An extended family includes relatives in addition to parents and children.
Usually the additional persons are grandparents. The crucial distinction for
official tallies is who lives under the same roof. This measures family
structure, not family function.

extended family
A family of relatives in addition to the nuclear family, usually three or more generations
living in one household.

The distinction between one-parent, two-parent, and extended families is
not as simple in practice as it is on the census. Many parents of young
children live near, but not with, the grandparents, who provide meals,
emotional support, money, and child care, functioning as an extended
family. The opposite is true as well, especially in developing nations:
Some extended families share a household but create separate living
quarters for each set of parents and children.

In many nations, the polygamous family (one husband with two or more
wives) is a legal family structure. Generally in polygamous families,
income per child is reduced, and education, especially for the girls, is
limited — in part because girls are expected to marry young. Polygamy is
rare — and illegal — in the United States. Even in nations where it is
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allowed — most African and many Asian nations — polygamy is less
common than it was 30 years ago.

polygamous family
A family consisting of one man, several wives, and their children.

Cohort Changes
There are more single-parent households, more divorces and remarriages,
and fewer children per family than in the past (see Figure 13.1). Specifics
vary from decade to decade and nation to nation. That matters for
children. In the United States, divorced, single-parent families were
unusual in the 1960s, then more common, and now somewhat less
common. Children are more likely to suffer when their family structure is
unusual.

FIGURE 13.1

Possible Problems     As the text makes clear, structure does not determine
function, but raising children is more difficult as a single parent, in part because
income is lower. African American families have at least one asset, however.
They are more likely to have grandparents who are actively helping with child
care.

Data from U.S. Census Bureau, 2016a, 2016b.
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Description
The horizontal axis denotes four groups of bars (four bars each). The groups
are White/Non-Hispanic, Black, Hispanic, and Asian. Within each group,
data are presented for Married, cohabitating, single mother, and single father.
The vertical axis is labeled percent and has ticks every ten percentage points
between 0 and 100. The data are as follows:White/Non-Hispanic - Married
(74), Cohabitating (2), Single Mother (16), Single Father (4)Black - Married
(34), Cohabitating (5), Single Mother (51), Single Father (4)Hispanic -
Married (60), Cohabitating (7), Single Mother (26), Single Father (3)Asian -
Married (87), Cohabitating (2), Single Mother (8), Single Father (1)
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Connecting Family Structure and
Function
How a family functions is more important for children than their family
structure, although structure influences (but does not determine) function.
Some structures increase the possibility that the five family functions
mentioned earlier (physical necessities, learning, self-respect, friendship,
and harmony/stability) will be fulfilled (see Table 13.2).

TABLE 13.2 Family Structures (percent of U.S. 6- to 11-
year-olds in each type)ii

Two-Parent Families (69%)
1. Nuclear family (56%). Named after the nucleus (the tightly

connected core particles of an atom), the nuclear family consists of a
man and a woman and their biological offspring under 18 years of
age. In middle childhood, about half of all children live in nuclear
families. About 10 percent of such families also include a
grandparent, and often an aunt or uncle, living under the same roof.
Those are extended families.

2. Stepparent family (9%). Divorced fathers usually remarry;
divorced mothers remarry about half the time. If the stepparent
family includes children born to two or more couples (such as
children from the spouses’ previous marriages and/or children of the
new couple), that is a blended family.

3. Adoptive family (2%). Although as many as one-third of infertile
couples adopt children, they usually adopt only one or two. Thus,
only 2 percent of children are adopted, although the overall
percentage of adoptive families is higher than that.

4. Grandparents alone (1%). Grandparents take on parenting for
some children when biological parents are absent (dead, imprisoned,
sick, addicted, etc.). That is a skipped-generation family.

5. Two same-sex parents (1%). Some two-parent families are headed
by a same-sex couple. The children can be the biological children of
one parent or the adoptive children of one or both parents.
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Single-Parent Families (31%)
One-parent families are increasing, but they average fewer children
than two-parent families. So, in middle childhood only 31 percent of
children have a lone parent.
1. Single mother — never married (14%). In 2010, 41 percent of all

U.S. births were to unmarried mothers; but when children are of
school age, many such mothers have married. Thus, only about 14
percent of 6- to 11-year-olds, at any given moment, are in single-
mother, never-married homes.

2. Single mother — divorced, separated, or widowed (12%).
Although many marriages end in divorce (almost half in the United
States, fewer in other nations), many divorcing couples have no
children. Others remarry. Thus, only 12 percent of school-age
children currently live with single, formerly married mothers.

3. Single father (4%). About 1 father in 25 has physical custody of his
children and raises them without their mother or a new wife. This
category increased at the start of the twenty-first century but has
decreased since 2005.

4. Grandparent alone (1%). Sometimes a single grandparent (usually
the grandmother) becomes the sole caregiving adult for a child.

More Than Two Adults (10%) [Also listed as two-parent or single-
parent family]
1. Extended family (10%). Some children live with a grandparent

and/or other relatives, as well as with one or both of their parents.
This pattern is most common with infants but occurs in middle
childhood as well.

2. Polygamous family (0%). In some nations (not the United States),
men can legally have several wives. This family structure is more
favored by adults than children. Everywhere, polyandry (one
woman, several husbands) is rare.

iiLess than 1 percent of children under age 12 live without any caregiving
adult; they are not included in this table.
The percentages in this table are estimates, based on data in U.S. Census
Bureau. (2013a). America’s families and living arrangements: 2012.
Washington, DC: U.S. Department of Commerce, Economics and Statistics
Administration, U.S. Census Bureau. The category “extended family” in this
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table is higher than most published statistics, since some families do not tell
official authorities about relatives living with them.

Didn’t Want to Marry     This couple was happily cohabiting and strongly committed to each
other but didn’t wed until they learned that her health insurance would not cover them unless
they were legally married. Twenty months after marriage, their son was born.

Two-Parent Families
On average, nuclear families function best; children living with two
married parents tend to learn more in school with fewer psychological
problems. Why? Does this mean that parents should all marry and stay
married? Not necessarily: Some benefits are correlates, not causes.
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To understand that, remember the longitudinal life-span perspective.
Education, earning potential, and emotional maturity increase the rate of
marriage and parenthood and decrease the rate of divorce.

Thus, spouses tend to have personal assets before they marry and become
parents, and those assets benefit the children when they arrive. The
correlation between child success and married parents occurs partly
because of who marries, not because of the wedding. These two factors —
selection and income — explain some of the correlation between nuclear
families and child well-being.

To the surprise of some outsiders, a large study comparing male–female
and same-sex couples found that the major predictor of child well-being
was not the parents’ sexual orientation but their income and stability
(Cenegy et al., 2018). Similar findings come from adoptive parents,
grandparents raising children, and so on. A caregiver’s emotional health
and economic security benefit the children.

On average, married parents (of whatever gender identity and sexual
orientation) are more likely to stay together than unmarried parents, and
they become wealthier and healthier than either would alone. Further,
seeing one’s children day and night increases bonding. By contrast, single
parenthood, especially after a bitter divorce, correlates with poor health
and low income. Simply not seeing one parent very often increases
internalizing and externalizing problems in children.

Contact tends to increase affection, health, and care. Recent data come
from Russia, where economic and social pressures have led many single
men to drink and despair, dying years earlier than married men. The
reason is thought to be that the husband/father role leads men to take care
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of themselves and enables wives to protect their husband’s health (Ashwin
& Isupova, 2014).

Middle American Family     This photo seems to show a typical breakfast in
Brunswick, Ohio — Cheerios for 1-year-old Carson, pancakes that 7-year-old
Carter does not finish eating, and family photos crowded on the far table.

 Observation Quiz: What is unusual about this family? (see answer, page
348) 

Shared parenting also decreases the risk of maltreatment, because one
parent is likely to protect their children if the other is abusive or
neglectful. Having two involved parents makes it likely that someone will
read to the children, check homework, invite friends over, buy clothes, and
save for their education. Of course, having two married parents does not
guarantee good care. One of my students wrote:

My mother externalized her feelings with outbursts of rage, lashing out and
breaking things, while my father internalized his feelings by withdrawing,
being silent and looking the other way. One could say I was being raised by
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bipolar parents. Growing up, I would describe my mom as the Tasmanian
devil and my father as the ostrich, with his head in the sand…. My mother
disciplined with corporal punishment as well as with psychological control,
while my father was permissive. What a pair.

[C., 2013]

This student is now a single parent, having twice married, given birth, and
divorced. She is one example of a general finding: The effects of
childhood family function echo in adulthood, financially as well as
psychologically.

Single Fathers
Generally, fathers who do not live with their children become less
involved every year. When the children reach age 18, fathers are no longer
legally responsible, and many divorced or unmarried fathers no longer pay
for education or other expenses. This is harsh in today’s economy:
Emerging adults usually need substantial funds before they can become
self-sufficient adults (Goldfarb, 2014).

When a father is the single parent, he suffers the same problems as single
mothers — too much to do and not enough money to do it. Single parents
of both sexes tend to seek a new spouse, in part to help with parenthood.
This does not usually work out as planned (Booth & Dunn, 2014).

Courts and social workers are increasingly recommending joint physical
custody of children after a divorce. In general, when both parents are
directly involved in caregiving, children of divorce are healthier,
physically and emotionally, than when only one parent has custody (Baude
et al., 2016; Braver & Votruba, 2018).
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Fortunate Boys     This single father (top) in Pennsylvania takes his three sons to the
playground almost every day, and this nuclear family (bottom) in Mali invests time and money
in their only child’s education. All four boys have loving fathers. Does family function make
family structure irrelevant?

Stepfamilies may benefit the adults but not the children. Remarried adults
whose household income is comparable to that of nuclear parents
contribute less, on average, to children from their first marriage or to
stepchildren (Turley & Desmond, 2011). For many reasons, the bond
between stepparents and stepchildren is fragile.
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Harmony is difficult in stepfamilies (Martin-Uzzi & Duval-Tsioles, 2013).
Often the child’s loyalty to both biological parents is challenged by
ongoing disputes between them. A solid parental alliance is elusive when
it includes three adults — two of whom disliked each other enough to
divorce, plus another adult who is a newcomer to the child.

Children themselves impede the functioning of their new family structure.
They often are angry or sad and they act out, fighting with friends, failing
in school, refusing to follow household rules, harming themselves (with
cutting, accidents, eating disorders, and so on). Added to that, disputes
between half-siblings and stepsiblings are common. Remember, however,
that structure affects function but does not determine it. Some stepparent
families are troubled, but others function well for everyone (van Eeden-
Moorefield & Pasley, 2013).

Single-Parent Families
On average, the single-parent structure functions less well for children
because single parents have less income, time, and stability. Most fill
many roles — including wage earner, daughter or son (single parents often
depend on their own parents), and lover (many seek a new partner). If they
are depressed (and many are), that makes it worse. Neesha, in A Case to
Study, is an example (see page 336).

A CASE TO STUDY

How Hard Is It to Be a Kid?
Neesha’s fourth-grade teacher referred her to the school guidance team because
Neesha often fell asleep in class, was late 51 days, and was absent 15 days. Testing
found Neesha at the seventh-grade level in reading and writing and at the fifth-grade
level in math. Since achievement was not Neesha’s problem, something
psychosocial must be amiss.
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The counselor spoke to Neesha’s mother, Tanya, a single parent who was depressed
and worried about paying the rent on a tiny apartment where she had moved when
Neesha’s father left three years earlier. He lived with his girlfriend, now with a new
baby as well. Tanya said she had no problems with Neesha, who was “more like a
little mother than a kid,” unlike her 15-year-old son, Tyrone, who suffered from fetal
alcohol effects and whose behavior worsened when his father left.

Tyrone was recently beaten up badly as part of a gang initiation, a group he
considered “like a family.” He was currently in juvenile detention, after being
arrested for stealing bicycle parts. Note the nonshared environment here: Although
the siblings grew up together and their father left them both, 12-year-old Tyrone
became rebellious whereas 7-year-old Neesha became parentified, “a little mother.”

The school counselor also spoke with Neesha.

Neesha volunteered that she worried a lot about things and that sometimes when she
worries she has a hard time falling asleep…. she got in trouble for being late so many
times, but it was hard to wake up. Her mom was sleeping late because she was working
more nights cleaning offices…. Neesha said she got so far behind that she just gave up.
She was also having problems with the other girls in the class, who were starting to
tease her about sleeping in class and not doing her work. She said they called her names
like “Sleepy” and “Dummy.” She said that at first it made her very sad, and then it
made her very mad. That’s when she started to hit them to make them stop.

[Wilmshurst, 2011, pp. 152–153]

Neesha is coping with poverty, a depressed mother, an absent father, a delinquent
brother, and classmate bullying. She seemed resilient — her achievement scores are
impressive — but shortly after Neesha was interviewed,

The school principal received a call from Neesha’s mother, who asked that her daughter
not be sent home from school because she was going to kill herself. She was holding a
loaded gun in her hand and she had to do it, because she was not going to make this
month’s rent. She could not take it any longer, but she did not want Neesha to come
home and find her dead…. While the guidance counselor continued to keep the mother
talking, the school contacted the police, who apprehended [the] mom while she was
talking on her cell phone…. The loaded gun was on her lap…. The mother was taken to
the local psychiatric facility.

[Wilmshurst, 2011, pp. 154–155]



1099

Whether Neesha’s resilience will continue depends on her ability to find support
beyond her family. Perhaps the school counselor will help:

When asked if she would like to meet with the school psychologist once in a while, just
to talk about her worries, Neesha said she would like that very much. After she left the
office, she turned and thanked the psychologist for working with her, and added, “You
know, sometimes it’s hard being a kid.”

[Wilmshurst, 2011, p. 154]

All of these are generalities. Structure affects function, but many parents
and communities overcome structural burdens. Contrary to the averages,
thousands of nuclear families are destructive, thousands of stepparents
provide excellent care, and thousands of single-parent families are
wonderful.
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Don’t Judge     We know this is a mother and her child, but structure and function could be
wonderful or terrible. These two could be half of a nuclear family, or a single mother with one
adoptive child, or part of four other family structures. That does not matter as much as family
function: If this scene is typical, with both enjoying physical closeness in the great outdoors,
this family functions well.

Culture is always influential. In contrast to data from the United States, a
study in the slums of Mumbai, India, found rates of psychological
disorders among school-age children higher in nuclear families than in
extended families, presumably because grandparents, aunts, and uncles
provided more care and stability in that city than two parents alone (Patil
et al., 2013). Single parents are much less common in India and in most
other nations than in the United States, but in this study as in every nation,
on average, children in such families are more likely to have emotional or
academic problems.

Check out the Data Connections activity Family Structure in the United States
and Around the World.

Family Trouble

THINK CRITICALLY: Can you describe a situation in which having a single
parent would be better for a child than having two parents?
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All of the generalities just explained are averages; many families find their
own way to function well, overcoming structural problems. However, no
matter what ethnicity, culture, or structure, two factors inevitably undercut
family function: low income and high conflict. If a family has one of
these, they often have the other, because financial stress increases conflict
and vice versa.

Wealth and Poverty
Family income affects function and structure. Marriage rates fall in times
of economic recession, and divorce increases with unemployment. Low
SES correlates with many other problems, and “risk factors pile up in the
lives of some children, particularly among the most disadvantaged”
(Masten, 2014, p. 95).

Several scholars have developed the family-stress model, which holds that
any risk factor (such as poverty, divorce, single parenthood,
unemployment) damages a family if, and only if, it increases stress on the
parents, who become less patient and responsive to the children (Masarik
& Conger, 2017). This is true for families of all types, ethnicities, and
nations (Emmen et al., 2013).

Reaction to wealth may also cause difficulty (Luthar et al., 2018).
Children in high-income families are more likely to have developmental
problems in adulthood than children of middle-SES parents. Wealthy
parents may be anxious about maintaining their status, which makes them
pressure their children to excel. That may create externalizing and
internalizing problems in middle childhood that lead to drug abuse,
delinquency, and poor academic performance.
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No one contends that family poverty is better than affluence for children.
However, developmental scholars believe the crucial factor with SES is
how economic pressures affect the ability of the parents and the
community to provide children the attention and guidance they need
(Roubinov & Boyce, 2017).

Nations that subsidize single parents (e.g., Austria and Iceland) tax
wealthy adults at higher rates and have greater economic diversity within
schools, which generally have smaller achievement gaps between low-
and high-SES children. Of course, explanations for national differences in
the impact of SES on children’s achievement abound; not everyone agrees
that national economic policies are the crucial factor.

Nonetheless, the score gap between schools with high- and low-income
children is larger in the United States than in other nations (M. O. Martin
et al., 2016) (see Figure 13.2), and the number of children living with
only one parent is a possible reason. How the nation reacts to single
parents may be pivotal: Research in Norway finds that the connection
between low family income and children’s emotional problems is smaller
than in other nations because of the “buffering effect of the social safety
net,” including high-quality early education (Bøe et al., 2018).
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FIGURE 13.2

Families and Schools     This graph shows the score gap in fourth-grade science on the 2015
TIMSS between children in schools where more than 25 percent of the children are from
affluent homes compared to children in schools where more than 25 percent are poor.
Generally, the nations with the largest gaps are also the nations with the most schools at one
or the other end of the spectrum and the fewest in between. For example, only 23 percent of
the children in the United States attended schools that were neither rich nor poor, compared to
37 percent of the children in Japan.

Data from Mullis et al., 2016.

Description



1104

The approximate data for the score gap between affluent and poor schools are
as follows: Finland: 10; Japan: 20; Italy: 28; Canada: 35; Germany: 42;
Sweden: 42; Overall average: 45; England: 47; France: 50; Turkey: 62;
United States: 65; New Zealand: 75.

Conflict
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Every researcher agrees that family conflict harms children, especially
when adults fight about child rearing. Such fights are more common in
stepfamilies, divorced families, and extended families, but nuclear
families are not immune. Children suffer not only if they are abused,
physically or emotionally, but also if they merely witness their parents’
abuse of each other or of their other children. Fights between siblings can
be harmful, too (Turner et al., 2012).

Might families with feuding parents and hostile siblings have genes that
affect the children, even those who are not directly mistreated? If that is
so, the correlation between witnessing fights and personally suffering is
deceptive: It is caused by a third variable.

This hypothesis was tested in a longitudinal study of conflict in the
families of 867 adult twins (388 monozygotic and 479 dizygotic), with
both twins married and having an adolescent child (Schermerhorn et al.,
2011). Both parents were asked independently about marital conflict. Each
teenager was compared to his or her cousin, who was the child of his or
her parent’s twin.

Thus, this study had data from 5,202 individuals — one-third of them
adult twins, one-third of them spouses of twins, and one-third of them
adolescents who were genetically linked to another adolescent.
Adolescents whose parent was a monozygotic twin had one-fourth of their
genes in common with their cousin; those whose parent was a dizygotic
twin had one-eighth of the same genes. This enabled the researchers to
compare the effects of genes versus family harmony.

Although genes had some effect, witnessing conflict itself was powerful,
increasing externalizing problems in the boys and internalizing problems
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in the girls. Quiet disagreements didn’t do much harm, but open conflict
(e.g., yelling heard by the children) and divorce did (Schermerhorn et al.,
2011). That leads to an obvious conclusion: Parents should not fight in
front of their children.

WHAT HAVE YOU LEARNED?

1. How might siblings raised together not share the same family environment?

2. What is the difference between family structure and family function?

3. Why is a harmonious, stable home particularly important during middle
childhood?

4. What are the advantages for children in a nuclear family structure?

5. Why might the single-parent structure function less well than two-parent
structures?

6. How are family structure and family function affected by culture?

7. Using the family-stress model, explain how family income affects family
function.
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The Peer Group
Peers become increasingly important in middle childhood. With

their new awareness of reality (concrete operational thought), children
become painfully aware of their classmates’ opinions, judgments, and
accomplishments.

No Toys     Many boys in middle childhood are happiest playing outside with equipment
designed for work. This wheelbarrow is perfect, especially because at any moment the
pusher might tip it.
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The Culture of Children
Peer relationships, unlike adult–child relationships, involve partners
who negotiate, compromise, share, and defend themselves as equals.
Consequently, children learn lessons from one another that grown-ups
cannot teach (Rubin et al., 2013).

Child culture includes the customs, rules, and rituals that are passed
down to younger children from slightly older ones. The child’s goal is
to join the culture and thus be part of the peer group. Jump-rope
rhymes, insults, and superstitions are examples.

child culture
The idea that each group of children has games, sayings, clothing styles, and
superstitions that are not common among adults, just as every culture has distinct
values, behaviors, and beliefs.

For instance, “Ring around the rosy/Pocketful of posies/Ashes,
ashes/We all fall down” may have originated as children coped with
the Black Death, which killed half the population of Europe in the
fourteenth century. (Rosy may be short for rosary, used by Roman
Catholics for prayer.) Children have passed down that rhyme for
centuries, laughing together with no thought of sudden death.

Throughout the world, child culture may be at odds with adult culture.
Many children reject clothes that parents buy as too loose, too tight,
too long, too short, or wrong in color, style, brand, decoration, or
some other aspect that adults might not notice. If their schools are
multiethnic, children may choose friends from other groups, even
though their parents have no such friends.
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Appearance is important for child culture, but more important is
independence from adults. Classmates pity those (especially boys)
whose parents kiss them (“mama’s boy”), tease children who please
the teachers (“teacher’s pet,” “suck-up”), and despise those who
betray children to adults (“tattletale,” “grasser,” “snitch,” “rat”).
Keeping secrets from parents and teachers is a moral mandate.

Because they value independence, children may gravitate toward
friends who defy authority, sometimes harmlessly (passing a note in
class), sometimes not (shoplifting, smoking). This is part of the nature
of children, who often do what their parents do not want them to do,
and it is in the nature of parents to be upset when that happens. This is
easier to criticize in other cultures and centuries, as in the following
example.
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Better Than     Children of all genders, ethnic groups, religions, nations, and family
structures think they are better than children of other groups. They can learn not to blurt
out insults, but a deeper understanding of the diversity of human experience and abilities
requires maturation.

In 1922, the magazine Good Housekeeping published an article titled
“Aren’t you glad you are not your grandmother?” In it, a daughter
quotes letters from her dead grandmother that she found in the attic.
One describes an incident that occurred when that daughter’s father —
also long dead — was a boy and snuck out of his house to play with
other boys:
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When the door was left unlocked for a moment, out he ran in his little
velvet suit. We did not miss him for a while because we thought he was
doing his Latin Prose, and then some wealthy ladies … saw him
literally in the gutter, groping in the mud for a marble…. Horace’s
father was white with emotion when he heard of it. He went out,
brought Horace in, gave him another whipping, and, saying that since
he acted like a runaway dog he should be treated like one, he went out,
bought a dog-collar and a chain, and chained Horace to the post of his
little bed. He was there all the afternoon, crying so you could hear
nothing else in all the house…. I went many times up to the hall before
his door and knelt there stretching out my arms to my darling child, the
tears flooding down my cheeks. But, of course, I could not open the
door and go in to him, to interfere with his punishment.

[Fisher, 1922, p. 8]

The author is grateful that mothers now (in 1922!) know more than
did nineteenth-century parents with their “ignorance of child-life”
(Fisher, 1922, p. 15). This raises the question: What ignorance of
child-life do we have today? If I knew, that would not be ignorance,
but this text makes me humble; each new generation develops a child
culture that may teach their elders.

Friendships
Teachers sometimes separate friends, but that may be a mistake.
Developmentalists find that children help each other learn both
academic and social skills (Bagwell & Schmidt, 2011). The loyalty of
children to their friends may work for their benefit or harm (Rubin et
al., 2013).
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Both aspects of friendship are expressed by these two Mexican
American children.

Yolanda:

There’s one friend … she’s always been with me, in bad or good …
She’s always telling me, “Keep on going and your dreams are gonna
come true.”

Paul:

I think right now about going Christian, right? Just going Christian,
trying to do good, you know? Stay away from drugs, everything. And
every time it seems like I think about that, I think about the homeboys.
And it’s a trip because a lot of the homeboys are my family, too, you
know?

[quoted in Nieto, 2000, pp. 220, 249]

Yolanda later went to college; Paul went to jail. This is echoed by
other children. Many aspects of adult personality are influenced by the
personalities of childhood friends (Wrzus & Neyer 2016). Indeed,
quite apart from a child’s family, school, and IQ, a study found that
the intelligence of a best friend in sixth grade affected intelligence at
age 15 (Meldrum et al., 2018).

Again, this can work to benefit children or not. As one study
concludes, if low-achievers “select[ed] similarly low-achieving
students as friends, this may dampen their academic achievement over
time” (Laninga-Wijnen et al., 2019, p. 347).
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THINK CRITICALLY: Do adults also choose friends who agree with
them or whose background is similar to their own?

Friendships become more intense and intimate over the years of
middle childhood, as social cognition and effortful control advance.
Six-year-olds may befriend anyone of the same sex and age who will
play with them. By age 10, children demand more. They choose
carefully, share secrets, expect loyalty, change friends less often, are
upset when they lose a friend, find it harder to make new ones.

Popular and Unpopular Children
In the United States, two types of popular children and three types of
unpopular children have become apparent in middle childhood
(Cillessen & Marks, 2011). First, at every age, children who are
friendly and cooperative are well-liked and popular. By the end of
middle childhood, as status becomes important, another avenue to
popularity begins: Some popular children are also aggressive (Shi &
Xie, 2012).

As for the three types of unpopular children, some are neglected, not
rejected; ignored, not shunned. The other two types are actively
rejected, either aggressive-rejected, disliked because they are
antagonistic and confrontational, or withdrawn-rejected, disliked
because they are timid and anxious.

aggressive-rejected
A type of childhood rejection, when other children do not want to be friends with a
child because of their antagonistic, confrontational behavior.
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withdrawn-rejected
A type of childhood rejection, when other children do not want to be friends with a
child because of their timid, withdrawn, and anxious behavior.

Both aggressive-rejected and withdrawn-rejected children often
misinterpret social situations, lack emotional regulation, and
experience mistreatment at home. Each of these problems causes
rejection, and the rejection itself makes it worse for the child
(Stenseng et al., 2015). If they do not learn when to assert themselves
and when to be quiet, they may become bullies and victims.

Whether a particular child is popular or not depends on cultural
norms, which may change over time. This is illustrated by research on
shyness in China. Shyness was admired in 1990 but less so in 2010,
with age and region both influential (Chen et al., 1992; Chen et al.,
2019; Zhang & Eggum-Wilkens, 2018). Culture, cohort, and context
matter.

Now consider bullying, once quite acceptable (“boys will be boys!”)
but now seen as destructive, not only for victims but for bystanders
and bullies as well.

VIDEO: Bullying: Interview with Nikki Crick explores the causes and
repercussions of the different types of bullying.
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Bullying
Bullying is defined as repeated, systematic attacks intended to harm
those who are unable or unlikely to defend themselves. It occurs in
every nation, in every community, in every kind of school
(religious/secular, public/private, progressive/traditional,
large/medium/small), and perhaps in every child. As one girl said,
“There’s a little bit of bully in everyone” (Guerra et al., 2011, p. 303).

bullying
Repeated, systematic efforts to inflict harm on other people through physical, verbal,
or social attack on a weaker person.
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Who Suffers More?     Physical bullying is typically the target of antibullying laws and
policies, because it is easier to spot than relational bullying. But being rejected from the
group, especially with gossip and lies, may be more devastating to the victim and harder
to stop. It may be easier for the boy to overcome victimization than for the girl.

Bullying is of four types:

Physical (hitting, pinching, shoving, or kicking)
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Verbal (teasing, taunting, or name-calling)
Relational (destroying peer acceptance)
Cyberbullying (using electronic means to harm another)

The first three types are common in primary school and begin in
preschool. Cyberbullying is more common later on and is discussed in
Chapter 15.

Victims
Almost every child experiences an isolated attack or is called a
derogatory name at some point. Victims of bullying, however, endure
shameful experiences again and again — pushed and kicked for no
reason, called names, forced to do degrading things, and so on — with
no defense. Victims tend to be “cautious, sensitive, quiet … lonely
and abandoned at school. As a rule, they do not have a single good
friend in their class” (Olweus, 1999, p. 15).

CHAPTER APP 13

 Daisy Chain

RELATED TOPIC:
Bullying
IOS:
http://tinyurl.com/y6ywppow

Narrated by actress Kate Winslet, Daisy Chain is an interactive story about a
girl’s experience with bullying. Children can listen and peruse the picture book
(if purchased) as Winslet reads, or they can play along with the interactive story
on the device as it’s read to them. A percentage of the proceeds from app-related
merchandise (sold through an in-app store and protected by a parent gate) goes
to anti-bullying organizations.

http://tinyurl.com/y6ywppow
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Even having a friend who is also a victim helps. Such friends may not
be able to provide physical protection, but they provide psychological
defense — reassuring victims that the bully is mean, stupid, racist, or
whatever (Schacter & Juvonen, 2018). That is crucial, because the
worst harm is loss of self-respect.

Although it is often thought that victims are particularly unattractive
or odd, this is not necessarily the case. Victims are chosen because of
their emotional vulnerability and social isolation, not their appearance.
Children who are new to a school, or whose background and therefore
home culture are unlike that of their peers, or whose clothes indicate
poverty, are especially vulnerable. When bullying is pervasive, almost
any trait can become an excuse to exclude a vulnerable child.

As one boy said,

You can get bullied because you are weak or annoying or because you
are different. Kids with big ears get bullied. Dorks get bullied. You can
also get bullied because you think too much of yourself and try to show
off. Teacher’s pet gets bullied. If you say the right answer too many
times in class you can get bullied. There are lots of popular groups who
bully each other and other groups, but you can get bullied within your
group too. If you do not want to get bullied, you have to stay under the
radar, but then you might feel sad because no one pays attention to you.

[quoted in Guerra et al., 2011, p. 306]
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Remember the three types of unpopular children? Neglected children
are not victimized; they are ignored, “under the radar.” Rejected
children fit into the bully network. Withdrawn-rejected children are
likely victims; they are isolated, depressed, and friendless.
Aggressive-rejected children may be bully-victims (or provocative
victims), with neither friends nor sympathizers (Kochel et al., 2015).
They suffer because they strike back ineffectively, which increases the
bullying.

bully-victim
Someone who attacks others and who is attacked as well. (Also called provocative
victims because they do things that elicit bullying.)

Bullies
Unlike bully-victims, most bullies are not rejected. Many are proud,
pleased with themselves, with friends who admire them and
classmates who fear them (Guerra et al., 2011). Some are quite
popular, with bullying being a form of social dominance and authority
(Pellegrini et al., 2011).

The link between bullying and popularity has long been apparent
during early adolescence (Pouwels et al., 2016), but bullies are
already “quite popular in middle childhood.” What changes from age
6 to age 12 is that bullies become skilled at avoiding adult awareness,
at picking rejected and defenseless victims, and at using nonphysical
methods — which avoid adult punishment (Pouwels et al., 2017).

Boys are bullies more often than girls, typically attacking smaller,
weaker boys. Girl bullies usually use words to demean shyer, more
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soft-spoken girls. Young boys sometimes bully girls, but by puberty
(about age 11), boys who bully girls are not admired (Veenstra et al.,
2010), although sexual teasing is. Especially in the final years of
middle childhood, boys who are thought to be gay become targets,
with suicide attempts in adolescence one consequence (Hong &
Garbarino, 2012).

Causes and Consequences of Bullying
Bullying may begin early in life. Most toddlers try to dominate other
children (and perhaps their parents) at some point. When they hit,
kick, and so on, their parents, teachers, and peers usually teach them
to find other ways to interact.

However, if home life is chaotic, if discipline is ineffectual, if siblings
are hostile, or if attachment is insecure, children do not learn how to
express their frustration. Instead, vulnerable young children develop
externalizing and internalizing problems, becoming bullies or victims
(Turner et al., 2012).
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He Needs a Friend     Boys and girls tend to use different bullying tactics, but
friendship is protective for everyone. Note the ratio here: The bully has a friend, but the
victim does not.

 Especially for Parents of an Accused Bully: Another parent has told
you that your child is a bully. Your child denies it and explains that the other
child doesn’t mind being teased. What should you do? (see response, page
348)

By middle childhood, bullying is not the outburst of a frustrated child
but an attempt to gain status. That makes it a social action: Bullies
rarely attack victims when the two of them are alone. Instead, a bully
might engage in a schoolyard fight, with onlookers who are more
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likely to cheer the victor than stop the fight; or a bully might utter an
insult that provokes laughter in all except the target. By the end of
middle childhood, bullies choose victims who are rejected by other
children.

Siblings matter. Some brothers and sisters defend each other; children
are protected if bullies fear that an older sibling will retaliate. On the
other hand, if children are bullied by peers in school and by siblings at
home, they are four times more likely to develop serious
psychological disorders by age 18 (Dantchev et al., 2018).

THINK CRITICALLY: The text says that both former bullies and former
victims suffer in adulthood. Which would you rather be, and why?

Bullies and victims risk impaired social understanding, lower school
achievement, and relationship difficulties, with higher rates of mental
illness in adulthood (Copeland et al., 2013; Ttofi et al., 2014). Many
victims become depressed; many bullies become increasingly cruel
and have higher rates of imprisonment and death (Willoughby et al.,
2014).

The damage goes even further: In schools with high rates of bullying,
all of the children are less likely to focus on academics and more
likely to concentrate on the social dynamics of the classroom —
hoping to avoid becoming the next victim.

Can Bullying Be Stopped?
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We know what does not work: simply increasing students’ awareness
of bullying, instituting zero tolerance for fighting, or putting bullies
together in a therapy group or a classroom. This last measure tends to
make daily life easier for teachers, but it increases aggression.

Since one cause of bullying is poor parent–child interaction, alerting
parents may “create even more problems for the child, for the parents,
and for their relationship” (Rubin et al., 2013, p. 267). This does not
mean that parents should be kept ignorant, but it does mean that
parents need help in understanding how to break the bully-victim
connection (Nocentini et al., 2019).

To decrease bullying, the entire school should be involved (Juvonen &
Graham, 2014). A Spanish concept, convivencia, describes a culture
of cooperation and positive relationships within a community.
Convivencia has been applied specifically to schools. When teachers
are supportive and protective, and when friendships and cooperation
among all students is encouraged, bullying decreases (Zych et al.,
2017).
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Power to Peers     Bullying is a way some children gain respect. If, instead, the school
gives training and special shirts to bystanders, they can gain status by befriending
victims. That seems to work in this school in Bensalem, Pennsylvania.

Bystanders are crucial: If they do not intervene — or worse, if they
watch and laugh — bullying flourishes. Some children who are
neither bullies nor victims feel troubled but also feel fearful and
powerless (Thornberg & Jungert, 2013). However, if they empathize
with victims and refuse to admire bullies, aggression is reduced.

Appreciation of human differences is not innate (remember, children
seek friends who are similar to them), so adults need to encourage
multicultural sensitivity. Then peers are more effective than teachers
at halting bullying (Palmer & Abbott, 2018). As they mature during
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middle childhood, children become more socially aware, which
creates a conflict — they are more aware of how someone’s actions
might hurt a child but also more aware of the possible harm to
themselves if they befriend a bullied child. This raises the final
question related to peers in middle childhood — moral development.

Children’s Morality
Some moral values seem inborn. Babies prefer a puppet who is
helpful to other puppets over a mean puppet, and young children
believe that desired objects (cookies, stickers, candy) should be shared
equally. The ideas of fairness, kindness, and equality are present in the
minds of children (Rizzo & Killen, 2016; Van de Vondervoort &
Hamlin, 2016).

However, the young child’s idea of morality is quite limited. Middle
childhood is prime time for moral education. These are:

years of eager, lively searching on the part of children … as they try to
understand things, to figure them out, but also to weigh the rights and
wrongs…. This is the time for growth of the moral imagination, fueled
constantly by the willingness, the eagerness of children to put
themselves in the shoes of others.

[Coles, 1997, p. 99]

THINK CRITICALLY: If one of your moral values differs from that of
your spouse, your parents, or your community, should you still try to teach
it to your children? Why or why not?
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Many lines of research have shown that children develop their own
morality, guided by peers, parents, and culture (Jambon & Smetana,
2014). Children’s growing interest in moral issues is guided by three
forces: (1) child culture, (2) empathy, and (3) education.

Moral Rules of Child Culture
First, when child culture conflicts with adult morality, children often
align themselves with peers. A child might lie to protect a friend, for
instance. Friendship itself has a hostile side: Many close friends
(especially girls) resist other children who want to join their play
(Rubin et al., 2013). Boys are particularly likely to protect a bully if
he is a friend.
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Universal Morality     Remarkable? Not really. By the end of middle childhood, many
children are eager to express their moral convictions, especially with a friend. Chaim
Ifrah and Shai Reef believe that welcoming refugees is part of being a patriotic Canadian
and a devout Jew, so they brought a welcoming sign to the Toronto airport where Syrian
refugees (mostly Muslim) will soon deplane.

Three moral imperatives of child culture in middle childhood are:

Defend your friends.
Don’t tell adults about children’s misbehavior.
Conform to peer standards of dress, talk, and behavior.

These three can explain both apparent boredom and overt defiance as
well as standards of dress that mystify adults (such as jeans so loose
that they fall off or so tight that they impede digestion — both styles
worn by my children, who grew up in different cohorts). Given what
is known about middle childhood, it is no surprise that children do not
echo adult morality.

Part of child culture is that as children become more aware of their
peers, they may reject other children who are outsiders as well as stay
quiet about their own problems. When teachers ask, “Who threw that
spitball?” or parents ask, “How did you get that bruise?” children may
be mum.

OPPOSING PERSPECTIVES

Parents Versus Peers
The fact that children place prime value on being accepted by peers sometimes
results in a conflict between the moral values of society and the actions of
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children. Sometimes a child does something that the parents think their child
would never do. This is not a time to argue, or despair; it is a time to teach. This
is illustrated by another memory that Ward Sutton (who opened this chapter)
told in 2018 at his acceptance speech.

In the summer of 1974, I was seven years old.

There was a kid living in my neighborhood….

For some reason this kid had built up animosity towards a family down the block.
He started telling my friend Steve and me that this family had done all sorts of
bad things, like hiding razor blades in the apples they gave out to trick-or-treaters
at Halloween.

Fake news for seven year olds … target people who had done absolutely nothing
wrong.

Steve became convinced of the conspiracy theory and fell in line, and then the two
of them told me they were starting a club and I couldn’t join unless I went along
with them….

We snuck behind the family’s house in the woods out back. We threw some rocks
at the house and when there was no response we realized the family was not
home. Then we escalated things, finding bricks, smashing windows, breaking in
and vandalizing the home.

I was a shy, introverted kid who never would have ever done anything like this on
my own. But once I was swayed to join in, it was like a switch had been flipped
and any sense of right or wrong was thrown by the wayside. Suddenly the
unthinkable was okay….

Then the family came home. We ran. Police arrived. Steve was caught. I lied. To
my parents. To everyone. Said I didn’t know anything about it. Steve confessed,
and eventually I did, too. As terrible as it all was, the worst of it was the fact that I
had lied. My mother wouldn’t speak to me for what felt like an eternity….

My father brought me back to the house to apologize to the family face-to-face. I
begged him not to make me do it…. I expected them to be angry with me, but
they weren’t. They were gracious, and mostly puzzled at what could have possibly
possessed me to do something like this….
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I couldn’t even explain why I had done it.

As you might imagine, this episode was hugely formative for me. It awakened my
moral compass and informed what I would create going forward….

I’ve never spoken of it publicly until today. For the longest time, I wished I could
live that day all over again, and that someone could have talked some sense into
me: “Stop and think about what you’re doing.”

Sutton’s cartoons are often ethical comments on world affairs. He says he
draws them because he hopes people will smile, and then stop and think.

Empathy
The second factor, empathy, is key. As middle childhood advances,
children become more socially perceptive and more able to learn
about other people (Weissberg et al., 2016).

The authors of a study of 7-year-olds “conclude that moral
competence may be a universal human characteristic, but that it takes
a situation with specific demand characteristics to translate this
competence into actual prosocial performance” (van Ijzendoorn et al.,
2010, p. 1). Here, diversity in schools and neighborhoods can be
helpful. Empathy is not an abstract idea as much as recognizing the
basic humanity of other people. In order to achieve that, knowing a
child from another group helps children understand.

Moral Education
Finally, cognitive development might affect moral development, at
least according to Piaget (1932/2013b) and then Kohlberg (1963),
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who described three levels of moral reasoning and two stages at each
level, with parallels to Piaget’s stages of cognition.

Preconventional moral reasoning is similar to preoperational
thought in that it is egocentric, with children most interested in
their own personal pleasure or avoiding punishment.
Conventional moral reasoning parallels concrete operational
thought in that it relates to current, observable practices: Children
watch what their parents, teachers, and friends do and try to
follow suit.
Postconventional moral reasoning is similar to formal
operational thought because it uses abstractions, going beyond
what is concretely observed, willing to question “what is” in
order to decide “what should be.”

preconventional moral reasoning
Kohlberg’s first level of moral reasoning, emphasizing rewards and punishments.
conventional moral reasoning
Kohlberg’s second level of moral reasoning, emphasizing social rules.
postconventional moral reasoning
Kohlberg’s third level of moral reasoning, emphasizing moral principles.

According to Kohlberg, intellectual maturation advances moral
thinking. During middle childhood, children’s answers shift from
being primarily preconventional to being more conventional: Concrete
thought and peer experiences help children move past preconventional
to conventional. Postconventional reasoning is not usually present
until adolescence or adulthood, if then.

Kohlberg posed moral dilemmas to school-age boys (and eventually
girls, teenagers, and adults). The most famous example of these
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dilemmas involves a poor man named Heinz, whose wife was dying.
He could not pay for the only drug that could cure his wife, a drug that
a local druggist sold for 10 times what it cost to make.

Heinz went to everyone he knew to borrow the money, but he could
only get together about half of what it cost. He told the druggist that his
wife was dying and asked him to sell it cheaper or let him pay later. But
the druggist said “no.” The husband got desperate and broke into the
man’s store to steal the drug for his wife. Should the husband have done
that? Why?

[Kohlberg, 1963, p. 19]

Kohlberg’s assessment of morality depends not on what a person
answers, but why an answer is chosen. For instance, suppose a child
says that Heinz should steal the drug. That itself does not indicate the
level of morality. The reason could be that Heinz needs his wife to
care for him (preconventional), or that people will blame him if he lets
his wife die (conventional), or that the value of a human life is greater
than the law (postconventional).

Or suppose another child says Heinz should not steal. Again, the
reason is crucial. If it is that he will go to jail, that is preconventional;
if it is that business owners will blame him, that is conventional; if it
is that no one should deprive anyone else of their livelihood, that is
postconventional.

Kohlberg has been criticized for not appreciating cultural or gender
differences. For example, loyalty to family overrides other values in
some cultures, so some people might avoid postconventional actions
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that hurt their family. Also, Kohlberg’s original participants were all
boys, which may have led him to discount female values of nurturance
and relationships (Gilligan, 1982).

Overall, Kohlberg seemed to value rational principles more than
individual needs, unlike other scholars of moral development who
consider emotions more influential than logic (Haidt, 2013).
Regarding global warming, for instance, the facts about the world’s
temperature rising by a degree over a decade is less compelling for
children in middle childhood than the tragedy of the stranded polar
bear cub on a melting ice flow.

Teaching Morality
Fortunately, children enjoy thinking about and discussing moral
values, and then peers help one another advance in moral behavior.
Children may be more ethical than adults (once they understand moral
equity, they complain when adults are not fair), and they are better at
stopping a bully than adults are, because a bully is more likely to
listen to other children than to adults.

Since bullies tend to be low on empathy, they need peers to teach
them when their actions are not admired. During middle childhood,
morality can be scaffolded just as cognitive skills are, with mentors —
peers or adults — using moral dilemmas to advance moral
understanding while they also advance the underlying moral skills of
empathy and emotional regulation (Hinnant et al., 2013).
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A detailed examination of the effect of peers on morality began with
an update on one of Piaget’s moral issues: whether punishment should
seek retribution (hurting the transgressor) or restitution (restoring
what was lost). Piaget found that children advance from retribution to
restitution between ages 8 and 10 (Piaget, 1932/2013b), which many
ethicists consider a moral advance (Claessen, 2017).

To learn how this occurs, researchers asked 133 9-year-olds:

Late one afternoon there was a boy who was playing with a ball on his
own in the garden. His dad saw him playing with it and asked him not
to play with it so near the house because it might break a window. The
boy didn’t really listen to his dad, and carried on playing near the
house. Then suddenly, the ball bounced up high and broke the window
in the boy’s room. His dad heard the noise and came to see what had
happened. The father wonders what would be the fairest way to punish
the boy. He thinks of two punishments. The first is to say: “Now, you
didn’t do as I asked. You will have to pay for the window to be mended,
and I am going to take the money from your pocket money.” The
second is to say: “Now, you didn’t do as I asked. As a punishment you
have to go to your room and stay there for the rest of the evening.”
Which of these punishments do you think is the fairest?

[Leman & Björnberg, 2010, p. 962]

The children were split almost equally in their answers. Then, 24 pairs
were formed of children who had opposite views. Each pair was asked
to discuss the issue, trying to reach agreement. (The other children did
not discuss it.) Six pairs were boy–boy, six were boy–girl with the boy
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favoring restitution, six were boy–girl with the girl favoring
restitution, and six were girl–girl.

The conversations typically took only five minutes, and the retribution
side was more often chosen. Piaget would consider that a moral
backslide, since more restitution than retribution advocates switched.
However, two weeks and eight weeks later all of the children were
queried again, and their responses changed toward the restitution
thinking (see Figure 13.3). This advance occurred even for the
children who merely thought about the dilemma again, but children
who had discussed it with another child were particularly likely to
decide that restitution was better.

FIGURE 13.3

Benefits of Time and Talking     The graph on the left shows that most children,
immediately after their initial punitive response, became even more likely to seek
punishment rather than to repair damage. However, after some time and reflection, they
affirmed the response that Piaget would consider more mature. The graph on the right
indicates that children who had talked about the broken window example moved toward
restorative justice even in examples that they had not heard before, which was not true
for those who had not talked about the first story.

Data from Leman & Björnberg, 2010.
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Description
The first graph shows statistics for percent who chose restoration on
broken window example. Data from the graph for sessions at first, an
hour later, two weeks later, and eight weeks later is as follows. Boy-boy:
50, 45, 55, 85 Girl-Girl: 50, 25, 65, 80 Mixed sex: 50, 50, 70, 85 No
interaction: 55, 35, 65, 75 The second graph shows statistics for average
restoration score (maximum 3) on broken window plus two new stories.
Data from the graph for sessions at first, an hour later, two weeks later,
and eight weeks later is as follows. Boy-boy: 2.2, 2.4, 2.6, 2.9 Girl-Girl:
2.25, 2.45, 2.65, 2.8 Mixed sex: 1.95, 2.25, 2.45, 2.7 No interaction: 2.2,
2.25, 2.29, 2.3
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The main conclusion from this study was that “conversation on a topic
may stimulate a process of individual reflection that triggers
developmental advances” (Leman & Björnberg, 2010, p. 969). Parents
and teachers take note: Raising moral issues and letting children talk
about them may advance morality — not immediately, but soon.

WHAT HAVE YOU LEARNED?

1. How does the culture of children differ from the culture of adults?

2. What are the different kinds of popular and unpopular children?

3. What do victims and bullies have in common?

4. How might bullying be reduced?

5. What three forces affect moral development during middle childhood?

6. What are the main criticisms of Kohlberg’s theory of moral development?

7. What role do adults play in the development of morality in children?
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Chapter 13 Review

SUMMARY

The Nature of the Child

1. All theories of development acknowledge that school-age children
become more independent and capable in many ways. Erikson
emphasized industry, when children busily strive to master various
tasks.

2. Children develop their self-concept during middle childhood,
basing it on a more realistic assessment of their competence than
they had in earlier years. Cultures differ in their evaluation of high
self-esteem.

3. Both daily hassles and major stresses take a toll on children, with
accumulated stresses more likely to impair development than any
single event on its own. Resilience is aided by the child’s
interpretation of the situation and the availability of supportive
adults, peers, and institutions.

Families During Middle Childhood

4. Families influence children in many ways, as do genes and peers.
Although most siblings share a childhood home and parents, each
sibling experiences different (nonshared) circumstances within the
family.

5. The five functions of a supportive family are to satisfy children’s
physical needs; to encourage learning; to support friendships; to
protect self-respect; and to provide a safe, stable, and harmonious
home.
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6. The most common family structure worldwide is the nuclear
family, usually with other relatives nearby and supportive. Two-
parent families include adoptive, same-sex, grandparent, and
stepfamilies, each of which sometimes functions well for children.
However, each of these also has vulnerabilities.

7. Single-parent families have higher rates of change, and that
stresses children. On average, such families have less income,
which may cause stress. Nonetheless, some single parents function
well.

8. Income affects family function for two-parent families as well as
single-parent households. Poor children are at greater risk for
emotional, behavioral, and academic problems because the stresses
that often accompany poverty hinder effective parenting.

9. No matter what the family SES, instability and conflict are
harmful. Children suffer even when the conflict does not involve
them directly but their parents or siblings fight.

The Peer Group

10. Peers teach crucial social skills during middle childhood. Each
cohort of children has a culture, passed down from slightly older
children. Close friends are wanted and needed.

11. Popular children may be cooperative and easy to get along with or
may be competitive and aggressive. Unpopular children may be
neglected, aggressive, or withdrawn, sometimes becoming victims
of bullying.

12. Bullying is common among school-age children. Both bullies and
victims have difficulty with social cognition; their interpretation of
the normal give-and-take of childhood is impaired.

13. Bullies themselves may be admired, which makes their behavior
more difficult to stop. Overall, a multifaceted, long-term, whole-
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school approach — with parents, teachers, and bystanders working
together — seems to be the best way to halt bullying.

14. School-age children seek to differentiate right from wrong as moral
development increases over middle childhood. Peer values, cultural
standards, empathy, and education all affect their personal morality.

15. Kohlberg described three levels of moral reasoning, each related to
cognitive maturity. His description has been criticized for ignoring
cultural and gender differences.

16. When values conflict, children often choose loyalty to peers over
adult standards of behavior. When children discuss moral issues
with other children, they develop more thoughtful answers to moral
questions.

KEY TERMS

industry versus inferiority
social comparison
resilience
family structure
family function
nuclear family
single-parent family
extended family
polygamous family
child culture
aggressive-rejected
withdrawn-rejected
bullying
bully-victim
preconventional moral reasoning
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conventional moral reasoning
postconventional moral reasoning

APPLICATIONS

1. Go someplace where many school-age children congregate (such as a
schoolyard, a park, or a community center) and use naturalistic
observation for at least half an hour. Describe what popular, average,
withdrawn, and rejected children do. Note at least one potential
conflict. Describe the sequence and the outcome.

2. Focusing on verbal bullying, describe at least two times when someone
said something hurtful to you and two times when you said something
that might have been hurtful to someone else. What are the differences
between the two types of situations?

3. How would your childhood have been different if your family structure
had been different, such as if you had (or had not) lived with your
grandparents, if your parents had (or had not) gotten divorced, if you
had (or had not) been adopted, if you had lived with one parent (or
two), if your parents were both the same sex (or not)? Avoid blanket
statements: Appreciate that every structure has advantages and
disadvantages.

Especially For ANSWERS

Response for Scientists (from p. 330): Proof is very difficult when human
interaction is the subject of investigation, since random assignment is
impossible. Ideally, researchers would find identical twins being raised
together and would then observe the parents’ behavior over the years.
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Response for Parents of an Accused Bully (from p. 341): The future is
ominous if the charges are true. Your child’s denial is a sign that there is a
problem. (An innocent child would be worried about the misperception
instead of categorically denying that any problem exists.) You might ask the
teacher what the school is doing about bullying. Family counseling might
help. Because bullies often have friends who egg them on, you may need to
monitor your child’s friendships and perhaps befriend the victim. Talk about
the situation with your child. Ignoring the situation might lead to heartache
later on.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 329) Both parents are women. The
evidence shows that families with same-sex parents are similar in many ways
to families with opposite-sex parents, and children in such families develop
well.

Answer to Observation Quiz (from p. 334) Did you notice that the two
males are first, and that the father carries the boy? Everyone should notice
gender, ethnic, and age differences, but interpretation of such differences is
not straightforward. This scene may or may not reflect male–female roles.

CAREER ALERT

The Speech Therapist
Teachers for children with special needs are in demand in the United States, as at
least one of every six schoolchildren has a difference that affects that child’s
ability to learn. The most common of these differences are language disorders.
Teachers who specialize in speech and reading, and who themselves are bilingual,
are especially needed.
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In the United States, there are about 130,000 speech pathologists. Most of them
are certified by the American Speech, Language, and Hearing Association; half
of them work in schools, but relatively few are fluent in the languages spoken by
those children who do not hear English at home. The current annual salary is, on
average, about $70,000, with marked variation from one state to another. The
labor market for speech specialists is growing faster than for almost any other
profession.

Many children with special needs have comorbid conditions, which means they
have been diagnosed with multiple problems. For example, almost all children on
the autism spectrum have speech problems. The need for speech pathologists is
also evident for adults, who may have impairments from childhood or new
problems as a result of strokes or injuries.

In the United States and many other nations, public funds pay for the diagnosis
and treatment of speech disorders. However, most people with such problems
never receive help — in part because parents and teachers may not recognize the
problem, and most people do not know that language difficulties can be reduced
with treatment.

Many children with speech problems can overcome them completely; adults with
language impairment can almost always be helped, although usually some
problems remain. Hearing loss is very common in late adulthood and usually
impairs speech, but few adults realize it. Again, recognition is crucial.

There are dozens of reasons a person might have difficulty with language
(Brookshire & McNeil 2015). Fortunately, therapists do not need to know the
cause in order to help. Instead, they are experts in the many ways to remedy
impaired articulation, speech, voice, and other aspects of language.

When people use language more effectively, self-esteem, academic competence,
and social relationships improve. As a result, speech therapists sometimes gain
much more than money: They experience the joy of knowing that they have
changed someone’s entire life.
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VISUALIZING DEVELOPMENT

Family Structures Around the World
Children fare best when both parents actively care for them every day. This is
most likely to occur if the parents are married, although there are many
exceptions. Many developmentalists focus on the rate of single parenthood,
shown on this map. Single parents often raise children well, especially with
support from their families, friends, and communities.

Description
The introductory text reads, Children fare best when both parents actively care for
them every day. This is most likely to occur if the parents are married, although there
are many exceptions. Many developmentalists focus on the rate of single parenthood,
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shown on this map. Single parents often raise children well, especially with support
from their families, friends, and communities.

A world map titled rates of single parenthood shows the distribution of single parent
households and the percentage of children living in such households in select
countries.

A map key to the bottom left shows 3 labels, 0 percent to 19 percent; 20 percent to 39
percent; and 40 percent to 60 percent. The percent of children living in single parent
households are labeled separately.

In North America, Canada and the United States show a rate of 20 percent to 39
percent while Mexico shows a rate of 0 percent to 19 percent. The percent of children
living in single parent households are as follows: Canada, 22 percent; United States,
26 percent; Mexico, 13 percent.

In South America, Colombia shows a rate of 20 percent to 39 percent while
Argentina shows a rate of 0 percent to 19 percent. The percent of children living in
single parent households are as follows: Colombia, 33 percent; Argentina, 19 percent.

In Europe, the United Kingdom shows a rate of 20 percent to 39 percent while
Portugal, Spain, France, Ireland, Italy, Germany, Poland, Sweden, Finland, Czech
Republic, Austria and Greece show a rate of 0 percent to 19 percent. The percent of
children living in single parent households are as follows:

United Kingdom, 22 percent; Portugal, 12 percent; Spain, 7 percent; France, 15
percent; Ireland, 24 percent; Italy, 10 percent; Germany, 14 percent; Poland, 11
percent; Sweden, 18 percent; Finland, 14 percent; Czech Republic, 15 percent;
Austria, 14 percent; Greece, 5 percent.

In Africa, Egypt and Nigeria show a rate of 0 percent to 19 percent. Kenya shows a
rate of 20 percent to 39 percent. South Africa shows a rate of 40 percent to 60
percent. The percentage of children living in single parent households are as follows:
Egypt, 5 percent; Nigeria, 13 percent; Kenya, 26 percent; South Africa, 26 percent.

In Asia, India, China, South Korea, Japan, Taiwan, Philippines, Indonesia and
Malaysia show a rate of 0 percent to 19 percent. The percent of children living in
single parent households are as follows: India, 9 percent; China, 4 percent; South
Korea, 9 percent; Japan, 12 percent; Taiwan, 4 percent; Philippines, 10 percent;
Indonesia, 10 percent; Malaysia, 6 percent.
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Part V Adolescence
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Description
The text reads, As you progress through the Adolescence simulation module,
how you answer the following questions will impact the biosocial, cognitive,
and psychosocial development of your adolescent. An illustration of a
teenage boy is on the left. The three categories with questions are as follows.

Biosocial: Will your child experiment with smoking, drinking, or drugs
during adolescence? How will you respond if you learn your child is
experimenting with drugs? How will you encourage your child to spend his
or her free time after school (sports, part- time job)?

Cognitive: Which of Piaget's stages of cognitive development is your child
in? What kind of path do you see your teenager pursuing after high school
(college, military, work program)?

Psychosocial: How will you respond if your adolescent is struggling to fit in
with peers? How often do you think you and your teenager will have
conflicts? How social will your child be during his or her teen years? How
much privacy will you grant your teenager? How will you respond when
your teenager starts dating?
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CHAPTER 14
CHAPTER 15
CHAPTER 16
A century ago, puberty began at age 15 or so. Soon after that age, most
girls married and most boys found work. It is said that “adolescence
begins with biology and ends with culture.” If so, then a hundred years
ago, adolescence lasted a few months.

Now, adolescence lasts for years. Puberty starts at age 10 or so, and adult
responsibilities may be avoided for decades. Indeed, a few observers
describe a Peter Pan syndrome — men who “won’t grow up,” too self-
absorbed to love and care for anyone else (Kiley, 1983; Snow, 2015). That
is unfair to men and to teenagers, but even at age 18, almost no adolescent
is ready for all of the responsibilities of adulthood. If high school seniors
want marriage, parenthood, and a lifelong career, they should wait at least
a few years.

In the next three chapters (covering ages 11 to 18), we begin with biology
(Chapter 14), consider cognition (Chapter 15), and then discuss culture
(Chapter 16). Adolescence attracts the worst fears of adults, including
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parents, teachers, police officers, and social workers, yet children look
forward to these years and some adults wish they were young again.

Developmental researchers avoid both these extremes. Instead, they
consider adolescence to be one interval in a long process, with patterns
and events that can push a teenager toward early death or a happy life.
Understanding the possibilities and pitfalls described in these chapters will
help us all make this a fulfilling, not devastating, time of life.



1149



1150

Chapter 14 Adolescence: Biosocial Development
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✦ Puberty Begins
Sequence
Unseen Beginnings
Brain Growth
INSIDE THE BRAIN: Lopsided Growth
When Will Puberty Begin?
A VIEW FROM SCIENCE: Stress and Puberty
Too Early, Too Late
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✦ Growth and Nutrition
Growing Bigger and Stronger
Diet Deficiencies
Eating Disorders

✦ Sexual Maturation
Sexual Characteristics
Sexual Activity
Sexual Problems in Adolescence

✦ VISUALIZING DEVELOPMENT: Satisfied with Your Body?

What Will You Know?

1. How can you predict when puberty will begin for a particular child?
2. Why do many teenagers ignore their nutritional needs?
3. What makes teenage sex often a problem instead of a joy?

I overheard a conversation among three teenagers, including my daughter
Rachel, all of them past their awkward years and now becoming beautiful.
They were discussing the imperfections of their bodies. One spoke of her
fat stomach (what stomach? I could not see it), another of her long neck
(hidden by her silky, shoulder-length hair). Rachel complained about her
fingers and her feet!

The reality that boys and girls become men and women is no shock to any
adult. But for teenagers, heightened self-awareness often triggers surprise
or even horror, joy, and despair at the details of their growth. Like these
three, adolescents pay attention to each part of their bodies. Girls bond as
they discuss their flaws; boys more often boast. Yet almost all are both
self-focused and social, needing each other.
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This chapter describes the biosocial specifics of growing bodies and
emerging sexuality. It all begins with hormones, but other invisible
changes may be even more potent — such as the timing of neurological
maturation that did not yet allow these three teens to realize that minor
imperfections are insignificant.
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Puberty Begins
Puberty refers to the years of rapid physical growth and sexual

maturation that end childhood, producing a person of adult size, shape,
and sexuality. Puberty begins with a cascade of hormones that produce
external growth and internal changes, including heightened emotions and
sexual desires.

puberty
The time between the first onrush of hormones and full adult physical development.
Puberty usually lasts three to five years. Many more years are required to achieve
psychosocial maturity.

Sequence
The process typically starts sometime between ages 8 and 14. Most
biological growth ends about four years after the first signs appear,
although some individuals (especially boys) add height, weight, and
muscle until age 20 or so.

For girls, the observable changes of puberty usually begin with nipple
growth. Soon a few pubic hairs are visible, followed by a peak growth
spurt, widening of the hips, the first menstrual period (menarche), a full
pubic-hair pattern, and breast maturation. The average age of menarche in
the United States is about 12 years, 4 months (Biro et al., 2013). Other
nations are earlier or later, for genetic and nutritional reasons (Brix et al.,
2019).

menarche
A girl’s first menstrual period, signaling that she has begun ovulation. Pregnancy is
biologically possible, but ovulation and menstruation are often irregular for years after
menarche.
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VIDEO: The Timing of Puberty depicts the usual sequence of physical
development for adolescents.

For boys, the usual sequence is growth of the testes, initial pubic-hair
growth, growth of the penis, first ejaculation of seminal fluid
(spermarche), appearance of facial hair, a peak growth spurt, deepening
of the voice, and final pubic-hair growth. The typical age of spermarche is
13 years, almost a year later than menarche.

spermarche
A boy’s first ejaculation of sperm. Erections can occur as early as infancy, but ejaculation
signals sperm production. Spermarche may occur during sleep (in a “wet dream”) or via
direct stimulation.

Unseen Beginnings
The changes just listed are visible, but the entire process begins with an
invisible event — a marked increase in hormones.

Hormone production is regulated deep within the brain, where
biochemical signals from the hypothalamus signal another brain structure,
the pituitary. The pituitary produces hormones that stimulate the adrenal
glands, located above the kidneys at either side of the lower back. The
adrenal glands produce more hormones. Many hormones that regulate
puberty follow this route, known as the HPA (hypothalamus–pituitary–
adrenal) axis.

pituitary
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A gland in the brain that responds to a signal from the hypothalamus by producing many
hormones, including those that regulate growth and sexual maturation.
adrenal glands
Two glands, located above the kidneys, that respond to the pituitary, producing hormones.
HPA (hypothalamus–pituitary–adrenal) axis
A sequence of hormone production originating in the hypothalamus and moving to the
pituitary and then to the adrenal glands.

Sex Hormones
Late in childhood, the pituitary activates not only the adrenal glands —
the HPA axis — but also the gonads, or sex glands (ovaries in females;
testes, or testicles, in males), following another sequence called the HPG
(hypothalamus–pituitary–gonad) axis.

gonads
The paired sex glands (ovaries in females, testicles in males). The gonads produce
hormones and mature gametes.
HPG (hypothalamus–pituitary–gonad) axis
A sequence of hormone production originating in the hypothalamus and moving to the
pituitary and then to the gonads.

One hormone in particular, GnRH (gonadotropin-releasing hormone),
causes the gonads to enlarge and dramatically increase their production of
sex hormones, chiefly estradiol in girls and testosterone in boys. These
hormones affect the body’s shape and function, and they produce
additional hormones that regulate stress and immunity. Throughout
adolescence, hormone levels correlate with physiological changes, brain
restructuring, and self-reported developments (Goddings et al., 2012;
Vijayakumar et al., 2018).

estradiol
A sex hormone, considered the chief estrogen. Females produce much more estradiol than
males do.
testosterone
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A sex hormone, the best known of the androgens (male hormones); secreted in far greater
amounts by males than by females.

Estrogens (including estradiol) are female hormones, and androgens
(including testosterone) are male hormones, although each sex has some
of both. The ovaries produce high levels of estrogens, and the testes
produce dramatic increases in androgens. This “surge of hormones”
affects bodies, brains, and behavior before visible signs of puberty, “well
before the teens” (Peper & Dahl, 2013, p. 134).

The activated gonads soon produce mature ova or sperm that are released
in menarche or spermarche, respectively. Conception is possible, although
peak fertility occurs four to six years later. This is crucial information for
teenagers who are sexually active: Some mistakenly believe they cannot
become pregnant because they once had sex without protection. A few
years later that same one-time carelessness may lead to pregnancy.
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Do They See Beauty?     Both young women — the Mexican 15-year-old preparing for her
Quinceañara and the Malaysian teen applying a rice facial mask — look wistful, even
worried. They are typical of teenage girls everywhere, who do not realize how lovely they are.

Probably because of sex differences in hormones, adolescent males are
almost twice as likely as females to develop schizophrenia, and females
are more than twice as likely to become severely depressed. Of course, the
increase in hormones does not render the social context irrelevant.
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For everyone, one psychological effect of estrogen and testosterone is new
interest in sexuality. When puberty starts, most children become interested
in the other gender (who used to be avoided or disparaged), and some find
themselves attracted to members of the same sex, again an unanticipated
surprise. Reactions to sexual interest can cause joy or depression,
depending more on social circumstances than on hormones.

Usually the object of a young adolescent’s first attraction is safely
unattainable — a film star, a popular singer, a teacher — but by mid-
adolescence, fantasies may settle on another young person. Hormones also
direct adolescents toward typical sexual roles because of ancient
evolutionary patterns (Sisk, 2016).

Although emotional surges, nurturant impulses, and lustful urges arise
with hormones, remember that body, brain, and behavior always interact.
Sexual thoughts themselves can cause physiological and neurological
processes, not just result from them. As you just read, cortisol levels rise
in puberty, and that makes adolescents quick to react with passion, fury, or
ecstasy (Goddings et al., 2012; Klein & Romeo, 2013). Then those
emotions, in turn, increase levels of various hormones. Bodies, brains, and
behavior all affect one another.

For example, if adults react to a young person’s emerging breasts or
beards, these reactions evoke adolescent thoughts and frustrations, which
then raise hormone levels, propel physiological development, and trigger
more emotions. Because of hormones, emotions are more likely to be
expressed during adolescence (with shouts and tears), and that affects
everyone’s next reactions. Thus, the internal and external changes of
puberty are cyclical and reciprocal, each affecting the other.
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Body Rhythms
Because of hormones, the brain of every living creature responds to
environmental changes over the hours, days, and seasons. For example,
time of year affects body weight and height: Children gain weight more
rapidly in winter and grow taller more quickly in summer.

Another example is seasonal affective disorder (SAD), when people
develop symptoms of depression in winter. Those are seasonal changes,
but many biorhythms are on a 24-hour cycle called the circadian rhythm.
(Circadian means “about a day.”) Puberty interacts with biorhythms.

circadian rhythm
A day–night cycle of biological activity that occurs approximately every 24 hours.

For most people, daylight awakens the brain. That’s why people
experiencing jet lag are urged to take an early-morning walk. But at
puberty, night may be more energizing, making some teens wide awake
and hungry at midnight but half asleep, with no appetite or energy, all
morning. Teenagers become “night owls” more than “early birds”
(Gariépy et al., 2018).

In addition to circadian changes at puberty, some individuals (especially
males) are naturally more alert in the evening than in the morning, a trait
called eveningness. To some extent, this is genetic: 15 genes differ in
people who are natural larks or night owls (Hu et al., 2016). Puberty plus
eveningness increases risk (drugs, sex, delinquency), in part because
teenagers are awake when adults are asleep. If they must wake up in the
morning, many teenagers are sleep deprived (Roenneberg et al., 2012).
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Priorities! Parents and adolescents do not understand each other’s goals.

Added to the circadian sleep debt, “the blue spectrum light from TV,
computer, and personal-device screens may have particularly strong
effects on the human circadian system” (Peper & Dahl, 2013, p. 137).
Watching late-night TV, working on a computer, or texting friends at 10
P.M. interferes with sleepiness. As a result, many adolescents find early
bedtime and early rising almost impossible.

Schools that provide each student a tablet for homework warn against
bedroom use. However, the powerful adolescent urge to stay in touch with
friends results in sleeping next to their smartphones — and then sleeping
in class. Another problem is video games and action movies, which can
cut into sleep time and make class time slow and boring.
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Sleep deprivation and irregular sleep schedules increase several dangers,
including insomnia, nightmares, mood disorders (depression, conduct
disorder, anxiety), and falling asleep while driving. Adolescents are
particularly vulnerable to all of these, and sleepiness makes the situation
worse (see Figure 14.1). In addition, sleepy students do not learn as well
as well-rested ones.

FIGURE 14.1

Sleepyheads     Three of every four high school seniors are sleep deprived. Even if they go to
sleep at midnight, as many do, they must get up before 8 A.M., as almost all do. Then they are
tired all day.

Data from MMWR, June 15, 2018.

Description
Approximate data from the graph, for males and females, are as follows:
Ninth grade: 39, 29; Tenth grade: 34, 23; Eleventh grade: 22.5, 23; and
Twelfth grade: 22.5, 21.
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 Observation Quiz: As you see, the problems are worse for the girls. Why is
that? (see answer, page 374) 
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Oblivious to adolescent biorhythms, some parents set early curfews or
stay awake until their child comes home at night. They might drag their
teenager out of bed for school — the same child who, a decade earlier,
was commanded to stay in bed until dawn.

Some municipalities also fight adolescent biology. In 2014, Baltimore
implemented a law that requires everyone under age 14 to be home by 9
P.M. and 14- to 16-year-olds to be off the streets by 10 P.M. on school
nights and 11 P.M. on weekends. This too lightly assumes that home is a
happy, safe place where teenagers go to sleep early, and it restricts the
teen’s ability to socialize or study with friends.

One study compared graduation rates and absenteeism in 29 high schools,
across seven states, before and after they started school later than 8:30
A.M. Graduation rates increased from 79 to 88 percent, and average daily
attendance rose from 90 to 94 percent (McKeever & Clark, 2017).

Many high schools, however, remain stuck in schedules set before the
hazards of sleep deprivation were known. Although “the science is there;
the will to change is not” (Snider, 2012, p. 25).

In August 2014, the American Academy of Pediatrics concluded that high
schools should not begin until 8:30 or 9 A.M., because adolescent sleep
deprivation causes a cascade of intellectual, behavioral, and health
problems. The doctors noted that 43 percent of high schools in the United
States start before 8 A.M.

Most developmentalists, pediatricians, and education researchers wonder
why adult traditions are preserved while adolescent learning is ignored.
There is good news here, however. As the evidence accumulates, schools
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are postponing their start times, and teenagers are learning more (Lo et al.,
2018).

CHAPTER APP 14

 Sleep Cycle

RELATED TOPIC:
Circadian rhythms and sleep
IOS:
https://tinyurl.com/y36gvtum
ANDROID:
https://tinyurl.com/pgj2jyk

Sleep Cycle allows users to track their sleep patterns and get analysis that helps
ensure a good night’s sleep. Sleep Cycle uses a wake-up phase (30 minutes by
default) that ends at one’s desired alarm time. During this phase, Sleep Cycle
monitors body signals to wake users softly, when they are in the lightest possible
sleep state.

Brain Growth
A more ominous example of the disconnect between what science tells us
and what adolescents do concerns cars, guns, sex, and drugs, all of which
result in injury and even death. A chilling example comes from teenage
driving (legal at age 16 in most U.S. localities). Per mile driven, teenage
drivers are three times more likely to die in a motor-vehicle crash than
drivers over age 20 (Insurance Institute for Highway Safety, 2018).

Sequence of Changes
Many aspects of adolescent body growth are uneven. One breast, one foot,
or one ear may be bigger than the other — embarrassing, but harmless.

https://tinyurl.com/y36gvtum
https://tinyurl.com/pgj2jyk
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However, the usual sequence of brain maturation, propelled by hormones
that activate the limbic system at puberty, can lead to danger.

THINK CRITICALLY: Given the nature of adolescent brain development, how
should society respond to adolescent thoughts and actions?

To be specific, the prefrontal cortex matures steadily, advancing gradually
as time goes on. Because of that executive function, long-term planning,
postponing gratification, and thinking flexibly are better in adults than in
young adolescents. The limbic system, however, is affected more by
hormones (the HPG axis) than by time, and thus grows dramatically in
early adolescence.

Pubertal hormones target the amygdala directly (Romeo, 2013).
Therefore, instinctual and emotional areas of the adolescent brain develop
ahead of the reflective, analytic areas. Thus, puberty means emotional
rushes, unchecked by caution. Powerful sensations — loud music,
speeding cars, strong drugs — become compelling. Adolescents brag
about being wasted, smashed, out of their minds — all conditions that
adults try to avoid.

Immediate impulses thwart long-term planning and reflection. My friend
said to his neighbor, who had given his son a red convertible for high
school graduation, “Why didn’t you just give him a loaded gun?” The
mother of the 20-year-old who killed 20 first-graders and 7 adults in 2012
in Newtown, Connecticut, did just that. He killed her.

Sadly, that is not an isolated example. Guns, including those never used in
hunting or target practice, are increasingly available to adolescents who
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may kill other adolescents.

Fawkes, Not Fake     Bonfires, fireworks, burning effigies, and — shown here —
sparklers are waved in memory of Guy Fawkes, who tried to burn down the
British Parliament and kill the king in 1605. In theory, Guy Fawkes Night
celebrates his capture; in fact, it is a time for rebellion.

 Especially for Health Practitioners: How might you encourage
adolescents to seek treatment for STIs? (see response, page 373)

It is not that the prefrontal cortex shuts down. Actually, it continues to
develop throughout adolescence and beyond. Maturation doesn’t stop, but
the emotional hot spots of the brain zoom ahead. This was seen in a study
of 886 adolescents (ages 9 to 16) and their parents (average age 44) in
Hong Kong and England. All participants were asked questions to assess
executive function. The adolescents were less accurate but notably
quicker; their limbic systems race ahead while their prefrontal cortexes
slowly matured (Ellefson et al., 2017).
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When stress, arousal, passion, sensory bombardment, drug intoxication, or
deprivation is extreme, the adolescent brain is flooded with impulses that
overwhelm the cortex. Adults try to keep their thoughts straight, but
adolescents may prefer such flooding. Many teenagers choose to spend a
night without sleep, to eat nothing all day, to exercise in pain, to play
music at deafening loudness, to drink until they black out.

A common example comes from reading and sending text messages while
driving. Teenagers know that this is illegal almost everywhere, but the
“ping” of a text message evokes emotions that compel attention. In one
survey of U.S. high school seniors who had driven a car in the past month,
39 percent had texted while driving (MMWR, June 15, 2018).

 INSIDE THE BRAIN

Lopsided Growth
Instead of beginning this box in the usual way, with data from neuroscience, we
begin with one teenage boy and his father.

Laurence Steinberg is a noted expert on adolescence (e.g., Steinberg, 2014, 2015).
He is also a father.

When my son, Benjamin, was 14, he and three of his friends decided to sneak out of the
house where they were spending the night and visit one of their girlfriends at around
two in the morning. When they arrived at the girl’s house, they positioned themselves
under her bedroom window, threw pebbles against her windowpanes, and tried to scale
the side of the house. Modern technology, unfortunately, has made it harder to play
Romeo these days. The boys set off the house’s burglar alarm, which activated a siren
and simultaneously sent a direct notification to the local police station, which
dispatched a patrol car. When the siren went off, the boys ran down the street and right
smack into the police car, which was heading to the girl’s home. Instead of stopping and
explaining their activity, Ben and his friends scattered and ran off in different directions
through the neighborhood. One of the boys was caught by the police and taken back to
his home, where his parents were awakened and the boy questioned.
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I found out about this affair the following morning, when the girl’s mother called our
home to tell us what Ben had done…. After his near brush with the local police, Ben
had returned to the house out of which he had snuck, where he slept soundly until I
awakened him with an angry telephone call, telling him to gather his clothes and wait
for me in front of his friend’s house. On our drive home, after delivering a long lecture
about what he had done and about the dangers of running from armed police in the dark
when they believe they may have interrupted a burglary, I paused.

“What were you thinking?” I asked.

“That’s the problem, Dad,” Ben replied, “I wasn’t.”

[Steinberg, 2004, pp. 51, 52]

Steinberg’s son was right: When emotions are intense, especially when friends are
nearby, cortisol floods the brain, causing the prefrontal cortex to shut down. This
shutdown is not reflected in questionnaires that require teenagers to respond to
paper-and-pencil questions regarding hypothetical dilemmas. On those tests, most
teenagers think carefully and answer correctly.

In fact, when strong emotions are not activated, teenagers may be more logical than
adults (Casey & Caudle, 2013). They remember facts that they have learned in
biology or health class about sex and drugs. They know exactly how HIV is
transmitted and how alcohol affects the brain. However,

the prospect of visiting a hypothetical girl from class cannot possibly carry the
excitement about the possibility of surprising someone you have a crush on with a visit
in the middle of the night. It is easier to put on a hypothetical condom during an act of
hypothetical sex than it is to put on a real one when one is in the throes of passion. It is
easier to just say no to a hypothetical beer than it is to a cold frosty one on a summer
night.”

[Steinberg, 2004, p. 53]

Ben reached adulthood safely. Other teenagers, with less cautious police or less
diligent parents, do not. Brain immaturity makes teenagers vulnerable to social
pressures and stresses, which typically bombard young people today (Casey &
Caudle, 2013).

Brain scans confirm that emotional control, revealed by fMRI studies, is not fully
developed until adulthood, because the prefrontal cortex is limited in connections
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and engagement (Luna et al., 2013; Hartley & Somerville, 2015) (see Figure 14.2).

FIGURE 14.2

Same People, But Not the Same Brain     These brain scans are part of a longitudinal
study that repeatedly compared the proportion of gray matter from childhood through
adolescence. (Gray matter refers to the cell bodies of neurons, which are less prominent
with age.) Gray matter is reduced as white matter increases, in part because pruning
during the teen years (the last two pairs of images here) allows intellectual connections
to build. As the authors of one study that included this chart explained, teenagers may
look “like an adult, but cognitively they are not there yet” (Powell, 2006, p. 865).

Longitudinal research finds that heightened arousal occurs in the brain’s reward
centers — specifically the nucleus accumbens, a region of the ventral striatum that is
connected to the limbic system — when an adolescent’s brain is compared to his or
her brain in childhood or adulthood (Braams et al., 2015).

Teens seek excitement and pleasure, especially the social pleasure of a peer’s
admiration (Galván, 2013). In fact, when other teens are watching, they find it
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thrilling to take dramatic risks that produce social acclaim, risks they would not dare
take alone (Albert et al., 2013). Interestingly, the same reward regions of the brain
that are highly activated when peers are watching show decreased activation when
the adolescent’s mother is nearby (Telzer et al., 2015).

The research on adolescent brain development confirms two insights regarding
adolescent growth in general (Goddings et al., 2019). First, physiological changes
triggered by puberty are dramatic, unlike those of either childhood or adulthood.
Second, the social context matters — the body and brain of humans respond not only
to hormones and physical maturation but also to the friends and family members
nearby.

When Will Puberty Begin?
Typically, pubertal hormones accelerate sometime between ages 8 and 14,
and visible signs of puberty appear a year later. That six-year range is too
great for many parents, teachers, and children, who want to know exactly
when a given child will begin puberty. Fortunately, if a child’s genes,
gender, body fat, and stress level are known, prediction within a year or
two is possible.

Genes and Gender
Genetic sex differences have a marked effect. In height, the average
pubescent girl is about two years ahead of the average boy. Sex affects
sequence as well. The female height spurt occurs before menarche; the
male increase in height occurs after spermarche.

Therefore, unlike height, for hormonal and sexual changes, girls are less
than a year ahead of boys. Indeed, a recent study of thousands of Danish
teenagers found that the boys took about four years from the beginning to
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the end of puberty, while the girls took five years. This means that by age
15 the two genders were about equal in development (Brix et al., 2019).

Thus, a short sixth-grade boy with sexual fantasies about the taller girls in
his class is neither perverted nor precocious; his hormones are simply
ahead of his height. It also means that, by the last years of high school,
most adolescents have romantic relationships with other students in their
grade.

 Observation Quiz: Do you see any sign that these girls are not yet
comfortable with their new size and shape? (see answer, page 374) 

Overall, about two-thirds of the variation in age of puberty is genetic —
not only in the genes associated with the XX or XY chromosomes but also
in the genes common in families and ethnic groups (Dvornyk & Waqar-ul-
Haq, 2012; Biro et al., 2013). If both of a child’s parents were early or late
to reach puberty, the child will likely be early or late as well. Genetic
influences on puberty have been proven again and again (Howard, 2018).
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Fully Grown     These 14- to 17-year-old soccer players are in high school, probably already
at their adult height since girls typically mature before boys. We can be glad that U.S. law
(Title IX) now mandates equal sports funding for both sexes, so all students can also
experience the joys of teamwork, competition, and body strength. Adolescent and young-adult
athletes are at their peak in power and reaction time — although they need to learn strategy
and self-acceptance.

On average, African Americans reach puberty about seven months before
European or Hispanic Americans; Chinese Americans average several
months later. These are crude generalities: Remember that genetic
differences within each group are greater than differences between groups.

 Especially for Parents Worried About Early Puberty: Suppose your cousin’s
9-year-old daughter has just had her first period, and your cousin blames hormones
in the food supply for this “precocious” puberty. Should you change your young
daughter’s diet? (see response, page 373)

Body Fat and Chemicals
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Another influence on the onset of puberty is body fat, which itself is partly
genetic and partly cultural. Body fat is clearly associated with earlier
puberty for girls. The effects are more variable for boys: Being overweight
seems to accelerate puberty, but being obese slows it down (Reinehr &
Roth, 2019). The reasons probably involve hormones: For boys, body fat
may interfere with expression of male hormones.

In some nations, inadequate food delays growth of every kind; but in
developed nations, poor eating habits can result in overweight and, thus,
early puberty. This is suggested by a study which found that girls who
regularly drank several sugar-sweetened beverages each day were likely to
experience earlier menarche (Carwile et al., 2015).

Malnutrition explains why youths reach puberty later in some parts of
Africa, while their genetic relatives in North America mature much earlier.
For example, girls in northern Ghana reach menarche more than a year
later (almost age 14) than African American girls in the United States (just
past 12).

Ghanaian girls in rural areas — where malnutrition is more common —
are behind those in urban areas (Ameade & Garti, 2016). A more dramatic
example arises from sixteenth-century Europe, where puberty is thought to
have begun several years later than it does today.

In recent centuries puberty has begun at younger and younger ages. This is
an example of what is called the secular trend, which is earlier or greater
growth as nutrition and medicine improved.

secular trend
The long-term upward or downward direction of a certain set of statistical measurements,
as opposed to a smaller, shorter cyclical variation. As an example, over the past two
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centuries, because of improved nutrition and medical care, children have tended to reach
their adult height earlier and their adult height has increased.

One curious bit of evidence of the secular trend is in the height of U.S.
presidents. James Madison, the fourth president, was shortest at 5 feet, 4
inches; recent presidents have been much taller. Obama was 6 feet, 1 inch
and Trump is said to be 6 feet, 3 inches, although some sources say he is
not quite that tall.

Both the Same?     Yes, they are former U.S. presidents. But what a difference
150 years makes! James Madison (left) was the fourth president of the United
States, was popular and respected, and at 5 feet, 4 inches tall weighed about 100
pounds. Barack Obama (right), the 44th president, was 6 feet, 1 inch tall, and
Donald Trump (#45) is said to be 6 feet, 3 inches tall. Lincoln (#16) was tallest of
all — 6 feet, 4 inches — which then was a reason to mock his appearance.

The secular trend has stopped in most nations because childhood nutrition
allows everyone to attain their genetic potential. Young men no longer
look down at their short fathers, or girls at their mothers, unless their
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parents were born in nations where hunger was common. Future
presidents will not be taller than those in the recent past.

Some scientists suspect that precocious (before age 8) or delayed (after
age 14) puberty may be caused by hormones in the food supply. Cattle are
fed steroids to increase bulk and milk production, and hundreds of
chemicals and hormones are used to produce most of the food that
children consume. All of these substances might affect appetite, body fat,
and sex hormones, with effects at puberty (Bourguignon et al., 2016).

Stress
Stress hastens puberty, especially if a child’s parents are sick, drug-
addicted, or divorced, or if the neighborhood is violent and impoverished.
One study of sexually abused girls found that they began puberty as much
as a year earlier than they otherwise would have, a result attributed not
only to stress but also to the hormones activated by sexual contact (Noll et
al., 2017).

Particularly for girls who are genetically sensitive, puberty comes early if
their family interaction is stressful but late if their family is supportive
(Ellis et al., 2011b; James et al., 2012). Developmentalists have known for
decades that puberty is influenced by genes, hormones, and body fat. The
effect of stress is a newer discovery (see A View from Science).

A VIEW FROM SCIENCE

Stress and Puberty
Emotional stress, particularly when it has a sexual component, precipitates puberty.
This is not always the case, because differential susceptibility means that some
young people are more affected by family stress than others, and girls seem more
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affected than boys. But, many lines of research agree that stress is one factor that can
lead to early maturation (Ellis & Del Giudice, 2019).

For example, a large longitudinal study in England compared girls whose biological
father lived at home with girls whose father was absent. Typically, in that
community, when the father was absent, the mother was stressed. Often there were
other men at home. The daughters were more likely to be depressed and reached
menarche earlier, on average, than the other girls (Culpin et al., 2015).

The connection between sexual stress and early puberty occurs in developing nations
as well as developed ones. For example, in Peru, if a girl was physically and
sexually abused, she was much more likely (odds ratio 1.56) to have her first period
before age 11 than if she had not been abused (Barrios et al., 2015).

Hypothetically, the connection between stress and early puberty could be indirect.
For example, perhaps children in dysfunctional families eat worse and watch more
TV and that makes them overweight, which correlates with early menarche. Or,
perhaps they inherit genes for early puberty from their distressed mothers, and those
genes led the mothers to become pregnant too young, creating a stressful family
environment.

Either obesity or genes could cause early puberty, and then stress would be a by-
product, not a cause. Plausible hypothesis — but not correct.

Many longitudinal studies show a direct link between stress and onset of puberty.
For example, one longitudinal study of 756 children found that parents who
demanded respect, who often spanked, and who rarely hugged their babies, had
daughters who reached puberty earlier than other girls in the same study (Belsky et
al., 2007). Perhaps harsh parenting increases cortisol, which precipitates puberty.

A follow-up of the same girls at age 15, controlling for genetic differences, found
that harsh treatment in childhood increased sexual problems (more sex partners,
pregnancies, sexually transmitted infections) but not other risks (drugs, crime)
(Belsky et al., 2010). This suggests that stress triggers earlier increases of sex
hormones but not generalized rebellion. The direct impact of stress on puberty seems
proven.
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Why would higher cortisol accelerate puberty? The opposite effect — delayed
puberty — makes more sense. In such a scenario, stressed teens would still look and
act childlike, which might evoke adult protection rather than lust or anger.

Protection is especially needed in conflict-ridden or stressed single-parent homes,
yet such homes produce earlier puberty and less parental nurturance. Is this a
biological mistake? Not according to evolutionary theory:

Maturing quickly and breeding promiscuously would enhance reproductive fitness
more than would delaying development, mating cautiously, and investing heavily in
parenting. The latter strategy, in contrast, would make biological sense, for virtually the
same reproductive-fitness-enhancing reasons, under conditions of contextual support
and nurturance.

[Belsky et al., 2010, p. 121]

In other words, thousands of years ago, when harsh conditions threatened survival of
the species, adolescents needed to reproduce early and often, lest the entire
community become extinct.

By contrast, in peaceful times with plentiful food, puberty could occur later,
allowing children to postpone maturity and enjoy extra years of nurturance. Genes
evolved to respond differently to war and peace.

Of course, this evolutionary benefit no longer applies. Today, early sexual activity
and reproduction are more destructive than protective of communities. However,
since the genome has been shaped over millennia, a puberty-starting allele that
responds to social conditions will respond in the twenty-first century as it did
thousands of years ago.

This idea complements the current behavioral genetic understanding of differential
susceptibility (Harkness, 2014). Because of genetic protections, for some girls,
family stress may speed up ovulation.

Too Early, Too Late
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For a society’s health, early puberty is problematic: It increases the rate of
emotional and behavioral problems (Dimler & Natsuaki, 2015). Medical
professionals are also concerned with trends toward earlier puberty
because it is linked to later health problems, including breast cancer,
diabetes, and stroke (Day et al., 2015). Late puberty may also signify
health problems, including sickle cell anemia (Alexandre-Heymann et al.,
2019).

However, for most adolescents, these links between puberty, stress, and
health are irrelevant. Only one aspect of timing matters: their friends’
schedules. No one wants to be too early or too late.

Girls
Think about the early-maturing girl. If she has visible breasts at age 10,
the boys her age tease her; they are unnerved by the sexual creature in
their midst. She must fit her developing body into a school chair designed
for smaller children; she might hide her breasts in large T-shirts and bulky
sweaters; she might refuse to undress for gym. Early-maturing girls tend
to have lower self-esteem, more depression, and poorer body image than
do other girls (Galvao et al., 2014; Compian et al., 2009).

Some early-maturing girls have older boyfriends, who are attracted to
their womanly shape and girlish innocence. Having an older boyfriend
bestows status among young adolescents, but it also promotes drug and
alcohol use (Mrug et al., 2014). Early-maturing girls enter abusive
relationships more often than other girls do. Is that because their social
judgment is immature?
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Ancient Rivals or New Friends?     One of the best qualities of adolescents is that they
identify more with their generation than their ethnic group, here Turk and German. Do the
expressions of these 13-year-olds convey respect or hostility? Impossible to be sure, but given
that they are both about mid-puberty (face shape, height, shoulder size), and both in the same
school, they may become friends.

Boys
For girls, early maturation is more harmful than helpful no matter when
they were born, but for boys cohort matters. Early-maturing boys who
were born around 1930 often became leaders in high school and earned
more money as adults (Jones, 1965; Taga et al., 2006). Since about 1960,
however, the risks associated with early male maturation have outweighed
the benefits.

In the twenty-first century, early-maturing boys are more aggressive,
lawbreaking, and alcohol-abusing than the average boy (Mendle et al.,
2012). Although most of the research on the effects of puberty on male
delinquency has been on U.S. boys, similar findings come from elsewhere,
including a large study in China (Sun et al., 2016).
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It is not hard to figure out why. A boy with rapidly increasing testosterone,
whose body looks more like a man than a child, whose brain is more
affected by emotions than logic, and who seeks approval from peers more
than adults, is likely to trouble parents, schools, and the police.

Late puberty may also be difficult, especially for boys (Benoit et al.,
2013). Slow-developing boys tend to be more anxious, depressed, and
afraid of sex. Girls are less attracted to them, coaches less often want them
on their teams, peers bully or tease them. If a 14-year-old boy still looks
childish, he may react in ways (clowning, fighting, isolating) that are not
healthy for him.

Ethnic Differences
The specific impact of early puberty varies by both gender and culture.
For instance, one study found that, in contrast to European Americans,
early-maturing African American girls were not depressed, but early-
maturing African American boys were (Hamlat et al., 2014a, 2014b).
Another study found that Mexican American boys thought less of
themselves as pubertal changes continued, except in one domain — their
relationships with girls (Harris et al., 2017)

European research found that early-maturing Swedish girls were likely to
encounter problems with boys and early drug abuse, but similar Slovak
girls were not, presumably because parents and social norms kept Slovak
girls under tight control (Skoog & Stattin, 2014).

Social context also matters in the United States. Early-maturing Mexican
American boys were likely to experience trouble (with police and with
peers) if their neighborhoods had few Mexican Americans, but not if they
lived in ethnic enclaves (R. White et al., 2013). On their home turf they
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were perceived as leaders, not troublemakers. They responded
accordingly.

Puberty that is late by world norms, at age 14 or so, is not troubling if
one’s friends are late as well. However, if students in the same large high
school have diverse ethnic and genetic roots, the fact that some look like
tall children and others like grown adults may create tension. Contextual
factors interact with biological ones. The overall conclusion: Peers,
parents, and communities make off-time puberty insignificant or a major
problem.

WHAT HAVE YOU LEARNED?

1. What are the first visible signs of puberty?

2. What body parts of a teenage boy or girl are the last to reach full growth?

3. How do hormones affect the physical and psychological aspects of puberty?

4. Why do adolescents experience sudden, intense emotions?

5. How does the circadian rhythm affect adolescents?

6. What are the consequences of sleep deprivation?

7. What are the sex differences in the growth spurt?

8. What are the ethnic and cultural differences in the timing of puberty?

9. How are girls affected by early puberty?

10. How are boys affected by off-time puberty?
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Growth and Nutrition
Puberty entails transformation of every body part, with each change

affecting all of the others. Here, we discuss biological growth and the
nutrition that fuels that growth. Then we will focus on sexual maturation.

Growing Bigger and Stronger
The first set of changes is called the growth spurt — a sudden, uneven
jump in size that turns children into adults. Growth proceeds from the
extremities to the core (the opposite of the earlier proximodistal growth).
Thus, fingers and toes lengthen before hands and feet, hands and feet
before arms and legs, arms and legs before the torso. Because the torso is
the last body part to grow, many pubescent children are temporarily big-
footed, long-legged, and short-waisted.

growth spurt
The relatively sudden and rapid physical growth that occurs during puberty. Each body
part increases in size on a schedule: Weight usually precedes height, and growth of the
limbs precedes growth of the torso.

Sequence: Weight, Height, Muscles
As the growth spurt begins, children eat more and gain weight. Exactly
when, where, and how much weight they gain depends on heredity,
hormones, diet, exercise, and whether they are boys or girls. By age 17,
the average girl’s body has twice as much body fat as the average boy. Of
course, genes and exercise influence body shape; gender and maturation
are far from the only influences on body composition.

A height spurt follows the weight spurt; a year or two later, a muscle spurt
occurs. Thus, the pudginess and clumsiness of early puberty are usually
gone by late adolescence. Keep in mind, however, that puberty may
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dislodge the usual relationship between height and weight. A child may be
eating too much or too little, but that may not be apparent in conventional
measures of BMI (Golden et al., 2012).

In the years after puberty, all of the muscles grow. Arm muscles develop
particularly in boys, doubling in strength from ages 8 to 18. Other muscles
are gender-neutral. For instance, both sexes run faster with each year of
adolescence, with boys not much faster than girls (unless the girls choose
to slow down) (see Figure 14.3).

FIGURE 14.3

Little Difference     Both sexes develop longer and stronger legs during puberty.

Data from Malina et al., 2004, p. 222.

Description
The horizontal axis lists ages from 4 to 18 with 2 year intervals. The vertical
axis indicates running time in seconds, with 1 second intervals between 3 and
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7 seconds. The line for boys and girls is virtually identical between ages 6
and 13, and then it diverges. At 6 years of age the average running time is 6
seconds, and it drops to about 4 1/2 seconds at age 14. Then the girls' line
stays even until 18 years of age, while the boys' line drops to 3.7 seconds at
18 years of age.

Muscles are heavier than fat, so merely comparing weight and height, as
BMI does, may make it seem as if a strong adolescent is overweight —
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but that may be inaccurate. Consider athletic activity. If a particular
teenage boy is among the 35 percent who are physically active at least an
hour every day, he can have a BMI above 25 (technically overweight) and
still be in good physical shape. The same applies to girls: 18 percent of
them are active every day (MMWR, June 15, 2018).

Organ Growth
Lungs triple in weight; consequently, adolescents breathe more deeply and
slowly. The heart (another muscle) doubles in size as the heartbeat slows,
decreasing the pulse rate while increasing blood pressure. Consequently,
endurance improves: Some teenagers run for miles or dance for hours.
Red blood cells increase, dramatically so in boys, which aids oxygen
transport during intense exercise.

Both weight and height increase before muscles and internal organs: To
protect immature muscles and organs, athletic training and weight lifting
should be tailored to an adolescent’s size the previous year. Sports injuries
are the most common school accidents, and they increase at puberty. One
reason is that the height spurt precedes increases in bone mass, making
young adolescents particularly vulnerable to fractures.

The other relevant factor is stress — both in competition and in personal
life — that accompanies puberty. As stress increases, so does injury, with
the average athlete experiencing at least one injury every year. Training
should not only be adjusted to the developing body but should also
include ways to decrease emotional stress via meditation, mindfulness,
deep breathing, and so on (Ivarsson et al., 2017).

One organ system, the lymphoid system (which includes the tonsils and
adenoids), decreases in size, so teenagers are less susceptible to
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respiratory ailments. Mild asthma, for example, often switches off at
puberty — half as many teenagers as younger children are asthmatic
(MMWR, June 8, 2012). In addition, teenagers have fewer colds and
allergies than younger children. This reduction in susceptibility is aided by
growth of the larynx, which also deepens the voice, dramatically
noticeable in boys.

Another organ system, the skin, becomes oilier, sweatier, smellier, and
more prone to acne — which itself is an early sign of puberty (Brix et al.,
2019). Hair also changes, becoming coarser and darker. New hair grows
under arms, on faces, and over genitals (pubic hair, from the same Latin
root as puberty).

Diet Deficiencies
All of the changes of puberty depend on adequate nourishment, yet many
adolescents do not eat well. Teenagers often skip breakfast, binge at
midnight, guzzle down unhealthy energy drinks, and munch on salty,
processed snacks. One reason for their eating patterns is that their
hormones affect the circadian rhythm of their appetites; another reason is
that their drive for independence compels them to avoid family dinners,
refusing to eat what their mothers say they should.
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Next Stop: Masterpieces of the Fifteenth Century     These British teens eat
chips and soda before they enter the National Gallery in London. Twenty-first
century fast food is causing an epidemic of diet deficiencies and disordered
eating among youth in every nation.

In 2017, only 14 percent of U.S. high school seniors ate the recommended
three or more servings of vegetables a day (MMWR, June 15, 2018). That
is even less than when they were sophomores (17 percent).

Deficiencies of iron, calcium, zinc, and other minerals are especially
common during adolescence. Because menstruation depletes iron, anemia
is more common among adolescent girls than among any other age or sex
group. This is true everywhere, especially in South Asia and sub-Saharan
Africa, where teenage girls rarely eat iron-rich meat and green vegetables.
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Boys everywhere may also be iron-deficient, especially if they engage in
physical labor or intensive sports: Muscles need iron for growth and
strength. Yet, in developed as well as developing nations, adolescents
spurn iron-rich foods in favor of chips, sweets, and fries.

Similarly, although the daily recommended intake of calcium for
adolescents is 1,300 milligrams, the average U.S. teen consumes less than
500 milligrams a day. About half of adult bone mass is acquired from ages
10 to 20, which means that many contemporary teenagers will develop
osteoporosis (fragile bones), a major cause of disability, injury, and death
in late adulthood, especially for women.

One reason for calcium deficiency is that milk drinking has declined. In
1961, most North American children drank at least 24 ounces (about
three-fourths of a liter) of milk each day, providing almost all (about 900
milligrams) of their daily calcium requirement. Fifty years later, only 8
percent of high school students drank that much milk, and 27 percent
(more girls than boys) drank no milk at all in the previous week (MMWR,
June 15, 2018).

The decline of milk drinking is one reason for the prevalent deficiency in
vitamin D. Skipping breakfast and avoiding dairy products are common
for adolescents of every group, particularly African Americans, affecting
later health (Van Horn et al., 2011). Some are lactose-intolerant (milk is
difficult to digest), but they could choose cheese or yogurt. Instead, many
choose soda and chips.

Body Image
One reason for poor nutrition among teenagers is anxiety about body
image — that is, the perception of how one’s body looks. As one book on
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body image begins, each person’s body “feels, conceives, imagines,
represents, evaluates, loves, hates, and manipulates itself” (Cuzzolaro &
Fassino, 2018, p. v). This is true lifelong, but since every part of the body
changes dramatically in adolescence, the body image must change too.

body image
A person’s idea of how his or her body looks.

Most teenagers tend to focus on and exaggerate imperfections in their
bodies (as did the three girls in the anecdote that opens this chapter). They
often focus on size and shape. More than half of U.S. high school girls are
trying to lose weight, yet only one-sixth are actually overweight or obese
(MMWR, June 15, 2018).

One problem is that almost no one has a body like those in magazines,
movies, and television programs that are marketed to teenagers (Bell &
Dittmar, 2011). Closely related are the social media outlets that almost
every teenager consults. The emphasis is strongly on appearance, which
increases body dissatisfaction (de Vries et al., 2014).
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Bingeing, Cutting, Starving Stardom     Both Demi Lovato (left) and Zayn
Malik (right) are world-famous stars, with best-selling albums and international
tours. Demi starred in Camp Rock (a Disney film) and now has a highly
successful musical career; Zayn was integral to One Direction (a leading “boy
band” from England). Yet, both suffered serious eating disorders while millions
of fans adored them, a sobering lesson for us all.

Unhappiness with appearance — especially with weight for girls — is
documented worldwide, including in South Korea, China, Australia, and
Greece (Kim & Kim, 2009; Chen & Jackson, 2009; Murray et al., 2018;
Argyrides & Kkeli, 2015). Many teenagers try to change their bodies:
New diets, drugs, or intensive exercise are tried by almost every
adolescent. Some seek surgery, to reduce breasts, remove fat, or change
facial appearance (McGrath & Mukerji, 2000).

Eating Disorders
Dissatisfaction with body image can be dangerous, even deadly. Many
teenagers, mostly girls, eat erratically or ingest drugs (especially diet pills)
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to lose weight; others, mostly boys, take steroids to increase muscle mass.
[Life-Span Link: Teenage drug use is discussed in Chapter 16.]

Eating disorders are rare in childhood but increase dramatically at puberty,
accompanied by distorted body image, food obsession, and depression.
(See Visualizing Development, page 375.) Many adolescents switch from
obsessive dieting to overeating to overexercising and back again.
Although girls are most vulnerable, boys are at risk too, especially those
who aspire to be pop stars or who train to be wrestlers.

When distorted body image and excessive dieting result in severe weight
loss, that indicates anorexia nervosa. Less than 1 in 100 adolescent girls
develop anorexia, but those who do dramatically restrict their calorie
intake and have a destructive, distorted attitude about their bodies. Their
BMI may fall below 17 in cases of mild anorexia or 15 in extreme cases,
but clinicians must be alert to any sudden weight loss or weight that is
“less than that minimally expected” (American Psychiatric Association,
2013).

anorexia nervosa
An eating disorder characterized by distorted body image, severe calorie restriction, and
intense fear of weight gain. Affected individuals voluntarily undereat or binge and purge,
depriving their vital organs of nutrition. Anorexia can be fatal.

About three times as common as anorexia is bulimia nervosa. Sufferers
overeat compulsively, consuming thousands of calories within an hour or
two, and then purge through vomiting or laxatives. Most are close to
typical in weight and therefore unlikely to starve. However, they risk
serious health problems, including damage to their gastrointestinal system
and cardiac arrest from electrolyte imbalance (Mehler, 2018).
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bulimia nervosa
An eating disorder characterized by binge eating and subsequent purging, usually by
induced vomiting and/or use of laxatives.

A disorder that is newly recognized in DSM-5 is binge eating disorder.
Some adolescents periodically and compulsively overeat, quickly
consuming large amounts of ice cream, cake, or snack food until their
stomachs hurt. When bingeing becomes a disorder, overeating is typically
done in private, at least weekly for several months. The sufferer does not
purge (hence this is not bulimia) but feels out of control, distressed, and
depressed.

binge eating disorder
An eating disorder common in adolescence, which involves compulsive overeating.

Life-Span Causes and Consequences
From a life-span perspective, teenage eating disorders are not limited to
adolescence, even though this is the usual age when first signs appear. The
origins occur much earlier in family eating patterns if parents do not help
their children eat sensibly — when they are hungry, without food being a
punishment or a reward. Indeed, the origin could be at conception, since a
genetic vulnerability is suspected.

For all eating disorders, family function (not structure) is crucial (Tetzlaff
& Hilbert, 2014). During the teen years, many parents are oblivious to
eating disorders. They might have given up trying to get their child to eat
breakfast before school or to join the family for dinner. They delay getting
the help that their children need (Thomson et al., 2014).

Some adolescents with eating disorders die before midlife, especially of
heart conditions, and others recover (Mehler, 2018). The chance of
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recovery is better if diagnosis and treatment occur during early
adolescence (not adulthood) and if hospitalization is brief (Meczekalski et
al., 2013; Errichiello et al., 2016).

WHAT HAVE YOU LEARNED?

1. What is the pattern of growth in adolescent bodies?

2. What complications result from the sequence of growth
(weight/height/muscles)?

3. Why are many teenagers deficient in iron and calcium?

4. Why are many adolescents unhappy with their appearance?

5. What are the differences among the three eating disorders explained here?
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Sexual Maturation
Sexuality is multidimensional, complicated, and variable — not unlike

human development overall. Here, we consider biological changes at
puberty and some cohort variations. Other aspects of adolescent sexuality
and gender identity are discussed in Chapter 16.

Sexual Characteristics
The body characteristics that are directly involved in conception and
pregnancy are called primary sex characteristics. During puberty, every
primary sex organ (the ovaries, the uterus, the penis, and the testes)
increases dramatically in size and matures in function. Reproduction
becomes possible.

primary sex characteristics
The parts of the body that are directly involved in reproduction, including the vagina,
uterus, ovaries, testicles, and penis.
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Everywhere     Glancing, staring, and — when emotions are overwhelming — averting one’s
eyes are part of the universal language of love. Although the rate of intercourse among
teenagers is lower than it was, passion is expressed in simple words, touches, and, as shown
here, the eyes on a cold day.

At the same time that maturation of the primary sex characteristics occurs,
secondary sex characteristics develop. Secondary sex characteristics are
bodily features that do not directly affect reproduction (hence they are
secondary) but that signify masculinity or femininity.

secondary sex characteristics
Physical traits that are not directly involved in reproduction but that indicate sexual
maturity, such as a man’s beard and a woman’s breasts.

One secondary characteristic is body shape. Young boys and girls have
similar shapes, but at puberty males widen at the shoulders and grow
about 5 inches taller than females, while girls widen at the hips and
develop breasts. Those female curves are often considered signs of
womanhood, but neither breasts nor wide hips are required for conception;
thus, they are secondary, not primary, sex characteristics.

The pattern of hair growth at the scalp line (widow’s peak), the
prominence of the larynx (Adam’s apple), and several other anatomical
features differ for men and women; all are secondary sex characteristics.

Facial and body hair increases in both sexes, affected by sex hormones as
well as genes. Girls often pluck or wax any facial hair they see and shave
their legs, while boys may proudly grow sideburns, soul patches,
chinstraps, moustaches, and so on — with specifics dependent on culture
and cohort. Hair on the head is cut and styled to be spikey, flat, curled,
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long, short, or shaved. Hair is far more than a growth characteristic; it is a
display of sexuality, a mark of independence.

Secondary sex characteristics are important psychologically, if not
biologically. Breasts are an obvious example. Many adolescent girls buy
“minimizer,” “maximizer,” “training,” or “shaping” bras in the hope that
their breasts will conform to an idealized body image.

During the same years, many overweight boys are horrified to notice
swelling around their nipples — a temporary result of the erratic hormones
of early puberty. If a boy’s breast growth is very disturbing, tamoxifen or
plastic surgery can reduce the swelling, although many doctors prefer to
let time deal with the problem (Morcos & Kizy, 2012).

VIDEO: Romantic Relationships in Adolescence explores teens’ attitudes and
assumptions about romance and sexuality.

Sexual Activity
Primary and secondary sex characteristics such as menarche, spermarche,
hair, and body shape are not the only evidence of sex hormones.
Fantasizing, flirting, hand-holding, staring, standing, sitting, walking,
displaying, and touching are all done in particular ways to reflect
sexuality. As already explained, hormones trigger sexual thoughts, but the
culture shapes thoughts into enjoyable fantasies, shameful obsessions,
frightening impulses, or actual contact (see Figure 14.4).
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FIGURE 14.4

Boys and Girls Together     Boys tend to be somewhat more sexually
experienced than girls during the high school years, but since the Youth Risk
Behavior Survey began in 1991, the overall trend has been toward equality in
rates of sexual activity.

Data from MMWR, 1992–2018.

Masturbation is common in both sexes, for instance, but culture
determines attitudes, from private sin to mutual pleasure (Driemeyer et al.,
2016). Caressing, oral sex, nipple stimulation, and kissing are all taboo in
some cultures, expected in others.

The distinction between early and later sexual experience during
adolescence may be significant. A detailed longitudinal study in Finland
found that depressed and rebellious 13-year-olds were more likely to use
drugs and have sex (Kaltiala-Heino et al., 2015). That had flipped by age
19, when those who had experienced intercourse were less likely to be
depressed (Savioja et al., 2015).
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Emotions regarding sexual experience, like the rest of puberty, are
strongly influenced by social norms that indicate what is expected at what
age. Recently in the United States, one study found that girls who have sex
early in adolescence are likely to be depressed, but those who have sex as
older adolescents tend to be quite happy (Golden et al., 2016). Of course,
much depends on the specific social context, whether a girl feels shamed
or proud of her sexuality.

Indeed, everyone is influenced by hormones and society, biology and
culture. All adolescents have sexual interests that they did not previously
have (biology), and this propels teenagers in some nations to do things that
teenagers in other nations would never do (culture).

Social norms regarding male–female differences are powerful.
Traditionally, males were thought to have stronger sexual urges than
females, which is why adolescent boys were supposed to “make the first
move,” from asking for a date to trying for a kiss. Then, girls were
supposed to slow down the boys’ advances. This was called the double
standard, in that behaviors of boys and girls were held to different
standards.

Many adolescents still expect boys and girls to approach heterosexual
interactions differently, with boys more insistent and girls more hesitant.
As one teen girl explained, “that’s just how it is” (Tolman et al., 2016).

Nonetheless, many lines of research find that the double standard is less
powerful than it once was, not only because of greater freedom for girls
but also because many teens question the male–female binary.
Interestingly, same-sex couples also find that the double standard is
decreasing. A study in Italy found that lesbians experience patterns similar
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to those of gay males, and both are becoming more similar to straight
youth (La Fauci, 2018).

Check out the Data Connections activity Sexual Behaviors of U.S. High School
Students, which examines how sexually active teens really are.

Over the past two decades in the United States, every gender, ethnic, and
age group is less sexually active than the previous cohort. Between 1993
and 2017, intercourse experience among African American high school
students decreased 42 percent (to 46 percent); among European
Americans, down 18 percent (to 39 percent); and among Latinos, down 27
percent (to 41 percent) (MMWR, June 15, 2018).
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Brain Before Body Hormones affect thoughts, but visible signs reveal maturation.

Many reasons for the trends have been suggested: sex education, fear of
HIV/AIDS, awareness of the hazards of pregnancy, more female
education, less intimacy. To explore these hypotheses, more research is
needed.

Worldwide, however, a universal experience (increasing hormones) that
produces another universal experience (growth of primary and secondary
sex characteristics) is powerfully shaped by cohort, gender, culture, and,
especially in the United States, their friends (van de Bongardt et al., 2015).
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Sexual Problems in Adolescence
Sexual interest and interaction are part of adolescence; healthy adult
relationships are more likely to develop when adolescent impulses are not
haunted by shame and fear. Teenagers are neither depraved nor degenerate
in experiencing sexual urges. Before focusing on the hazards, we should
note that several “problems” are less troubling now than in earlier
decades. Here are three specifics:

Teen births have decreased. In the United States, the 2017 rate of
births to teenage mothers was less than half the rate 10 years earlier,
with the biggest drop among Hispanic teens (Martin et al., 2018).
(The 2017 rate was the lowest in 50 years.) Similar declines are
evident in other nations. The most dramatic results are from China,
where the 2015 teen pregnancy rate was about one-tenth the rate 50
years ago (reducing the 2015 world population by about 1 billion).
The use of “protection” has risen. Contraception, particularly
condom use among adolescent boys, has increased markedly in most
nations since 1990. The U.S. Youth Risk Behavior Survey found that
61 percent of sexually active high school boys used a condom during
their most recent intercourse (MMWR, June 15, 2018).
The teen abortion rate is down. In the United States, the teen abortion
rate has declined every year since abortion became legal. The rate
today is about half that of 20 years earlier.

These are positive trends, but many aspects of adolescent sexual activity
remain problematic.

Sex Too Soon
Sex can, of course, be thrilling and affirming, a bonding experience.
However, compared to a century ago, adolescent sexual activity —
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especially if it results in birth — is more hazardous. Five circumstances
have changed:

1. Earlier puberty results in earlier fertility, and sex before age 15
correlates with depression, drug abuse, and lifelong problems
(Kastbom et al., 2015).

2. If a teenager has a baby, she usually has no reliable partner to help. A
century ago, teenage mothers were often married; now, almost all are
unwed.

3. Raising a child has become more complex and expensive, and family
helpers are scarce: Most young grandmothers are employed.

4. Sexually transmitted infections (STIs) are more common and
dangerous. The rate of all STIs increased markedly over the past
decade, with notable increases from 2016 to 2017 (Centers for
Disease Control and Prevention, 2018).

5. Abortion has become illegal in the some U.S. states, so if a young
teenager becomes pregnant, her future education and family
formation are changed lifelong.

 Especially for Parents Worried About Their Teenager’s Risk-Taking:
You remember the risky things you did at the same age, and you are alarmed by
the possibility that your child will follow in your footsteps. What should you do?
(see response, page 374)

As you read, teen births are declining, as are teen abortions. However, the
U.S. rate of adolescent pregnancy is the highest of any developed nation
(true among every ethnic group). If a pregnant girl is under 16 (most are
not), she is more likely than older pregnant teenagers to experience
complications — including spontaneous abortion, high blood pressure,
stillbirth, preterm birth, and low birthweight. This is true worldwide, in
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wealthy as well as low-income nations (Ganchimeg et al., 2014). She is
more likely to drop out of high school.

There are many reasons for these hazards besides age. Poverty and lack of
education correlate with teen pregnancy and with every problem just
listed. Sadly, some of the problems begin with family life: Mothers who
themselves had teenage births are more likely to have daughters who do
the same (Liu et al., 2018). One reason for the frequency of complications
is that younger pregnant teenagers are frequently undernourished and
often postpone prenatal care.

Although some people imagine that the baby will benefit when an
adolescent mother lives with her own mother, the opposite seems more
accurate. Problems begin in infancy, with teenagers living with their
mothers less likely to breast-feed their infants than teen mothers living on
their own (Pilkauskas, 2014). [Life-Span Link: Attachment types and the
importance of early attachment were discussed in Chapter 7.]
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You, Too?     Millions were shocked to learn that Larry Nassar, a physician for gymnasts
training for the Olympics and at Michigan State University, sexually abused more than
150 young women. Among the victims was Kaylee Lorenz, shown here addressing
Nassar in court. Nassar was convicted of multiple counts of sexual assault and sentenced
to 40 to 175 years in prison, but his victims wonder why no one stopped him. The
president of Michigan State University resigned in disgrace; many others are still in
office.

Even if sexually active adolescents avoid pregnancy, early intercourse
increases psychosocial problems. A study of 3,923 adult women in the
United States found that those who voluntarily had sex before age 16 were
more likely to divorce later on, whether or not they became pregnant or
later married their first sexual partner. The same study found that
adolescents of any age whose first sexual experience was unwanted (either
“really didn’t want it” or “had mixed feelings about it”) were also more
likely to later experience divorce (Paik, 2011).

Forced sex is much worse, of course, as now explained.

Sexual Abuse
Abuse harms development lifelong. Child sexual abuse is defined as any
sexual activity (including fondling and photographing) between a juvenile
and an adult. Age 18 is the usual demarcation between adult and child
(although legal age varies by state). Girls are particularly vulnerable,
although boys are also at risk.

child sexual abuse
Any erotic activity that arouses an adult and excites, shames, or confuses a child, whether
or not the victim protests and whether or not genital contact is involved.

Although sexual abuse of young children gathers most headlines, young
adolescents are, by far, the most frequent victims. The rate of sexual abuse
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increases at puberty, a particularly sensitive time because many young
adolescents are confused about their own sexual urges and identity
(Graber et al., 2010). Virtually every adolescent problem, including
pregnancy, drug abuse, eating disorders, and suicide, is more frequent in
adolescents who are sexually abused.

This is true worldwide. Although solid numbers are unknown for obvious
reasons, it is apparent that millions of girls in their early teens are forced
into marriage or prostitution each year. Adolescent girls are common
victims of sex trafficking, not only because their youth makes them more
alluring but also because their immaturity makes them more vulnerable
(McClain & Garrity, 2011). Some believe they are helping their families
by earning money to support them; others are literally sold by their
families (Montgomery, 2015).

It is virtually impossible to know how common child sexual abuse is. The
problem begins with the definition: Would you consider it sexual abuse
when a 14-year-old marries a man chosen by her parents? What about a
16-year-old who has sex with her 19-year-old boyfriend? Estimates of the
number of children being trafficked for sex in the United States range
from 1,000 to 336,000 — hardly definitive (Miller-Perrin & Wurtele,
2017).

When U.S.-born children suffer sexual abuse, they are usually not
trafficked but instead are abused in their own homes. Typically, the
victims are young adolescents who are not allowed friendships and
romances that teach them how to develop a healthy and satisfying life.
Sometimes the abuser is a biological parent, but more often it is a
stepparent, older sibling, or uncle.
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Young people who are sexually exploited tend to fear sex and to devalue
themselves lifelong, with higher rates of virtually every developmental
problem. They have much higher rates of repeated abuse, both as
adolescents and as adults (Pittenger et al., 2018). Another developmental
consequence is the birth of unwanted babies, who often become mistreated
themselves (Noll et al., 2018).

Our discussion of sexual abuse focuses on girls because they are the most
common victims. However, teenage boys may be sexually abused as well,
a direct attack on their fledgling identity as men (Dorais, 2009).
Disclosure of past abuse is particularly difficult for men, which makes
reliable statistics difficult (Collin-Vézina et al., 2015).

Remember that perpetrators of all kinds of abuse are often people known
to the child. After puberty, although sometimes abusers are parents,
coaches, or other authorities, often they are other teenagers. In the most
recent U.S. Youth Risk Behavior Survey of high school students, 15
percent of the girls and 4 percent of the boys said that they had been
kissed, touched, or forced to have sex within a dating relationship when
they did not want to (MMWR, June 15, 2018). Sex education is discussed
in Chapter 16; obviously teenagers have much to learn.
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Could It Happen to You?     Lady Gaga sang “Til It Happens to You” at the 2016 Academy
Awards, holding hands with fellow victims of sexual assault. As explained in the film The
Hunting Ground, unwanted sexual comments and actions have been part of the college
experience for decades, but now thousands of victims say, “No more.”

Sexually Transmitted Infections
Unlike teen pregnancy and sexual abuse, the other major problem of
teenage sex shows no signs of abating. A sexually transmitted infection
(STI) (sometimes called a sexually transmitted disease [STD]) is any
infection transmitted through sexual contact. Worldwide, sexually active
teenagers have higher rates of the most common STIs — gonorrhea,
genital herpes, and chlamydia — than do sexually active people of any
other age group.

sexually transmitted infection (STI)
A disease spread by sexual contact, including syphilis, gonorrhea, genital herpes,
chlamydia, and HIV.
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In the United States, half of all new STIs occur in people ages 15 to 25,
even though this age group has less than one-fourth of the sexually active
people (Satterwhite et al., 2013). Rates are particularly high among
sexually active adolescents, ages 15 to 19.

Biology provides one reason: Pubescent girls are particularly likely to
catch an STI compared to fully developed women, probably because adult
women have more vaginal secretions that reduce infections. Further, if
symptoms appear, teens are less likely to alert their partners or seek
treatment unless pain requires it.

A survey of adolescents in a U.S. pediatric emergency department found
that half of the teenagers (average age 15) were sexually active and 20
percent of those had an STI — although that was not usually the reason
they came for medical help (Miller et al., 2015).

There are hundreds of STIs. Chlamydia is the most frequently reported
one; it often begins without symptoms, yet it can cause permanent
infertility.

The Data Connections activity Major Sexually Transmitted Infections: Some
Basics offers more information about the causes, symptoms, and rates of various
STIs.

Worse is human papillomavirus (HPV), which has no immediate
consequences but increases the risk of “serious, life-threatening cancer” in
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both sexes (MMWR, July 25, 2014, p. 622). Immunization before first
intercourse has reduced the rate of HPV, with half of all teenage girls
receiving the recommended three doses (two if they start the series before
age 15). Over the past decade, precancerous lesions are reduced in 18- to
24-year-olds but not in 30- to 64-year-olds (too old to have been
immunized) (McClung et al., 2019).

National variations in laws and rates of STIs are large. Rates among U.S.
teenagers are higher than those in any other medically advanced nation but
lower than rates in some developing nations. HIV rates are not declining,
despite increased awareness.

From a developmental perspective, congenital syphilis, which results in a
newborn with lifelong disabilities (and sometimes early death), is the most
frightening STI of all, because the infant suffers. In 2017, the rate of
congenital syphilis in the United States was double the rate in 2014.
Fortunately this STI is still rare, but it is completely avoidable if the
mother gets early prenatal care. Thus, the increase is an alarming
indication that national health care is missing the most vulnerable people.

Once again, it is apparent that a universal experience (the biology of
puberty) varies remarkably depending on national and family context. As
we stated earlier, adolescence begins with biology and ends with culture.
You will see more examples of this in the next chapter.

WHAT HAVE YOU LEARNED?

1. What are examples of the difference between primary and secondary sex
characteristics?

2. Why are there fewer problems caused by adolescent sexuality now than a few
decades ago?



1211

3. What is problematic regarding adolescent pregnancy?

4. What are the effects of child sexual abuse?

5. Among sexually active people, why do adolescents have more STIs than
adults?

6. What are three ways to prevent STIs among teenagers?
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Chapter 14 Review

SUMMARY

Puberty Begins

1. Puberty refers to the time when a child’s body becomes an adult
one. Even before the teenage years, biochemical signals from the
hypothalamus to the pituitary gland to the adrenal glands (the HPA
axis) increase production of testosterone, estrogen, and various
other hormones that cause the body to grow rapidly and become
capable of reproduction.

2. Some emotional reactions, such as quick mood shifts, are directly
caused by hormones, as are thoughts about sex. The reactions of
others to adolescents and the adolescents’ own reactions to the
physical changes they are undergoing also trigger emotional
responses, which, in turn, affect hormones.

3. Hormones regulate all of the body rhythms of life, by day, by
season, and by year. Changes in these rhythms in adolescence often
result in sleep deprivation, partly because the natural circadian
rhythm makes teenagers wide awake at night. Sleep deprivation
causes numerous health and learning problems.

4. Various parts of the brain mature during puberty and in the
following decade. The regions dedicated to emotional arousal
(including the amygdala) mature before those that regulate and
rationalize emotional expression (the prefrontal cortex).

5. Puberty typically begins anytime from about age 8 to about age 14.
The young person’s sex, genetic background, body fat, and level of
stress all contribute to this variation in timing.

6. Girls generally begin and end puberty before boys do, although the
time gap in sexual maturity is much shorter than the two-year gap
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in peak height.

Growth and Nutrition

7. The growth spurt is an acceleration of growth in every part of the
body. Peak weight usually precedes peak height, which is then
followed by peak muscle growth. This sequence makes adolescents
particularly vulnerable to injuries. The lungs and the heart also
increase in size and capacity.

8. All of the changes of puberty depend on adequate nourishment, yet
adolescents do not always make healthy food choices. One reason
for poor nutrition is the desire to lose (or, less often, gain) weight
because of anxiety about body image.

9. Many adolescents eat too much of the wrong foods or too little
food overall. Deficiencies of iron, vitamin D, and calcium are
common, affecting bone growth and overall development. The
precursors of serious eating disorders are evident in adolescence.

Sexual Maturation

10. Male–female differences in bodies and behavior become apparent
at puberty. The maturation of primary sex characteristics means
that by age 13 or so, after experiencing menarche or spermarche,
teenagers are capable of reproducing, although peak fertility is
several years later.

11. Secondary sex characteristics are not directly involved in
reproduction but signify that the child is becoming a man or a
woman. Body shape, breasts, voice, body hair, and numerous other
features differentiate males from females. Sexual activity is
influenced more by culture than by physiology.

12. In the twenty-first century, teenage sexual behavior has changed
for the better in several ways. Hormones and growth may cause
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sexual thoughts and behaviors at younger ages, but teen pregnancy
is far less common, condom use has increased, and the average age
of first intercourse has risen.

13. Among the problems that adolescents still face is the urge to
become sexually active before their bodies and minds are ready.
Giving birth before age 16 takes a physical toll on a growing girl; it
also puts her baby at risk of physical and psychological problems.

14. Sexual abuse is more likely to occur in early adolescence than at
other ages. Girls are more often the victims than boys are. The
perpetrators are often family members or close friends of the
family or, for older adolescents, other teenagers. Rates of child
sexual abuse are declining in the United States, but globalization
has increased international sex trafficking.

15. Untreated STIs at any age can lead to infertility and even death.
Rates among sexually active teenagers are rising for many reasons,
with HIV/AIDS not yet halted. Immunization to prevent HPV is
decreasing rates of vaginal cancer in adulthood.

KEY TERMS

puberty
menarche
spermarche
pituitary
adrenal glands
HPA (hypothalamus–pituitary–adrenal) axis
gonads
HPG (hypothalamus–pituitary–gonad) axis
estradiol
testosterone
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circadian rhythm
secular trend
growth spurt
body image
anorexia nervosa
bulimia nervosa
binge eating disorder
primary sex characteristics
secondary sex characteristics
child sexual abuse
sexually transmitted infection (STI)

APPLICATIONS

1. Visit a fifth-, sixth-, or seventh-grade class. Note variations in the size
and maturity of the students. Do you see any patterns related to gender,
ethnicity, body fat, or self-confidence?

2. Interview two to four of your friends who are in their late teens or early
20s about their memories of menarche or spermarche, including their
memories of others’ reactions. Do their comments indicate that these
events are or are not emotionally troubling for young people?

3. Talk with someone who became a teenage parent. Were there any
problems with the pregnancy, the birth, or the first years of parenthood?
Would the person recommend teen parenthood? What would have been
different had the baby been born three years earlier or three years later?

4. Adult reactions to puberty can be reassuring or frightening. Interview
two or three people about how adults prepared for, encouraged, or
troubled their development. Compare that with your own experience.
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Especially For ANSWERS

Response for Health Practitioners (from p. 357): Many adolescents are
intensely concerned about privacy and fearful of adult interference. This
means that your first task is to convince the teenagers that you are
nonjudgmental and that everything is confidential.

Response for Parents Worried About Early Puberty (from p. 360):
Probably not. If she is overweight, her diet should change, but the hormone
hypothesis is speculative. Genes are the main factor; she shares only one-
eighth of her genes with her cousin.

Response for Parents Worried About Their Teenager’s Risk-Taking
(from p. 369): You are right to be concerned, but you cannot keep your child
locked up for the next decade or so. Since you know that some rebellion and
irrationality are likely, try to minimize them by not boasting about your own
youthful exploits, by reacting sternly to minor infractions to nip worse
behavior in the bud, and by making allies of your child’s teachers and the
parents of your child’s friends.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 356): Girls tend to spend more time
studying, talking to friends, and getting ready in the morning. Other data
show that many girls get less than 7 hours of sleep per night.

Answer to Observation Quiz (from p. 359): Look at their legs. The shortest
is standing tall; the tallest is bending her knees.

VISUALIZING DEVELOPMENT

Satisfied with Your Body?
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Probably not, if you are a teenager. At every age, accepting who you are — not
just ethnicity and gender, but also body shape, size, and strength — correlates
with emotional health. During the adolescent years, when everyone’s body
changes dramatically, body dissatisfaction rises. As you see, this is particularly
true for girls — but if the measure were satisfaction with muscles, more boys
would be noted as unhappy.

Description
The introductory text reads, Probably not, if you are a teenager. At every age,
accepting who you are–not just ethnicity and gender, but also body shape, size, and
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strength–correlates with emotional health.

During the adolescent years, when everyone’s body changes dramatically, body
dissatisfaction rises. As you see, this is particularly true for girls–but if the measure
were satisfaction with muscles, more boys would be noted as unhappy.

A horizontal bar chart is titled Body dissatisfaction correlates with. Factors
contributing to body dissatisfaction and corresponding values are as follows:
Unfavorable media comparisons, 0.26; Weight criticisms from parents, 0.30;
Unfavorable peer comparisons, 0.55; Low self-esteem, 0.52

A subheading reads, Gender differences in Body Dissatisfaction. An introductory text
reads, Females of all ages tend to be dissatisfied with their bodies, but the biggest
leap in dissatisfaction occurs when girls transition from early to mid-adolescence
(Makinen et al., 2012).

Two graphs compare the levels of dissatisfaction felt by boys and girls in terms of
their body parts.

Both graphs plot different body parts such as weight, hips, thighs, and waist on the
vertical axis against the age groups, 13 year olds, 15 year olds, and 18 year olds, on
the horizontal axis. The graph labeled Girls shows the following data,

Weight: 13 year olds, 16 percent; 15 year olds, 30 percent; 18 year olds, 22 percent.

Hips: 13 year olds, 9 percent; 15 year olds, 25 percent; 18 year olds, 27 percent.

Thighs: 13 year olds, 18 percent; 15 year olds, 42 percent; 18 year olds, 39 percent.

Waist: 13 year olds, 7 percent; 15 year olds, 17 percent; 18 year olds, 25 percent.

A clip art of a smartphone screen shows a header and text that read, Social media and
body dissatisfaction. The more time teenage girls spend on social media, the higher
their body dissatisfaction. 86 percent of teens say that social network sites hurt their
body confidence.

Another subheading reads, Nutrition and Exercise. An introductory text reads, High
school students are told, at home and at school, to eat their vegetables and not care
about their looks. But they listen more to their peers and follow social norms.
Fortunately, some eventually learn that, no matter what their body type, good
nutrition and adequate exercise make a person feel more attractive, energetic, and
happy.



1219

Chapter 15 Adolescence: Cognitive Development
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✦ Logic and Self
Egocentrism
Formal Operational Thought

✦ Two Modes of Thinking
Intuitive and Analytic Processing
A CASE TO STUDY: Biting the Policeman
INSIDE THE BRAIN: Stop and Think? No!
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Better Thinking
✦ Technology and Cognition

Digital Natives
Technology in Schools
Sexual Abuse?
Computer Addiction
Cyber Danger

✦ Secondary Education
Definitions and Facts
Middle School
High School
OPPOSING PERSPECTIVES: High-Stakes Testing
Variability

✦ VISUALIZING DEVELOPMENT: How Many Adolescents Are in
School?

What Will You Know?

1. Why are young adolescents often egocentric?
2. Why does emotion sometimes overwhelm reason?
3. Is cyberbullying worse than direct bullying?
4. What kind of school is best for teenagers?

On March 15, 2019, thousands of adolescents in almost 100 nations left
their classrooms to gather in the streets. Their inspiration was a lone 16-
year-old who skipped school on Fridays during the fall of 2018 to stand in
front of the Swedish parliament to protest adult inaction on climate
change.
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News media worldwide reported on this event, often with students’ own
words. For example, the BBC (March 15, 2019) interviewed student
protesters from a dozen towns in England. In Brighton, a 13-year-old girl
said:

They’re messing up our future and we’re the ones who are going to have to
clean it up, so I think it’s important that we come and tell them about it. The
school haven’t let us go, they say there’s consequences but it’s more
important than school attendance to come here and protest.

Her friend said:

I really don’t care what consequences they give us, it’s more important that
we fight for our future. This is the world we’re going to have to live in.

A 16-year-old boy in Birmingham said:

We are at the point that in 12 to 20 years the effects of climate change are
going to be irreversible. The only way to change it is through the younger
generation because the older generation don't really care.

And a 15-year-old in Stockport was torn:

I tried to come to the last protest but my school said no. My head of year
said no this time but I think it is more important to come. I think I’m going
to get into trouble though.

That protest stopped public transportation in Manchester, prompting one
adult to say

it’s disappointing that they’ve chosen to disrupt Metrolink — which,
ironically, is one of the greenest and most sustainable ways to travel across
Greater Manchester.
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Five thousand miles away, in Missoula, Montana, students spoke again
about the need for adolescents to act because the adults were oblivious.
The U.S. reporters tried to put the protest into a political context (O’Brien,
2019). In response to such a question, one senior boy noted “a generation
gap between the politicians of today and the politicians of the future.”

A 15-year-old in Indiana said:

This is not a Republican issue; this is not a Democrat issue. This is a human
rights issue … I don’t want to live in a world where the future is unclear. I
have big plans for myself … People generally perceive it as us kids, we’re
just whining … Unfortunately, adults haven’t done enough for us to make
this future clear for me and for my peers. So we’re taking it into our own
hands.

[Fallahi, quoted in Van Dongen, 2019]

These quotations begin this chapter on adolescent cognition because they
illustrate how adolescents think — sometimes illogically (the public
transportation disruption), sometimes considering adults clueless (“they
don’t really care”), sometimes exaggerating their importance (the young
can reverse climate change). Yet, they are still influenced by the schools
that the adults create (“consequences,” “get into trouble”) and the opinions
adults might have (“whining”).
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Ferocious Earthlings     It’s hard not to admire the passion of adolescent cognition, not only
on climate change, but also on drugs, religion, patriotism, sex, and many other issues.
Admiration does not always mean agreement, but that’s why adolescents and adults need each
other.

 Observation Quiz: What is the meaning of the four symbols on the bottom
of the ferocious poster? (see answer, page 400) 

None of this is surprising. Cognition reflects generation and culture. In the
United States, reporters see climate change as a political issue; in England,
adults see the young as misguided; developmental scientists think about
the effects on human health worldwide (Watts et al., 2018; Sadana et al.,
2019).

This chapter attempts to avoid these adult conclusions. Instead, we
describe the facts of adolescent cognition, a mix of egocentrism and
abstraction, of emotions and analysis.
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We also explore the myriad structures of the schools that educate
adolescents. What should the “consequences” be when adolescent thought
leads to ditching school? Do the students quoted above illustrate hopeful
priorities, or exaggerated self-importance? You draw your own
conclusions.
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Logic and Self
Brain maturation, additional years of schooling, moral challenges,

increased independence, and intense conversations all occur between ages
11 and 18. These aspects of adolescents’ development propel cognitive
growth, beginning with intense focus on oneself and moving toward
impressive rational thought.

Egocentrism
During puberty, young people center on themselves, in part because
maturation of the brain and body heightens self-consciousness. Young
adolescents grapple with conflicting feelings about their parents and
friends, examine details of their physical changes, and think deeply (but
not always realistically) about the future.

Adolescent egocentrism — that is, adolescents thinking intensely about
themselves and about what others think of them — was first described by
David Elkind (1967). He found that, egocentrically, adolescents regard
themselves as much more unique, special, admired, or hated than other
people consider them to be. Egocentric adolescents have trouble
understanding others’ points of view.

adolescent egocentrism
A characteristic of adolescent thinking that leads young people (ages 10 to 13) to focus on
themselves to the exclusion of others.

For example, few girls are attracted to boys with pimples and braces, but
one boy’s eagerness to be seen as growing up kept him from realizing this.
According to his older sister:
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Now in the 8th grade, my brother has this idea that all the girls are looking
at him in school. He got his first pimple about three months ago. I told him
to wash it with my face soap but he refused, saying, “Not until I go to school
to show it off.” He called the dentist, begging him to approve his braces now
instead of waiting for a year. The perfect gifts for him have changed from
action figures to a bottle of cologne, a chain, and a fitted baseball hat like
the rappers wear.

[adapted from E., personal communication]

Egocentrism sometimes leads adolescents to interpret everyone else’s
behavior as if it were a judgment on them. A stranger’s frown or a
teacher’s critique can make a teenager conclude that “No one likes me,”
and then deduce that “I am unlovable” or even “I can’t leave the house.”
More positive casual reactions — a smile from a sales clerk or an extra-
big hug from a younger brother — could lead to “I am great” or
“Everyone loves me.”

Acute self-consciousness about physical appearance may be more
prevalent between ages 10 and 14 than at any other time, in part because
adolescents notice changes in their body that do not exactly conform to
social norms and ideals (Guzman & Nishina, 2014). Adolescents also
instigate changes that they think other teenagers will admire.

For example, piercings, shaved heads, tattoos, and torn jeans — all
contrary to the wishes of most parents — signify connection to youth
culture, and wearing suits and ties, or dresses and pearls, would attract
unwelcome attention from other youth. If you observe groups of
adolescents waiting in line for a midnight show or clustering near their
high school, you will see appearance that may seem rebellious to adults
but that conforms to teen culture.
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Because adolescents are focused on their own perspectives, their emotions
may not be grounded in reality. A study of 1,310 Dutch and Belgian
adolescents found that egocentrism was strong. For many of these
teenagers, self-esteem and loneliness were closely tied to their perception
of how others saw them, not to their actual popularity or acceptance
among their peers. Gradually, after about age 15, some gained more
perspective on what others actually thought. Then they became less
depressed (Vanhalst et al., 2013).

Three California Girls     Who takes selfies? Anyone with a smartphone can, but teenagers
do so more than any other age group. Egocentrism is also evident in details of dress and
grooming. All three of these girls, from Thousand Oaks, California, appear to spend many
hours on their makeup and their hair, which they have likely grown for years.

Rumination
Egocentrism is one reason for rumination, which is thinking obsessively
about self-focused concerns. Some adolescents go over their problems via
phone, text, conversation, social media, and private, quiet self-talk (as
when they lie in bed, unable to sleep), thinking about each nuance of
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everything they have done, are doing, might do, and should have done if
only they had thought quickly enough. For girls, particularly, rumination
in early adolescence is likely to lead to depression later on (Krause et al.,
2018).

rumination
Repeatedly thinking and talking about past experiences; can contribute to depression.

Others act impulsively without any rumination at all, blurting out words
that they later regret and taking risks that they later realize were foolish,
sometimes only when injury or arrest makes it clear that they were wrong.
This is particularly common in boys, whose egocentrism leads them astray
(Hill et al., 2012).

Gender differences should not be exaggerated, however. As found in both
of the studies just cited, most adolescents of every gender do both,
zigzagging from too much to too little thinking.

The Imaginary Audience
Egocentrism creates an imaginary audience in the minds of many
adolescents. They believe that they are at center stage, with all eyes on
them, and they imagine how others might react to their appearance and
behavior.

imaginary audience
The other people who, in an adolescent’s egocentric belief, are watching and taking note
of his or her appearance, ideas, and behavior. This belief makes many teenagers very self-
conscious.

One woman remembers:
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When I was 14 and in the 8th grade, I received an award at the end-of-year
school assembly. Walking across the stage, I lost my footing and stumbled in
front of the entire student body. To be clear, this was not falling flat on one’s
face, spraining an ankle, or knocking over the school principal — it was a
small misstep noticeable only to those in the audience who were paying
close attention. As I rushed off the stage, my heart pounded with
embarrassment and self-consciousness, and weeks of speculation about the
consequence of this missed step were set into motion. There were tears and
loss of sleep. Did my friends notice? Would they stop wanting to hang out
with me? Would a reputation for clumsiness follow me to high school?

[Somerville, 2013, p. 121]

This woman became an expert on the adolescent brain. She remembered
from personal experience that “adolescents are hyperaware of others’
evaluations and feel they are under constant scrutiny by an imaginary
audience” (Somerville, 2013, p. 124).

Fables

THINK CRITICALLY: How should you judge the validity of the idea of
adolescent egocentrism?

Egocentrism also leads naturally to a personal fable, the belief that one is
unique, destined to have a heroic, fabled, even legendary life. Some 12-
year-olds plan to be star players in the NBA, or to become billionaires, or
to cure cancer. The personal fable can extend to their entire generation, as
found with some of the students quoted in the beginning of this chapter
who said that they understood climate change and that adults did not care.

personal fable
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An aspect of adolescent egocentrism characterized by an adolescent’s belief that his or her
thoughts, feelings, and experiences are unique, more wonderful, or more awful than
anyone else’s.

Some adolescents believe they may be destined to die an early, tragic
death. For them, statistics about harm in later decades from STIs, junk
food, vaping, or other actions seem irrelevant. One of my young students
said, “That’s just a statistic,” dismissing its possible application to him.

Adolescents markedly overestimate the chance that they will soon die.
One study found that teens estimate a 1 in 5 chance that they will die
before age 20, when in fact the odds are less than 1 in 1,000. Even those
most at risk of early death (urban African American males) survive at least
to age 20 more than 99 times in 100.

Sadly, if adolescents think that they will die young, they might risk jail,
HIV, drug addiction, and so on (Haynie et al., 2014). If they know
someone who dies, the teenage response is fatalistic (“his number was
up”), unaware that a self-fulfilling prophecy nailed the coffin.

The personal fable may coexist with the invincibility fable, the idea that
death will not occur unless it is destined. This is another reason why some
adolescents believe that fast driving, unprotected sex, or addictive drugs
will spare them. Believing that one is invincible removes any impulse to
control one’s behavior, because personal control is neither needed nor
possible (Lin, 2016).

invincibility fable
An adolescent’s egocentric conviction that he or she cannot be overcome or even harmed
by anything that might defeat a normal mortal, such as unprotected sex, drug abuse, or
high-speed driving.
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Oblivious?     When you see a teenager with purple hair or a nose ring, or riding a bicycle and
reading, do you think he or she does not imagine what others think?

Similarly, teens post comments on Snapchat, Instagram, Facebook, and so
on, and they expect others to understand, laugh, admire, or sympathize.
Their imaginary audience is other teenagers, not parents, teachers, college
admission officers, or future employers, all of whom might have another
interpretation (boyd, 2014).

Examination of the correlates of aggression among teen motorcycle gangs
in Indonesia found a “strong and invulnerable against any possible danger
while riding [a] motorcycle.” That encouraged reckless driving (Saudi et
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al., 2018, p. 308). However, their sense of personal uniqueness did not
correlate with aggression. Although adolescent egocentrism can be
dangerous, it also has positive effects, giving young people confidence
that they need (Hill et al., 2012).

Formal Operational Thought
Piaget described a shift in early adolescence to formal operational
thought. Adolescents move past concrete operational thinking and
consider abstractions, including “assumptions that have no necessary
relation to reality” (Piaget, 1950/2001, p. 163). Is Piaget correct? Many
educators think so. They adjust the curriculum between primary and
secondary school, reflecting a shift from concrete thought to formal,
logical thought. Here are three examples:

Math. Younger children multiply real numbers, such as 4 × 3 × 8;
adolescents multiply unreal numbers, such as (2x)(3y) or even (25xy )
(−3zy ).
Social studies. Younger children study other cultures by considering
daily life — drinking goat’s milk or building an igloo, for instance.
Adolescents consider the effect of GNP (gross national product) and
TFR (total fertility rate) on global politics.
Science. Younger students grow carrots and feed gerbils; adolescents
study invisible particles and distant galaxies.

formal operational thought
In Piaget’s theory, the fourth and final stage of cognitive development, characterized by
more systematic logical thinking and by the ability to understand and systematically
manipulate abstract concepts.

Piaget’s Experiments

2

3
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Piaget and his colleagues devised a number of tasks to assess formal
operational thought (Inhelder & Piaget, 1958/2013b). In these tasks, “in
contrast to concrete operational children, formal operational adolescents
imagine all possible determinants … [and] systematically vary the factors
one by one, observe the results correctly, keep track of the results, and
draw the appropriate conclusions” (P. Miller, 2011, p. 57).

VIDEO ACTIVITY: The Balance Scale Task shows children of various ages
completing the task and gives you an opportunity to try it as well.

One of their experiments (diagrammed in Figure 15.1) required balancing
a scale by hooking weights onto the scale’s arms. To master this task, a
person must recognize the reciprocal interaction between distance from
the center and heaviness of the weight.
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FIGURE 15.1

How to Balance a Scale     Piaget’s balance-scale test of formal reasoning, as it
is attempted by (a) a 4-year-old, (b) a 7-year-old, (c) a 10-year-old, and (d) a 14-
year-old. The key to balancing the scale is to make weight times distance from
the center equal on both sides of the center; the realization of that principle is
evidence of formal operational thought.

Description
In the first illustration, the girl is 4 years old. She is happy and proudly
showing off her two equal-weight balances on the same side of the scale. In
the second illustration, the boy is 7 years old. He scratches his head
wondering why the scale is tipping to one side. He has one balance at the end
of one side of the scale and the other at the center of the other side of the
scale. In the third illustration, the girl is 10 years old. She has small balance
at the end of one side of the scale and a large balance at the center of the
other side of the scale. She seems satisfied as the scale balances. In the fourth
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illustration, the boy is 14 years old. He has a tiny balance at the end of one
side of the scale and a rather large balance close to the center of the scale on
the other side. He seems satisfied as the scale balances.

Balancing was not understood by the 3- to 5-year-olds. By age 7, children
balanced the scale by putting the same amount of weight on each arm, but
they didn’t realize that the distance from the center mattered. By age 10,
children experimented with the weights, using trial and error, not logic.

Finally, by about age 13 or 14, some children hypothesized about
reciprocity. They realized that a heavy weight close to the center can be
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counterbalanced with a light weight far from the center on the other side
(Piaget & Inhelder, 1972).

Hypothetical-Deductive Reasoning
One hallmark of formal operational thought is the capacity to think of
possibility, not just reality. “Here and now” is only one of many
possibilities, including “there and then,” “long, long ago,” “not yet,” and
“never.” As Piaget said:

The adolescent … thinks beyond the present and forms theories about
everything, delighting especially in considerations of that which is not.

[Piaget, 1950/2001, p. 163]

Adolescents are therefore primed to engage in hypothetical thought,
reasoning about if–then propositions. Consider the following question
(adapted from De Neys & Van Gelder, 2009):

If all mammals can walk,
And whales are mammals,
Can whales walk?

hypothetical thought
Reasoning that includes propositions and possibilities that may not reflect reality.

Children answer “No!” They know that whales swim, not walk; the logic
escapes them. Some adolescents answer “Yes.” They understand the
conditional if, and therefore they can use logic to interpret the phrase “if
all mammals.”

Possibility no longer appears merely as an extension of an empirical
situation or of action actually performed. Instead, it is reality that is now
secondary to possibility.
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[Inhelder & Piaget, 1958/2013b, p. 251; emphasis in original]

 Especially for Natural Scientists: Some ideas that were once universally
accepted, such as the belief that the sun moved around Earth, have been
disproved. Is it a failure of inductive or deductive reasoning that leads to false
conclusions? (see response, page 400)

Hypothetical thought transforms perceptions, not necessarily for the better.
Adolescents might criticize everything from their mother’s spaghetti (it’s
not al dente) to the Gregorian calendar (it’s not the Chinese or Jewish
one). They criticize what is because of their hypothetical thinking about
what might be and their growing awareness of other families and cultures
(Moshman, 2011).

In developing the capacity to think hypothetically, by age 14 or so
adolescents become more capable of deductive reasoning, or top-down
reasoning, which begins with an abstract idea or premise and then uses
logic to draw specific conclusions. In the example above, “if all mammals
can walk” is a premise.

deductive reasoning
Reasoning from a general statement, premise, or principle, through logical steps, to figure
out (deduce) specifics. (Also called top-down reasoning.)

By contrast, inductive reasoning, or bottom-up reasoning, predominates
when younger children accumulate facts and experiences to aid their
thinking. Since they know whales cannot walk, that knowledge trumps the
logic.

inductive reasoning
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Reasoning from one or more specific experiences or facts to reach (induce) a general
conclusion. (Also called bottom-up reasoning.)

In essence, a child’s reasoning goes like this: “This creature waddles and
quacks. Ducks waddle and quack. Therefore, this must be a duck.” This is
inductive: It progresses from particulars (“waddles” and “quacks”) to a
general conclusion (“a duck”). By contrast, deduction progresses from the
general to the specific: “If it’s a duck, it will waddle and quack.”

WHAT HAVE YOU LEARNED?

1. How does adolescent egocentrism differ from early-childhood egocentrism?

2. What perceptions arise from belief in the imaginary audience?

3. Why are the personal fable and the invincibility fable called “fables”?

4. What are the practical implications of adolescent cognition?

5. What are the advantages of using inductive rather than deductive reasoning?
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Two Modes of Thinking
Piaget emphasized the sequence of thought, not only from egocentric

to formal but throughout all four stages. Another group of scholars
disagrees, especially when describing adolescent cognition. They
suggest that thinking does not develop in sequence but in parallel, with
two processes that are not tightly coordinated within the brain (Baker et
al., 2015).

To be specific, advanced logic in adolescence (formal operational
thought) is counterbalanced by the increasing power of intuition. Thus,
thinking occurs in two ways, called dual processing (see Figure 15.2).

dual processing
The notion that two networks exist within the human brain, one for emotional
processing of stimuli and one for analytical reasoning.
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FIGURE 15.2

Two Modes     Each pair describes two modes of thought. Although researchers who use
each pair differ in what they emphasize, all see two contrasting ways to think.

Description
The left column is titled System 1 and includes the words intuitive, hot,
implicit, creative, gist ,experiential, qualitative, and contextualized. The
right column is titled System 2 and contains the words analytic, cold,
explicit, factual, specific, rational, quantitative, and decontextualized.
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The thinking described by the first half of each pair is easier and
quicker, preferred in everyday life. Sometimes, however, circumstances
necessitate the second mode, when deeper thought is demanded. The
discrepancy between the maturation of the limbic system and the
prefrontal cortex reflects this duality. [Life-Span Link: Timing
differences in brain maturation are discussed in Chapter 14.]

To some extent, both modes of thinking reflect inborn temperament.
Most children who are impulsive by nature learn to regulate their
reactions in childhood, but a dual-processing perspective suggests that
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this regulation may break down during adolescence (Henderson et al.,
2015).

Intuitive and Analytic Processing
In describing these two processes of adolescent cognition, we use the
terms intuitive and analytic, defined as follows:

Intuitive thought begins with a belief, assumption, or general rule
(called a heuristic) rather than logic. Intuition is quick and
powerful; it feels “right.”
Analytic thought is the formal, logical, hypothetical-deductive
thinking described by Piaget. It involves rational analysis of many
factors whose interactions must be calculated, as in the scale-
balancing problem.

intuitive thought
Thought that arises from an emotion or a hunch, beyond rational explanation, and is
influenced by past experiences and cultural assumptions.
analytic thought
Thought that results from analysis, such as a systematic ranking of pros and cons, risks
and consequences, possibilities and facts. Analytic thought depends on logic and
rationality.

When the two modes of thinking conflict, people of all ages sometimes
use one and sometimes the other. We are all “predictably irrational” at
times (Ariely, 2010), but since adolescent brains are increasingly
myelinated, thought occurs with lightning speed. That may make them
“fast and furious” intuitive thinkers, unlike their teachers and parents,
who have time for slower, analytic thinking. The result is that “people
who interact with adolescents often are frustrated by the mercurial
quality of their decisions” (Hartley & Somerville, 2015, p. 112).



1244

To test yourself on intuitive and analytic thinking, answer the following:

1. A bat and a ball cost $1.10 in total. The bat costs $1 more than the
ball. How much does the ball cost?

2. If it takes 5 minutes for 5 machines to make 5 widgets, how long
would it take 100 machines to make 100 widgets?

3. In a lake, there is a patch of lily pads. Every day the patch doubles
in size. If it takes 48 days for the patch to cover the entire lake,
how long would it take for the patch to cover half the lake?

[From Gervais & Norenzayan, 2012, p. 494]

Answers are on page 385. Quick, intuitive responses may be wrong.

Paul Klaczynski conducted dozens of studies comparing the thinking of
children, young adolescents, and older adolescents (usually 9-, 12-, and
15-year-olds, respectively) (Klaczynski, 2001, 2011; Klaczynski et al.,
2009). Variation was evident at every age.

Klaczynski reports that almost every adolescent is analytical and logical
on some problems but not on others, with some passing the same
questions that others fail. As they grow older, adolescents sometimes
gain in logic and sometimes regress, with the social context and training
in statistics becoming major influences on cognition (Klaczynski &
Felmban, 2014).

Interestingly, as adolescents become more aware of structural, social
reasons affecting the phenomena they see, they also become more
influenced by social stereotypes. For the stereotype that obese people
are less competent that thinner people, adolescents actually regress,
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with younger children outperforming them (Felmban & Klaczynski,
2019).

Fire Your Trebuchet!     Denis Mujanovic, Anna Dim, Ahmed Kamaludeen, and Ghaden
Asad are all high school students participating in the Western Kentucky Physics Olympics.
Here they compete with their carefully designed trebuchets, a kind of catapult related to
the slingshot.

Thus, neither age nor intelligence alone necessarily makes a person
more logical. Even though the adolescent mind is capable of logic,
sometimes “social variables are better predictors … than cognitive
abilities” (Klaczynski & Felmban, 2014, pp. 103–104). (See A Case to
Study.)

A CASE TO STUDY

Biting the Policeman
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Both suspicion of authority and awareness of context advance reasoning, but both
also complicate simple issues and lead to impulsive but destructive actions.
Indeed, suspicion of authority may propel adolescents to respond illogically.

One day my student, herself only 18 years old, was with her younger cousin. A
police officer stopped them and asked why the cousin was not in school. He
patted down the boy and asked for identification. That cousin was visiting from
another state; he did not have an ID.

My student cited a U.S. Supreme Court case that said the officer did not have
authority to “stop and frisk.” He angrily grabbed her cousin; she bit the officer’s
hand and was arrested.

After she spent weeks in jail, she finally was brought before a judge. Perhaps
those weeks, plus a meeting with her public defender, caused her analytic mind to
activate. She had written an apology to the officer, which she read out loud in
court. The officer did not press charges.

I appeared in court on her behalf; the judge released her to me. She was shivering;
the first thing I did was put a warm coat on her. I found it ironic that the judge
listened to me but that the justice system did not understand the developmental
cognition of my student.

This was dual processing. In her education, my student had gained a formal
understanding of the laws regarding police authority. However, there was a
disconnect between her analysis and her emotions. She was still impulsive,
intuitively defending her cousin in a way that an adult would not.

It is easy to conclude that more mature thought processes are wiser. The judge
thought that I understood things that my student did not. Certainly she should not
have bitten the officer. But it also is true that the entire incident shows that the
authorities did not understand the adolescent mind.

My student’s childhood experiences primed her to act as she did. It was unwise at
the moment, but she had learned in childhood that family members must be
protected. In the heat of the moment, she reacted emotionally.
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She is not alone in that. Probably most readers of the book can think of something
they did in adolescence that arose from emotions, and that, with the wisdom of
time and maturity, they wish they had not done.

Preferring Emotions

THINK CRITICALLY: When might an emotional response be better than an
analytic one?

Why not use formal operational thinking? Adolescents learn the
scientific method in school, so they know the importance of empirical
evidence and deductive reasoning. But they do not always think like
scientists. Why?

Dozens of experiments and extensive theorizing have found some
answers (Albert & Steinberg, 2011; Blakemore, 2018). Essentially, logic
is more difficult than intuition: It requires questioning ideas that are
comforting and familiar, and it might lead to conclusions that are not
accepted by one’s peers. Once people of any age reach an emotional
conclusion (sometimes called a “gut feeling”), they resist changing their
minds. Prejudice is not seen as prejudice; people develop reasons to
support their feelings.

Better Thinking
A developmental approach finds gains and losses at every age, which
suggests that adolescent thinking is sometimes good. For example, why
do teenagers risk addiction by using drugs, or risk HIV/AIDS by not
using a condom? Of course, drug use is foolish and condom use is wise.
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But perhaps we should not blame teenage irrationality and impulsivity
for those actions.

Perhaps adolescents are rational, but their priorities differ from those of
adults. Parents want healthy, long-lived children, so they blame faulty
reasoning when adolescents risk their lives. Judges want law-abiding
citizens, so they punish those who break the law.

Adolescents, however, value social acceptance and friendship, which
are important for humans lifelong. During adolescence, hormones and
brains are more attuned to social support than to long-term
consequences (Blakemore, 2018). Teenagers are attuned to exploring
new adventures and people, leaving their childhood social circle. Thus,
instead of blaming their choices on foolish ignorance, we might
consider it evidence of another value system (Hartley & Somerville,
2015).

Answers Intuitive Analytic

1. 10 cents 5 cents

2. 100 minutes 5 minutes

3. 24 days 47 days

The correct answer is the analytic one, but few adolescents take the
time to figure it out.
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A young person might be a thrilled passenger in a speeding car if many
friends are there and an admired peer is driving. Similarly, a 15-year-old
who is offered a cigarette might rationally choose peer acceptance and
possible romance over the distant risk of cancer. Think of teenagers who
want to be “cool” or “bad.” Will they say “No, thank you, I promised
my mother I would not smoke”?

CHAPTER APP 15

 HappiMe for Young People

IOS:
https://tinyurl.com/y32tsywa
RELATED TOPIC:
Adolescent cognition

This free mindfulness app teaches its teen users to “Learn, Recognize, Deal with
Your Emotions, and Replace” to encourage positive thinking. It illustrates three
distinct characters in the brain that teens learn to recognize in their thought
patterns. Users also create audio playlists of positive thoughts, play the Swipe
game to identify negative thoughts, listen to mindfulness and visualization
exercises, and find mental health resources (mostly U.K.-based).

Furthermore, the systematic, analytic thought that Piaget described is
slow and costly, not fast and frugal, wasting precious time when a
young person wants to act. Adolescents do not want to take time to
weigh alternatives and think of the future. Some risks are taken
impulsively, and that is not always bad.

Indeed, some experts suggest that the adolescent impulse to take risks,
respond to peers, and explore new ideas is essential for development

https://tinyurl.com/y32tsywa
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and beneficial for the larger society (Ernst, 2016). It may be that
adolescent thinking is “adaptive and rational if one considers that a key
developmental goal of this period of life is to mature into an
independent adult in the context of a social world that is unstable and
changing” (Blakemore, 2018, p. 116).

Societies need some people who question assumptions, and adolescents
question everything. As social circumstances change, traditions need
reexamination, lest old customs ossify and societies die. (See Inside the
Brain.)

 INSIDE THE BRAIN

Stop and Think? No!
You already know from Chapter 14 that brain growth is uneven in adolescence,
with the limbic system advancing ahead of the prefrontal cortex. As you see, this
is directly relevant to the discussion of dual processing, since emotions (intuitive
thought) arise from the limbic system while analysis is rooted in the prefrontal
cortex.

This is evident in many ways in the adolescent brain. One phenomenon that has
been much studied lifelong is delay discounting, which is the tendency of people
of all ages to seek immediate rewards rather than gaining larger rewards after a
delay. This is seen when young children eat one marshmallow immediately rather
than waiting 15 minutes for two marshmallows (as described in Chapter 10), and
it will be evident again when adults do not save for their retirement.

Research on the adolescent brain finds that the ventral striatum, the part of the
brain that analyzes rewards, matures gradually during puberty, as does
connectivity between the amygdala (as you remember, the hotbed of emotions)
and the prefrontal cortex.
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Adolescents differ from adults in neurological maturation and connectivity, and
that correlates with the ability to delay rewards (Anandakumar et al., 2018). In
other words, the balance between intuitive and analytic thinking is directly related
to connection between various parts of the brain.

Now we consider another aspect of coordination between and among the various
parts of the brain. In one study, more than 7,000 adolescents, beginning at age 12
and ending at age 24, were repeatedly queried about their ideas, activities, and
plans.

The results were “consistent with neurobiological research indicating that cortical
regions involved in impulse control and planning continue to mature through
early adulthood [and that] subcortical regions that respond to emotional novelty
and reward are more responsive in middle adolescence than in either children or
adults” (Harden & Tucker-Drob, 2011, p. 743).

Specifically, this longitudinal survey traced sensation seeking (e.g., “I enjoy new
and exciting experiences”) from early adolescence to the mid-20s. Increases were
notable from ages 12 to 14 (see Figure 15.3).

FIGURE 15.3
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Look Before You Leap     As you can see, adolescents become less impulsive as
they mature, but they still enjoy the thrill of a new sensation.

Data from Harden & Tucker-Drob, 2011.

Description
The horizontal axis indicates age, with every 2 years indicated between 12 and 24.
The vertical axis is labeled z-scores (zero is average) and ranges from -0.4 to 0.2,
with each interval being 0.1 between. There are two lines - one for sensation seeking
and one for impulsivity. The data are as follows:Impulsivity (age, z-score): 12, 0.19;
14, 0.1; 16, -0.07; 18, -0.15; 20, -0.27; 22, -0.36; 24, -0.32.Sensation Seeking (age, z-
score): 12, -0.13; 14, 0.07; 16, 0.075; 18, 0.05; 20, 0.03; 22, -0.02; 24, -0.1.
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Sensation seeking leads to intuitive thinking, direct from the gut to the brain. The
researchers also studied impulsivity, as indicated by agreement with statements
such as “I often get in a jam because I do things without thinking.” Impulsive
action declines as analytic thinking increases.

In this study, sensation seeking increased rapidly at puberty, and both sensation
seeking and impulsivity slowly declined with maturation. However, trajectories
varied from one person to another, and the two traits, sensation seeking and
impulsivity, did not necessarily correlate. Thus, biology (the HPA axis) may not
always link to experience (the prefrontal cortex) (Harden & Tucker-Drob, 2011).
Both affect behavior: Risky sex correlates with both sensation seeking and
impulsivity (Charnigo et al., 2013), but each has an independent impact.

The fact that each is independent is crucial. Another study found, as expected,
that sensation seeking reached a peak in adolescence but did not lead to impulsive
actions if the young person had strong cognitive control of their impulses
(Khurana et al., 2018). A third study, mapping changes in the brain from ages 8 to
22, found that flexibility in information processing (the readiness to switch from
considering the positive to negative aspects of an experience and then back again)
led to better thinking (Medaglia et al., 2018).

In other words, destructive behavior is far from inevitable as the brain reorganizes
in adolescence. A young person might appreciate an exquisite sunset, a
sumptuous meal, a delicate rose — all because of the heightened sensation-
seeking aspects of the human brain.

WHAT HAVE YOU LEARNED?

1. When might intuition and analysis lead to contrasting conclusions?
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2. What mode of thinking — intuitive or analytic — do most people prefer, and
why?

3. How might intuitive thinking increase risk taking?

4. How does egocentrism account for the clashing priorities of parents and
adolescents?

5. When is intuitive thinking better than analytic thinking?
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Technology and Cognition
A revolutionary change in the thinking of adolescents has centered

on technology. Almost every adolescent worldwide now has Internet
access, and in many nations, most adolescents own several
technological devices, from smartwatches to large-screen computers.
No doubt this affects how teenagers think and learn, but exactly how
is not certain. As you will see, researchers disagree.

Watch VIDEO: The Impact of Media on Adolescent Development to learn
more about how digital technology affects cognition during adolescence.

Digital Natives
There is no disagreement that technology is widespread and has
changed the adolescent experience. Adults over age 50 grew up
without the Internet, instant messaging, social media, blogs, cell
phones, smartphones, MP3 players, tablets, 3-D printers, or digital
cameras. Until 2006, only students at a few highly selective colleges
could join Facebook.

In contrast, today’s teenagers are called digital natives, although if
that implies that they know everything about digital communication, it
is a misnomer (boyd, 2014). Adolescents have been networking,
texting, and clicking for definitions, directions, and data all their lives.



1256

Their smartphones are always within reach; some teens text hundreds
of times a day.

Some psychologists suggest that this is not really new. Connection to
peers has always been important to teenagers. In earlier generations,
adults predicted that the automobile, or the shopping mall, or rock and
roll music would lead their children astray. Now some fear that
technology undercuts learning to compute, to spell, to write. Not a
new fear!

Others praise the Internet for fostering social connections. Teens who
formerly felt isolated, such as those with Down syndrome, or who are
LGBTQ, or deaf, or simply at odds with their neighbors, now can find
peers.

THINK CRITICALLY: The older people are, the more likely they are to
be critical of social media. Is that wisdom or ignorance? Why?

For some adolescents, the Internet is their only source of information
about health and sex. Public health workers and therapists have found
that text messaging is an effective way to combat adolescent
depression and increase good health practices (Topooco et al., 2018).
Most secondary students check facts, read explanations, view videos,
and thus grasp concepts that they would not have understood without
technology.
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Software Engineers?     Not yet. But the Boston nonprofit Resilient Coders teaches
minority adolescents the skills of coding. This organization hopes that they will break
the unwritten code that keeps few people like Lawrence Edmonson and Anne
Demosthene (shown here) from becoming digital engineers.

A decade ago, psychologists worried about a digital divide between
the rich and the poor, who could not afford computers. Now, as costs
tumble, adolescents of every ethnic and economic group have
smartphones that they use primarily to connect with friends. In
contrast to a decade ago, African American and Latinx teenagers are
more likely than European American teens to say they are online
“almost constantly” (34 percent, 32 percent, 19 percent, respectively)
(Lenhart, 2015, p. 2).

Technology in Schools
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In general, educators accept — even welcome — students’ facility
with technology. In most high schools, teachers use laptops,
smartphones, smart boards, and so on as tools for learning. In some
districts, students are required to take at least one class completely
online. There are “virtual” schools in which students earn all of their
credits via the Internet, never entering a school building, and some
districts give everyone a tablet instead of a textbook.

However, another digital divide seems evident, between high school
teachers who use technology to engage students and those who do not.
A key variable is what the teachers believe about learning (Li et al.,
2018).

When teachers are student-centered — encouraging discussion,
critical thinking, and active engagement — they are more likely to use
technology. On the other hand, traditional teachers use technology as
an alternative to writing on the board, using PowerPoint, for instance,
but not really changing their methods.

For decades, developmentalists have recognized that instruction,
practice, discussion, and experience within the zone of proximal
development advance adolescent thought. Technology may speed up
the process. Does it also subvert some kinds of learning? Does it
encourage rapid shifts of attention, multitasking without reflection,
and visual learning instead of invisible analysis (Greenfield, 2009)?

Might the Internet may be dangerous for adolescent health, not only
interfering with sleep and physical exercise, but also with cognition?
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Adolescents may be particularly vulnerable to scams, advertisements,
and disproven treatments (Keselman et al., 2019). It is crucial that
high school classes emphasize critical thinking and evidence (primary
sources in history, data in the sciences) to help adolescent process
what they read online.

A major concern is that adolescents need to activate their analytic
minds to evaluate what they see. Adults make the same mistake,
believing “fake news” because they saw it on the Internet (Mihailidis
& Viotty, 2017). Teachers can guide critical thinking about sources.

As Chapter 1 explains, science depends on evidence, not opinion, yet
all humans (especially adolescents) find it easier to avoid formal
operational thought. As two scholars point out regarding politically
controversial topics (e.g., climate change, vaccination, evolution),
students sometimes think that if the Internet contains contrary
opinions, then they can ignore evidence (Plutzer & Hannah, 2018)!

Sexual Abuse?
Parents worry about sexual abuse via the Internet. The facts are
reassuring: Although predators lurk online, most teens never
encounter them, and digital natives delete and ignore distasteful
messages. Sexual abuse is a serious problem, but if sexual abuse is
defined as a perverted older stranger taking technological advantage
of an innocent teen, it is “extremely rare” (Mitchell et al., 2013, p.
1226).
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Between 2000 and 2010, the number of teenagers online rose
dramatically, but the rate of teenagers who say that someone online
tried to get them to talk about sex declined from 10 percent in 2000 to
1 percent in 2010. Those 1 percent were almost always solicited by
another young person whom the teenager knew in person — a
Facebook friend, for instance (Mitchell et al., 2013). Teenagers are
actually more suspicious of strangers than they were!

Of course, abuse can be devastating. Ten years out of high school,
adolescent bullies and victims — online or offline, sexual or otherwise
— are less likely to have graduated from high school or college and
less likely to have good jobs or any job at all (Sigurdson et al., 2014).
Parents and teachers should be concerned more about teens who
victimize each other than about strangers who lurk online.

Sexual abuse is one of the main reasons that more than half of all
parents restrict their 13- to 17-year-olds’ technology use. More than
90 percent of parents discuss online behavior and appropriate Web
sites with their teenagers, and “nearly half (48%) of parents know the
password to their teen’s email account, while 43% know the password
to their teen’s cell phone and 35% know the password to at least one
of their teen’s social media accounts” (Anderson, 2016, p. 3).

Virtually all teenagers use social media, and those in romantic
relationships usually flirt online. Texting — hundreds of times a day
— is common among adolescent lovers. But almost all romantic
relationships begin in person: Only 6 percent of 13- to 17-year-olds
have ever had a romance that began online. If a relationship makes
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them uncomfortable, they block the sender or unfriend that person
(Lenhart et al., 2015).

Although teenagers enjoy staying in touch with their dating partners
via the Internet, when the relationship ends, it may turn ugly. Of those
who have quit a romance, 15 percent report being threatened online
(Lenhart et al., 2015). Sexually, socially, and cognitively, the Internet
is neither cause nor cure of adolescent problems.

Why?     For teenagers, it is more unusual to forgo texting than to forgo eating. Why is
that?

Description
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A cellphone and plate of food is placed in front of the girl. A caption
reads, open quotes what’s the matter, sweetie? You haven’t touched your
food or your phone. closed quotes

Computer Addiction
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One possible problem arises when social media, chat rooms, message
boards, video games, and Internet gambling undercut active play,
schoolwork, and friendship (Tang et al., 2014). When does computer
use become addictive?

One study found that one-fourth of adolescents use video games as an
escape, and one-fifth had “done poorly on a school assignment or test”
because of time spent on video games. The heaviest users got lower
school grades and had more physical fights than did the average users
(Gentile, 2011).

Using criteria for addiction developed by psychiatrists for other
addictions (gambling, drugs, and so on), an estimated 3 percent of
U.S. adolescents suffer from Internet addiction, almost always with
other disorders as well (Jorgenson et al., 2016). This rate is low
according to research in other nations, with rates of 15 percent in
Turkey, 12 percent in India, and 22 percent in Hong Kong (Şaşmaz et
al., 2014; Yadav et al., 2013; Shek & Yu, 2016).

Reviewing international research, one team reports addiction rates
from 0 to 26 percent. That wide range results more from varying
definitions and methodology than from actual differences between
nations (Y-H. Lee et al., 2015). Accurate science regarding Internet
addiction is hard to establish.

Remember that correlation is not causation. Might low school
achievement, depression, aggression, and so on lead to video game
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playing and social media obsession rather than vice versa? Do adults
pathologize normal teen behavior?

Concern has focused on China, which has widespread use of
computers and cell phones among adolescents. One Chinese study
found a correlation between family neglect, abuse, and cell phone
addiction (Sun et al., 2019). Some rehabilitation centers for youth
with addiction to technology are strict — perhaps even abusive — in
keeping teenagers from Internet use (Bax, 2014).

Similarly, Korean researchers found a correlation between excessive
use of the Internet, parental addiction, and domestic violence (Kim et
al., 2018). Cause and consequence are always unclear in correlational
studies: Excessive technology use may be a symptom, not a cause, of
family dysfunction.

Obviously, parents, teachers, and scientists have not yet settled on the
appropriate response to adolescents and social media. The
psychiatrists who wrote the DSM-5, after careful consideration of the
evidence, did not include Internet use as an addiction. Instead, they
wrote that further study was needed.

The danger is in our human instinct to take the easier route, and to
avoid analysis. That can lead us astray, a tendency exploited by the
beep of the new text message (which causes a conditioned response)
and the targeted advertising on social media (which pushes exactly the
unchallenged opinions and psychic profile of each person).
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As one critic notes:

Our habitual and automatic responses save us valuable effort, energy,
and time. The willpower required to make decisions with the prefrontal
cortex, deciding how we’re going to tie our shoe, or open the door anew
each time, would paralyze us from ever living life.…stuck giving full
attention to routine tasks, and drain our ability to concentrate and learn
new things.

[Hendlin, 2018]

Of course, learning new things is exactly what adolescent cognition
should allow. However, the immaturity of the prefrontal cortex makes
computer addiction and intellectual distortion particularly insidious in
adolescence.

Cyber Danger
Now we consider an Internet use that everyone agrees is harmful:
cyberbullying. Electronic devices can be used to harass someone with
rumors, lies, embarrassing truths, or threats, all from the safe distance
of the private computer.

cyberbullying
Bullying that occurs when one person spreads insults or rumors about another by
means of social media posts, e-mails, text messages, or cell phone videos.

It is much easier to harm someone from a distance than directly. That
is why guns kill more people than knives, why drones and bombs kill
more people than face-to-face battle once did, and why cyberbullying
is new threat.
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Cyberbullies are usually already bullies or victims or both, with bully-
victims especially likely to engage in, and suffer from, cyberbullying.
Some leading researchers warn against exaggerating the power of
cyberbullying, which they contend should be considered as another
form of bullying, perhaps more powerful, but subject to the same
pressures and protections (Olweus & Limber, 2018). [Life-Span
Link: Bullying is discussed in Chapter 13.]

Worst in Adolescence
Although technology does not create bullies, it deepens the harm
because it is a weapon that reaches a large audience, and because
social acceptance is so crucial to adolescents (Giumetti & Kowalski,
2015). That lets cyberbullying echo after only one incident, unlike
most bullying, which by definition is repeated (Underwood &
Ehrenreich, 2017).

Texted and posted rumors and insults can instantly reach thousands,
day and night, with shame magnified by the imaginary audience.
Photos and videos of someone drunk, naked, or crying can be easily
sent to dozens of others, who may send it further or post it on public
sites for thousands to see. Since young adolescents act quickly
without reflection, cyberbullying is particularly prevalent and
thoughtlessly cruel between ages 11 and 14.

Cyberbullying is most damaging when the self-concept is fragile,
when sexual impulses are new, and when impulsive thoughts precede
analytic ones — all of which characterize many young adolescents.
Particular concern has been raised regarding the racial and ethnic
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prejudices that are expressed online (Seaton & Iida, 2019; Tynes et al.,
2018).

The most serious consequence of online insults is deep depression,
added to the typical rise in depression at puberty. In extreme cases,
cyberbullying may trigger suicide attempts (Hinduja & Patchin, 2018;
Bonanno & Hymel, 2013; Geoffroy et al., 2016).

The school climate is a powerful antidote (Guo, 2016). When
adolescents consider school a good place to be — with supportive
teachers, friendly classmates, opportunities for growth (clubs, sports,
theater, music), and the like — those with high self-esteem are less
likely to engage in cyberbullying. They disapprove of it and stop it by
blocking bullies and deleting messages. However, when the school
climate is negative, those with high self-esteem may become bullies
themselves (Gendron et al., 2011).
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Consequences Unknown     Few adolescents think about the consequences of their
impulsive rage, responses, or retorts on social media or in text messages. This educator
at a community center tries to explain that victims can be devastated — rarely suicidal
but often depressed.

Parenting practices make a difference. Cyberbullying as well as
addictive behaviors increase when parents are too strict or too
permissive. As found in our earlier discussion of parental styles,
authoritative parents seem to decrease an adolescent’s need to engage
in destructive use of technology (Zurcher et al., 2018).

Sexting
The vulnerability of adolescence was tragically evident in the suicide
of a California 15-year-old, Audrie Pott (Sulek, 2013). At a weekend
sleepover, Audrie and her friends found alcohol. She got so drunk that
she blacked out. The next Monday, three boys in her school bragged
that they had had sex with her, showing pictures on their cell phones
to classmates. The next weekend, Audrie hanged herself. Only then
did her parents and teachers learn what had happened.

A related aspect of this tragedy will not surprise adolescents: sexting,
as sending sexual photographsor or texts is called. Adults may
consider sexting dangerous and pornographic; teens usually do not
(Erreygers et al., 2017).

sexting
Sending sexual content, particularly photos or videos, via cell phones or social
media.
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Sexting is common, with frequency depending on peer culture. In a
large Los Angeles high school, about half of the students knew
someone who sexted. Compared to the half who knew no sexting
peers, those who knew someone else often themselves sent and
received sexts (twice and 13 times more likely, respectively). Sexting
correlated with sexual experiences, especially oral sex (7 times more
likely) and sex without a condom (5 times more likely) (Rice et al.,
2018).

Sexting is a problem not only because it may increase unsafe sex but
also because a jilted teen might resend a naked photo of a former
lover. That is called revenge porn, and it is especially common among
adolescents — who tend to act quickly and emotionally, not slowly
and thoughtfully.

Another problem is that a sent image may not be appreciated by the
recipient. Remember that body image formation is crucial during early
adolescence. Many teens have distorted self-concepts and unrealistic
fantasies. Teens are particularly vulnerable to shame and depression
about how they look online.

Other Hazards
The hazards of adolescent egocentrism, and of intuitive rather than
analytic cognition, are obvious not only in sexting but also in
technology use overall. Messages are sent in an instant, with no
second thoughts. Troubled adolescents can connect with others who
share their prejudices and self-destructive compulsions, such as
anorexia, gun use, racism, or cutting.
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The danger of technology lies not in the equipment but in the mind.
As with many adolescent concerns (puberty, sexuality, body image,
motivation), cognition and many other factors “shape, mediate, and/or
modify effects” of technology (Oakes, 2009, p. 1142).

One careful observer claims that, instead of being native users of
technology, many teenagers are naive users — believing they have
privacy settings that they do not have, trusting sites that are markedly
biased, believing news that is fake, misunderstanding how to search
for and verify information (boyd, 2014). Educators can help with all
of this — but only if they themselves understand technology and
teens.

Teens are intuitive, impulsive, and egocentric, often unaware of the
impact of what they send and overestimating the validity of what they
read. Adults should know better.

WHAT HAVE YOU LEARNED?

1. What benefits come from adolescents’ use of technology?

2. Why is adult fear of online adult predators exaggerated?

3. How do video games affect student learning?

4. Who is most apt and least apt to be involved in cyberbullying?

5. Why might sexting be a problem?

6. How might the term digital native be misleading?
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Secondary Education
What does our knowledge of adolescent thought imply about school?

Educators, developmentalists, political leaders, and parents wonder
exactly which curricula and school structures are best for 11- to 18-
year-olds. There are dozens of options: academic or practical skills,
single-sex or coed, competitive or cooperative, large or small, public or
private, and more.

To complicate matters, adolescents are far from a homogeneous group.
As a result,

some youth thrive at school — enjoying and benefiting from most of their
experiences there; others muddle along and cope as best they can with the
stress and demands of the moment; and still others find school an
alienating and unpleasant place to be.

[Eccles & Roeser, 2011, p. 225]

Given all of these variations, no school structure or pedagogy is best for
everyone. Various scientists, nations, schools, and teachers try many
strategies, some based on opposite but logical hypotheses. To begin to
analyze this complexity, we present definitions, facts, issues, and
possibilities.

Definitions and Facts
Each year of school advances human potential, a fact recognized by
leaders and scholars in every nation and discipline. As you have read,
adolescents are capable of deep and wide-ranging thought, no longer
limited by concrete experience; yet they are often egocentric and
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impulsive. Quality matters: A year can propel thinking forward or can
have little impact (Hanushek & Woessmann, 2010).

Secondary education — traditionally grades 7 through 12 — denotes
the school years after elementary or grade school (known as primary
education) and before college or university (known as tertiary
education). Adults are healthier and wealthier if they complete primary
education, learning to read and write, and then continue on through
secondary and tertiary education.

secondary education
Literally, the period after primary education (elementary or grade school) and before
tertiary education (college). It usually occurs from about ages 12 to 18, although there
is some variation by school and by nation.

Partly because political leaders recognize that educated adults advance
national wealth and health, every nation is increasing the number of
students in secondary schools (see Visualizing Development).
Education is compulsory until at least age 12 almost everywhere, and
new high schools and colleges open daily in developing nations. The
two most populous countries, China and India, are characterized by
massive growth in education.

In many nations, two levels of secondary education are provided.
Traditionally, secondary education was divided into junior high (usually
grades 7 and 8) and senior high (usually grades 9 through 12). As the
average age of puberty declined, middle schools were created for
grades 5 or 6 through 8. This makes sense because, as you have learned,
the pubescent 12-year-old is a quite different human being, cognitively
as well as in many other ways, from the 17-year-old.
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middle school
A school for children in the grades between elementary school and high school. Middle
school usually begins with grade 6 and ends with grade 8.

Middle School
Adjusting to middle school is bound to be stressful, as teachers,
classmates, and expectations all change. Developmentalists agree that
“teaching is likely to be particularly complex for middle school teachers
because it happens amidst a critical period of cognitive, socio-
emotional, and biological development of students who confront
heightened social pressures from peers and gradual decline of parental
oversight” (Ladd & Sorensen, 2017).

Regarding learning, “researchers and theorists commonly view early
adolescence as an especially sensitive developmental period” (McGill et
al., 2012, p. 1003). Yet many developmentalists find middle schools to
be “developmentally regressive” (Eccles & Roeser, 2010, p. 13), which
means learning goes backward.

Increasing Behavioral Problems
For many middle school students, academic achievement slows down
and behavioral problems increase. Puberty itself is part of the problem.
At least for other animals studied, especially when they are under stress,
learning is reduced at puberty (McCormick et al., 2010). When school
achievement decreases, that is both a sign and a cause of psychological
as well as academic problems (Rahman et al., 2018).

The biological and psychological stresses of puberty are not the only
reason learning suffers in early adolescence. Cognition matters, too:
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How much new middle school students like their school affects how
much they learn (Riglin et al., 2013). This applies to students of every
ethnic group, with declines in academics particularly steep for young
adolescents of ethnic minorities, as they become more aware of low
social expectations for them (Dotterer et al., 2009; McGill et al., 2012;
Hayes et al., 2015).

More Like Him Needed     In 2014 in the United States, half of the public school students
were tallied as non-White and non-Hispanic, and half were male. Meanwhile, only 17
percent of teachers are non-White and non-Hispanic, and only 24 percent are male. This
Gardena, California, high school teacher is a welcome exception in two other ways — he
rarely sits behind his desk, and he uses gestures as well as his voice to explain.

Even if there were no discrimination in the larger society, students have
reasons to dislike middle school. Bullying is common, particularly in
the first year (Baly et al., 2014). Parents are less involved than in
primary school, partly because students want more independence. It is
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psychologically healthy for adolescents to push their parents away, but
the lack of parental support also increases risk.

THINK CRITICALLY: Would there be less bullying if more schools were
multiethnic?

Teacher support also decreases. Unlike teachers in primary school,
where each classroom had one teacher, middle school teachers have
hundreds of students. Teachers become impersonal and distant, not the
personally engaging adults that young adolescents need (Meece &
Eccles, 2010).

 Especially for Teachers: You are stumped by a question that one of your
students asks. What do you do? (see response, page 400)

Signs of a future high school dropout, among them chronic absenteeism,
appear in middle school (Ladd & Sorensen, 2017). Those students most
at risk are low-SES boys from minority ethnic groups, yet almost no
middle school has male guidance counselors or teachers who are
African American or Latinx. Given their egocentric and intuitive
thinking, many young adolescents need role models of successful,
educated men (Morris & Morris, 2013).

Finding Acclaim
To pinpoint the developmental mismatch between students’ needs and
the middle school context, note that just when egocentrism leads young
people to feelings of shame, or fantasies of stardom (the imaginary
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audience), schools may require them to change rooms, teachers, and
classmates every 40 minutes or so. That limits friendship and acclaim.

Recognition for academic excellence is rare, because middle school
teachers grade more harshly than their primary school counterparts.
Effort without accomplishment is not recognized, and achievement that
was previously “outstanding” is now only average. Acclaim for after-
school activities is also elusive, because many art, drama, dance, and
other programs put adolescents of all ages together, and 11- to 13-year-
olds are not as skilled as older adolescents.

When athletic teams become competitive, those with fragile egos
protect themselves by not trying out. If sports require public showers,
that is another reason for students in early puberty to avoid them: They
do not feel at ease with their changing bodies, and they fear comments
from their peers.

There is a positive correlation between physical activity, involvement in
sports teams, and academic achievement in middle school (Rasberry et
al., 2011; Im et al., 2016). Is this a cause or a consequence of sports?
Ironically, some schools require good grades to join teams: Especially
for boys, those who most need athletic engagement may be excluded.

As noted in the discussion of the brain, peer acceptance is more
cherished at puberty than at any other time. Physical appearance —
from eyebrows to foot size — suddenly becomes significant. Status
symbols (e.g., gang colors, trendy sunglasses, a brand-name jacket) take
on new meaning. Expensive clothes are coveted.
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Sexual conquests are flaunted, girls may be seen as conquests, LGBTQ
students may feel rejected. Consequently, many middle school students
have no psychic energy left for homework.

Coping with Middle School
One way middle school students avoid feelings of failure in academics
is to quit trying. Then they can blame a low grade on their choice (“I
didn’t study”) rather than on their ability. Pivotal is how they think of
their potential.

Educators write about a “fixed mindset” versus a “growth mindset.”
The same idea is described by psychologists as the entity theory of
intelligence (i.e., ability is innate, a fixed quantity present at birth) and
the incremental theory of intelligence (i.e., intelligence can increase if
individuals work to master whatever they seek to understand) (Dweck,
1999).

entity theory of intelligence
An approach to understanding intelligence that sees ability as innate, a fixed quantity
present at birth; those who hold this view do not believe that effort enhances
achievement.
incremental theory of intelligence
An approach to understanding intelligence that holds that intelligence can be directly
increased by effort; those who subscribe to this view believe they can master whatever
they seek to learn if they pay attention, participate in class, study, complete their
homework, and so on.

If students hold the entity theory, they conclude that nothing they do can
improve their academic skill. If they think they are “born stupid” at
math, or language, or whatever, they mask their self-assessment by
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claiming not to study, try, or care. Thus, the entity belief relieves stress,
but it also reduces learning.

By contrast, if adolescents adopt the incremental theory, they will pay
attention, participate in class, study, complete their homework, and
learn. That is also called mastery motivation, an example of intrinsic
motivation. [Life-Span Link: Intrinsic and extrinsic motivation are
discussed in Chapter 10.]

This is not hypothetical. In the first year of middle school, students with
entity beliefs do not achieve much, whereas those with mastery
motivation improve academically. This is found in many nations (e.g.,
Diseth et al., 2014; Zhao & Wang, 2014; Burnette et al., 2013).

Now Learn This     Educators and parents disagree among themselves about how and
what middle school children need to learn. Accordingly, some parents send their children
to a school where biology is taught via dissecting a squid (left), others where obedience is
taught via white shirts and lining up (right).

Description
The first photo shows girls in a science lab. One girl, in the foreground, is
dissecting a small squid on the table in front of her. All of them are in



1279

casual clothes. The second photo shows an educator lining up his students
in a class. The students are in uniforms.

 Observation Quiz: Although the philosophy and strategy of these two
schools are quite different, both share one aspect of the hidden curriculum.
What is it? (see answer, page 400) 
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Middle school is also a time when children learn how to cope with
challenges, both academic and social. Coping style — solving problems
rather than blaming oneself — is crucial (Monti et al., 2017). Of course,
this is apparent at other ages as well. We discuss this here because the
relationship between self-concept, motivation, and achievement is
particularly fragile during middle childhood, as the brain reorganizes
itself.

Believing that skills can be mastered and that effort pays off is crucial
for learning social skills (Dweck, 2013). Students want friends, but
some are convinced that no one likes them. That self-perception may
lead to social avoidance and a downward spiral of feelings of rejection
(Zimmer-Gembeck, 2016). Middle schools need to be organized so that
friendships are encouraged and competition (which assumes winners
and losers, a fixed mindset assumption) discouraged.

High School

 Especially for High School Teachers: You are much more interested in
the nuances and controversies than in the basic facts of your subject, but you
know that your students will take high-stakes tests on the basics and that their
scores will have a major impact on their futures. What should you do? (see
response, page 400)

Many of the patterns and problems of middle school continue in high
school. However, once the sudden growth and unfamiliar sexual
impulses of puberty are less novel, adolescents are better able to cope
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with school. Moreover, teachers and parents allow them more
autonomy, and that encourages more self-motivation.

Added to that is cognitive maturation. When adolescents are better able
to think abstractly, analytically, hypothetically, and logically (all formal
operational thought), they can respond to the usual pedagogy of high
school. Of course, ideally schools would also allow subjective,
emotional, intuitive, and experiential thinking, helping students use both
modes of thought.

The College-Bound
From a developmental perspective, the fact that high schools emphasize
formal thinking makes sense, since many older adolescents are capable
of abstract logic. In several nations, attempts are under way to raise
standards so that all high school graduates will be ready for college,
where analysis is required.

A mantra in the United States is “college for all.” This is intended to
encourage low achievers to aspire for tertiary education, although some
authors believe the effect may be the opposite (Carlson, 2016).

One result of the emphasis on college is that more students take classes
that are assessed by externally scored exams, either the IB (International
Baccalaureate) or the AP (Advanced Placement). Such classes have
high standards and satisfy some college requirements if the student
scores well.

With the class of 2017, more students than ever participate and succeed
in AP. To be specific, more than 1.17 million students in the class of
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2017 took 3.98 million AP Exams in public high schools nationwide, up
from 1.14 million students in 2016 and 691,437 in the class of 2007.
When it comes to performance, 711,518 students scored 3 or higher on
at least one AP Exam in 2017, compared to 423,067 in 2007.

Same Situation, Far Apart: How to Learn     Although developmental psychologists find
that adolescents learn best when they are actively engaged with ideas, most teenagers are
easier to control when they are taking tests (top, Winston-Salem, North Carolina, United
States) or reciting scripture (bottom, Kabul, Afghanistan).
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Description
The first photo shows an adolescent boy daydreaming as others in his class
are busy taking a test. The second photo shows teenage Muslim girls
reading out loud together in a classroom.
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Other indicators of increasing standards are greater requirements for an
academic diploma and restrictions on vocational or general diplomas.
Most U.S. schools require two years of math beyond algebra, two years
of laboratory science, three years of history, four years of English, and
two years of a language other than English.

In addition to mandated courses, most U.S. public high school students
are required to pass a high-stakes test in order to graduate. (Any exam
for which the consequences of failing are severe is called “high-
stakes.”) A decade ago, no state required exit exams; in 2019, there are
12 states (including some with the most students, Florida, Texas, and
New York) that do. Increased testing is evident in every state, but it is
controversial, as Opposing Perspectives explains on the following page.

high-stakes test
An evaluation that is critical in determining success or failure. If a single test
determines whether a student will graduate or be promoted, it is a high-stakes test.

OPPOSING PERSPECTIVES

High-Stakes Testing
Secondary students in the United States take many more tests than they did even a
decade ago. This includes many high-stakes tests — not only tests to earn a high
school diploma but also tests to get into college (the SAT and ACT, achievement
and aptitude) and tests to earn college credits (the AP and IB) while in high
school.

High-stakes tests have become part of the culture, necessary to pass third, fifth,
and eighth grades, and even to enter special kindergarten classes. Further, the
2016 federal education reform, the Every Student Succeeds Act (ESSA), requires
standardized testing from the third grade on.
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Tests also have high stakes for teachers, who may earn extra pay or lose their job
based on how their students score, and for schools, which gain resources or are
shuttered because of test scores. Entire school systems are rated on test scores.
This is said to be one reason that widespread cheating on high-stakes tests
occurred in Atlanta beginning in 2009 (Severson & Blinder, 2014).

Opposing perspectives on testing are voiced in many schools, parent groups, and
state legislatures. In 2013, Alabama dropped its high-stakes test for graduation. In
that same year Pennsylvania instituted such a test, but its opponents have
postponed implementation of the requirement. A 2007 law in Texas required 15
tests for graduation; in 2013, Texas law reduced that to four tests (Rich, 2013).
A leading critic calls testing a charade that fools politicians and parents into
thinking that students are learning (Koretz, 2017). On the other hand, tests are
credited with narrowing the gap between African American and European
American students, because measuring basic skills has increased teacher skill and
expectations (Loeb & Byun, 2019).

Overall, high school graduation rates in the United States have increased every
year for the past decade, reaching 85 percent in 2017 after four years in high
school. Rates of students who take five years to graduate, or who drop out, are
also reduced (see Figure 15.4). Some say that increased tests and higher
standards are part of the reason, but others contend that the high-stakes tests
discourage some students while making graduation too easy for those who are
adept at test-taking (Hyslop, 2014).
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FIGURE 15.4

Mostly Good News     This depicts wonderful improvements in high school
graduation rates, especially among Hispanic youth, who drop out only half as often
as they did 20 years ago. However, since high school graduation is increasingly
necessary for lifetime success, even the rates shown here may not have kept pace
with the changing needs of the economy. Future health, income, and happiness for
anyone who drops out may be in jeopardy.

Data from National Center for Education Statistics, January 2018.

Description
Approximate data from the graph are as follows. Between 1993 and 2015, the percent
of Hispanic American dropouts reduced from 33 to 10. Between 1993 and 2015, the
percent of African American dropouts reduced from 16 to 8. Between 1993 and 2015,
the percent of European American dropouts reduced from 13 to 4. Between 1999 and
2015, the percent of Asian American dropouts reduced from 5 to 3. Between 1993
and 2015, the percent of All Races/Ethnicities dropouts reduced from 11 to 6.
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Students who fail high-stakes tests are often those with intellectual disabilities,
one-third of whom do not graduate (Samuels, 2013). Rates of not passing increase
for those who attend schools in low-income neighborhoods, or whose first
language is not English.

Some argue that the tests punish these students, when the real culprit is the
school, the community, or the entire nation. Passing graduation exit exams does
not correlate with excellence in college, but failing them increases the risk of
harm — including prison later on (Baker & Lang, 2013).

Ironically, in the same decade during which U.S. schools are raising requirements,
many East Asian nations, including China, Singapore, and Japan (all with high
scores on international tests), have moved in the opposite direction. Particularly



1288

in Singapore, national high-stakes tests are being phased out, and local autonomy
is increasing (Hargreaves, 2012).

International data support both sides of this controversy. One nation whose
children generally score well is South Korea, where high-stakes tests have
resulted in extensive studying. Many South Korean parents hire tutors to teach
their children after school and on weekends to improve their test scores (Lee &
Shouse, 2011). Almost all South Korean students graduate from high school, and
most attend college.

On the opposite side of the globe, students in Finland also score well on
international tests but have no national tests until the end of high school. Nor do
they spend much time on homework or after-school education. A Finnish expert
proudly states that “schoolteachers teach in order to help their students learn, not
to pass tests” (Sahlberg, 2011, p. 26).

A team who attempts to find merit and harm in high-stakes testing notes that
every test is flawed, and every assessment can do harm as well as good (Loeb &
Byum, 2019). The crucial question is whether the test measures what it is
supposed to measure, and whether it is used to help teachers or punish them.

The most recent international data, from the TIMSS and the PIRLS (described in
Chapter 12) and the PISA (described in this chapter), show that little has changed
over the past decade, which suggests that U.S. high school students have neither
benefited nor suffered from testing.

The critique of testing is part of the larger critique of the biases and benefits of
aptitude and achievement tests, with opposite opinions expressed by experts
(Sackett & Kuncel, 2018; Singer & Braun, 2018; Hagopian, 2014).

Alternatives to College
In the United States, a sizable minority (about 30 percent) of high
school graduates do not enter college, and many who enroll do not
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graduate (as discussed in Chapter 18). Even 10 years after the usual age
for high school graduation, only 47 percent of U.S. young adults have
earned any postsecondary degree. Rates are higher in some nations,
lower in others.

These sobering statistics underlie another debate among educators.
Should students be encouraged to “dream big” early in high school,
aspiring for tertiary learning? This suggestion originates from studies
that find a correlation between dreaming big in early adolescence and
going to college years later (Domina et al., 2011a, 2011b).

Others suggest that college is a “fairy tale dream” that may lead to low
self-esteem (Rosenbaum, 2011). If adolescents fail in AP classes, will
they feel bored, stupid, and disengaged? If they then enter the job
market, will they be ill-prepared because their education never gave
them the practical and teamwork skills required?

Some high schools encourage college more than others. For example,
high-achieving students in two major cities in neighboring states
(Albuquerque, New Mexico and Fort Worth, Texas) had markedly
different college enrollment rates (83 percent compared to 58 percent)
(Center for Education Policy, 2012).

Should a national education curriculum prepare some students not for
college, but for jobs, with training and practical experience to ease the
transition to adult employment? Germany is one nation with such a
curriculum (Ludwig-Mayerhofer et al., 2019). The United States is not.
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That may be why, despite a thriving economy, Germany has relatively
low rates of secondary degree attainment. In many other nations,
students in vocational education have a higher employment rate than
students in the academic track, but over a lifetime, their earnings are
less (Hanushek et al., 2017). Which would you rather have at age 40 —
a steady and secure job or a high salary?

Overall, the data present a dilemma for educators. Suggesting that a
student should not go to college may be racist, classist, sexist, or worse.
On the other hand, many students who begin college do not graduate, so
they lose time and gain debt when they could have advanced in a
vocation. Everyone agrees that adolescents need to be educated for life
as well as for employment, but it is difficult to decide what that means.

The PISA
One international test, the PISA (mentioned in Chapter 12), was
designed to measure high school students’ ability to apply what they
have learned. The PISA is taken by 15-year-olds, an age when almost
all students are still in school but when many will soon stop formal
education. The questions are supposed to be practical, measuring
knowledge that adults might need. Recently the emphasis has been on
science and analysis (OECD, 2016).

For example, among the 2012 math questions is this one:

Chris has just received her car driving license and wants to buy her first
car. The table below shows the details of four cars she finds at a local car
dealer.

What car’s engine capacity is the smallest?
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A. Alpha B. Bolte C. Castel D. Dezal

Model Alpha Bolte Castel Dezal

Year 2003 2000 2001 1999

Advertised price (zeds) 4800 4450 4250 3990

Distance travelled (kilometers) 105 000 115 000 128 000 109 000

Engine capacity (liters) 1.79 1.796 1.82 1.783

For that and the other questions on the PISA, the calculations are quite
simple — most 10-year-olds can do them; no calculus, calculators, or
complex formulas required. However, almost half of the 15-year-olds
worldwide got that question wrong. (The answer is D.) One problem is
decimals: Some students do not remember how to interpret them when a
practical question, not an academic one, is asked. Even in Singapore
and Hong Kong, one out of five 15-year-olds got this question wrong.
Another problem is that distance traveled, year, and price are irrelevant,
yet many students are distracted by them.

Overall, U.S. students score lower on the PISA compared to those in
many other nations, including Canada, the nation most similar to the
United States in ethnicity and location. Compared to peers in other
nations, the 2015 results rank U.S. 15-year-olds 25th out of 72.

Some 2015 results were not surprising (China, Japan, Korea, and
Singapore were all high), but some were unexpected (high scores for
Finland, Vietnam, and Estonia). Among the lowest results were Peru,
Indonesia, and the Dominican Republic. The results reflect the
educational systems more than geography, since low-scoring Indonesia
is close to Singapore.
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International analysis finds that the following items correlate with high
achievement of high school students on the PISA. The standards were
first articulated two decades ago (OECD, 2010, p. 4), but they continue
to apply.

Leaders, parents, and citizens value education overall, with
individualized approaches to learning so that all students learn
what they need.
Standards are high and clear, so every student knows what he or
she must do, with a “focus on the acquisition of complex, higher-
order thinking skills.”
Teachers and administrators are valued, and they are given
“considerable discretion … in determining content” and sufficient
salary as well as time for collaboration.
Learning is prioritized “across the entire system,” with high-quality
teachers assigned to the most challenging schools.

THINK CRITICALLY: Is it more important to prepare high school students
for jobs or for college?

The PISA and international comparisons of high school students note
that students who are immigrants and who are from low-income
families do less well. Researchers caution that variations within nations
affect results, so comparing one nation to another may be unfair.
However, comparing students within nations is illuminating. Generally,
girls do less well in science than boys, but this is less true in the United
States than in most other nations. However, low-income students in
general do especially poorly in the United States.
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That is also true for college attendance. In the United States, girls are
actually more likely than boys to enroll in college (the reverse was true
a few decades ago), but low-income students are likely to avoid college.
These differences are not based on potential. Students who are capable
of college work, at least as measured on IQ tests, drop out of high
school and college almost as often as those who are less capable.

Persistence, engagement, and motivation seem more crucial than
intellectual ability alone (Duckworth, 2016; Tough, 2012). Not
surprisingly, a school culture based on mastery, not competition, fosters
learning (Park et al., 2018). As in middle school, the incremental
(effort-based) theory of education may be crucial.

Variability
Adolescents themselves vary: Some are thoughtful, some are impulsive,
some are ready for analytic challenges, some are egocentric, some will
thrive in college, others would wither. All of them, however, need
personal encouragement.

A study of student emotional and academic engagement from fifth
grade to eighth grade found that, as expected, the overall average was a
slow and steady decline of engagement. However, a distinctive group
(about 18 percent) remained highly engaged throughout while another
distinctive group (about 5 percent) experienced precipitous
disengagement year by year (Li & Lerner, 2011).

The engaged middle schoolers are likely to do well in high school and
college, and the disengaged are likely to drop out. However, some of
those disengaged students are late bloomers who could succeed in
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college if given time and encouragement. Thus, schools and teachers
need a variety of approaches to reach every adolescent.

What Do They Need to Learn?     Jesse Olascoaga and José Perez assemble a desk as
part of a class in Trade Tech High School in Vista, California. Are they mastering skills
that will lead to a good job? Much depends on what else they are learning. It may be
collaboration and pride in work well done, in which case this is useful education.

What are the general conclusions for this chapter? The cognitive skills
that boost national economic development and personal happiness are
creativity, flexibility, relationship building, and analytic ability. Whether
or not an adolescent is college-bound, those skills are exactly what the
adolescent mind can develop — with proper education and guidance.

Every cognitive theorist and researcher believes that adolescents’
logical, social, and creative potential is not always realized, but that it
can be. Does that belief end this chapter on a hopeful note?
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WHAT HAVE YOU LEARNED?

1. What characteristics of middle schools make them more difficult for
students than elementary schools?

2. Why does puberty affect a person’s ability to learn?

3. How do beliefs about intelligence affect motivation and learning?

4. What are the advantages and disadvantages of high-stakes testing?

5. What are the problems with Advanced Placement classes and tests?

6. Should high schools prepare everyone for college? Why or why not?

7. How does the PISA differ from other international tests?
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Chapter 15 Review

SUMMARY

Logic and Self

1. Cognition in early adolescence may be egocentric, a kind of self-
centered thinking. Adolescent egocentrism gives rise to the
personal fable, the invincibility fable, and the imaginary audience.

2. Formal operational thought is Piaget’s term for the last of his four
periods of cognitive development. He tested and demonstrated
formal operational thought with various problems that students in a
high school science or math class might encounter.

3. Piaget realized that adolescents are no longer earthbound and
concrete in their thinking; they imagine the possible, the probable,
and even the impossible. They develop hypotheses and explore,
using deductive reasoning.

Two Modes of Thinking

4. Many cognitive theories describe two types of thinking during
adolescence. One set of names for these two types is intuitive and
analytic. Both become more forceful during adolescence, but
intuitive, emotional thinking matures before analytic, logical
thought.

5. Few teenagers always use logic, although they are capable of doing
so. Emotional, intuitive thinking is quicker and more satisfying
(and sometimes better) than analytic thought.

6. Neurological as well as survey research finds that adolescent
thinking is characterized by more rapid development of the limbic
system and slower development of the prefrontal cortex. Peers
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further increase emotional impulses, so adolescents may make
choices that their parents believe to be foolish.

Technology and Cognition

7. Adolescents use technology, particularly the Internet, more than
people of any other age. They reap educational benefits, and many
teachers welcome the accessibility of information and the research
advances made possible by the Internet. Social connections are
encouraged as well.

8. However, technology can be destructive. Some adolescents are
addicted to video games; some use smartphones and instant
messages for cyberbullying; some find like-minded peers to
support eating disorders and other pathologies; some engage in
sexting.

Secondary Education

9. Achievement in secondary education — after primary education
(grade school) and before tertiary education (college) — correlates
with the health and wealth of individuals and nations.

10. In middle school, many students struggle both socially and
academically. One reason may be that middle schools are not
structured to accommodate egocentrism or intuitive thinking.
Students’ beliefs about the nature of intelligence — entity or
incremental — affects their learning.

11. Education in high school emphasizes formal operational thinking.
In the United States, the demand for more accountability has led to
an increase in the requirements for graduation and to more
Advanced Placement (AP) classes and high-stakes testing.

12. A sizable number of high school students do not graduate or go on
to college, and many more leave college without a degree. Current
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high school education in the United States may not meet their
needs. In some other nations, educators pay substantial attention to
vocational education in high school so that students are job-ready
when they graduate.

13. The PISA test, taken by many 15-year-olds in 50 nations, measures
how well students can apply the knowledge they have been taught.
Students in the United States have particular difficulty with such
tests.

KEY TERMS

adolescent egocentrism
rumination
imaginary audience
personal fable
invincibility fable
formal operational thought
hypothetical thought
deductive reasoning
inductive reasoning
dual processing
intuitive thought
analytic thought
cyberbullying
sexting
secondary education
middle school
entity theory of intelligence
incremental theory of intelligence
high-stakes test
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APPLICATIONS

1. Describe a time when you overestimated how much other people were
thinking about you. How was your mistake similar to and different
from adolescent egocentrism?

2. Talk to a teenager about politics, families, school, religion, or any other
topic that might reveal the way he or she thinks. Do you hear any
adolescent egocentrism? Intuitive thinking? Systematic thought?
Flexibility? Cite examples.

3. Think of a life-changing decision you have made. How did logic and
emotion interact? What would have changed if you had given the
matter more thought — or less?

4. Describe what happened and what you thought in the first year you
attended a middle school or a high school. What made it better or worse
than later years in that school?

Especially For ANSWERS

Response for Natural Scientists (from p. 382): Probably both. Our false
assumptions are not logically tested because we do not realize that they
might need testing.

Response for Teachers (from p. 393): Praise the student by saying, “What a
great question!” Egos are fragile, so it’s best to always validate the question.
Seek student engagement, perhaps asking whether any classmates know the
answer, or by telling the student to discover the answer online, or saying you
will find out. Whatever you do, don’t fake it; if students lose faith in your
credibility, you may lose them completely.



1300

Response for High School Teachers (from p. 397): It would be nice to
follow your instincts, but the appropriate response depends partly on
pressures within the school and on the expectations of parents and the
administration. A comforting fact is that adolescents can think about and
learn almost anything if they feel a personal connection to it. Look for ways
to teach the facts your students need for the tests as the foundation for the
exciting and innovative topics you want to teach. Everyone will learn more,
and the tests will be less intimidating to your students.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 378) The first three you can probably
guess: Climate change advocates speak of saving the planet, of scientific
evidence, and of animals losing their habitat. Extra credit if you know the
fourth: “XR” stands for Extinction Rebellion, a group that started with young
people in England and has since spread to other nations.

Answer to Observation Quiz (from p. 394) Both are single-sex. What does
that teach these students?

VISUALIZING DEVELOPMENT

How Many Adolescents Are in School?
Attendance in secondary school is a psychosocial topic as much as a cognitive
one. Whether or not an adolescent is in school reflects every aspect of the social
context, including national policies, family support, peer pressures, employment
prospects, and other economic concerns. Rates of violence, delinquency, poverty,
and births to girls younger than 17 increase as school attendance decreases.
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Description
The introductory text at the top of the infographic says: Attendance in secondary
school is a psychosocial topic as much as a cognitive one. Whether or not an
adolescent is in school reflects every aspect of the social context, including national
policies, family support, peer pressures, employment prospects, and other economic
concerns. Rates of violence, delinquency, poverty, and births to girls younger than 17
increase as school attendance decreases.Under this is a top-down bar graph entitled
“Percentage of adolescents not enrolled in secondary school” The data are as follows:
Region (female, male): North America & Western Europe (7%,8%); Latin America
and the Caribbean (22%,23%); Middle East & North Africa (48%,52%); Sub-
Saharan Africa (61%,54%); South Asia (50%,47%); East Asia & the Pacific
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(22%,31%); World (37%,36%). Under this graphic is a compressed bar graph entitled
“Selected secondary school graduation rates – age 25 and under.” The data are as
follows: Finland (96%), Japan (96%), Korea (94%), Israel (92%), Greece (92%),
Canada (87%), Poland (84%), United States (84%), Germany (79%), United
Kingdom (75%), Turkey (71%). Beneath this is a graphical map of the United States
with different states indicated in varying colors based on the average rate of high
school graduation for that state. Most of the country indicates average rates between
80 and 89%, Texas, Iowa, Missouri, Kentucky, Tennessee, and New Jersey are all in
the 90+% ranges. Washington, Oregon, Arizona, New Mexico, Colorado, Alaska, and
Louisiana are all in the 70 to 79% range.
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Chapter 16 Adolescence: Psychosocial
Development
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✦ Identity
Not Yet Achieved
Arenas of Identity Formation

✦ Close Relationships
Family
A VIEW FROM SCIENCE: Teens and Genes
Peer Power
A CASE TO STUDY: The Naiveté of Your Author
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Learning About Sex
✦ Sadness and Anger

Depression
Delinquency and Defiance
INSIDE THE BRAIN: Impulses, Rewards, and Reflection

✦ Drug Use and Abuse
Age Trends
Harm from Drugs
OPPOSING PERSPECTIVES: E-Cigarettes: Path to Addiction or
Health?
Preventing Drug Abuse: What Works?

✦ CAREER ALERT: The Teacher
✦ VISUALIZING DEVELOPMENT: Adolescent Bullying

What Will You Know?

1. Why might a teenager be into sports one year and into books the
next?

2. Should parents back off when their teenager disputes every rule,
wish, or suggestion they make?

3. Should we worry more about teen suicide or juvenile delinquency?
4. Why are adolescents forbidden to drink and smoke while adults are

free to do so?

It’s not easy being a teenager, as the two previous chapters make clear, but
neither is it easy being the parent of one. Sometimes I was too lenient. For
example, once one of my daughters came home late. I was worried and
angry but did not think about punishing her until she asked, “How long
am I grounded?”
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And sometimes I was too strict. For years, I insisted that my children wash
the dinner dishes — until they told me, again and again, that none of their
friends had such mean mothers.

At times, I reacted emotionally, not rationally. When our children were
infants, my husband and I decided how we would deal with adolescent
problems. We were ready to be firm, united, and consistent regarding
illicit drugs, unsafe sex, and serious lawbreaking. More than a decade
later, none of those issues appeared.

Instead, their clothing, neatness, and homework made us impatient,
bewildered, inconsistent. My husband said, “I knew they would become
adolescents. I didn’t know we would become parents of adolescents.”

This chapter is about adolescents’ psychosocial development, including
relationships with friends, parents, and the larger society. It begins with
identity and ends with drugs, both of which may seem to be a personal
choice but actually are strongly affected by social norms. I now
understand that my children’s actions and my reactions were influenced by
our history (I washed family dishes) and by current norms (their friends
did not).
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Identity
Psychosocial development during adolescence is often understood as a

search for a consistent understanding of oneself. Self-expression and self-
concept become increasingly important at puberty. Each young person
wants to know, “Who am I?”

According to Erik Erikson, life’s fifth psychosocial crisis is identity
versus role confusion: Working through the complexities of finding one’s
own identity is the primary task of adolescence (Erikson, 1968/1994).

identity versus role confusion
Erikson’s term for the fifth stage of development, in which the person tries to figure out
“Who am I?” but is confused as to which of many possible roles to adopt.

No Role Confusion     These are high school students in Junior ROTC training camp. For
many youths who cannot afford college, the military offers a temporary identity — complete
with haircut, uniform, and comrades.
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Erikson believed that this crisis is resolved with identity achievement,
when adolescents have reconsidered the goals and values of their parents
and culture, accepting some and discarding others, while forging their own
identity. This requires combining emotional separation from childhood
and ongoing trust in parents, a difficult task in any nation (Sugimura et al.,
2018).

identity achievement
Erikson’s term for the attainment of identity, or the point at which a person understands
who he or she is as a unique individual, in accord with past experiences and future plans.

Identity achievement entails neither wholesale rejection nor unquestioning
acceptance of social norms. Teenagers maintain continuity with the past so
that they can move toward the future, establishing their own identity.
Simply following parental footsteps does not work, because the social
context of each generation differs.

Not Yet Achieved
Over the past half-century, major psychosocial shifts have lengthened the
duration of adolescence and made identity achievement more complex
(Côté & Levine, 2015). How adolescents go about their search for identity
also varies depending on genes, the social context, and whether their
family encourages discussion (Markovitch et al., 2017).

Erikson argued that identity was a psychosocial need for every adolescent.
Some react to the emotional stress of this crisis with actions that seem
pathological. An expert warns against diagnosing adolescents by adult
standards of mental illness and thus misunderstanding that the identity
search is a time-limited condition (Côté, 2018).
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One developmental scholar provided a useful expansion of Erikson’s
description of adolescence. James Marcia outlined four ways in which
young people cope with their identity crisis: (1) role confusion, (2)
foreclosure, (3) moratorium, and finally (4) achievement (Marcia, 1966;
Kroger & Marcia, 2011).

Role confusion is the opposite of achievement. It is characterized by lack
of commitment to any goals or values.

role confusion
A situation in which an adolescent does not seem to know or care what his or her identity
is. (Sometimes called identity diffusion or role diffusion.)

Identity foreclosure occurs when, in order to avoid the confusion of
sorting through all the nuances of who they are and what they believe,
young people lump traditional roles and values together, to be swallowed
whole or rejected totally. They might follow every custom from their
parents or culture, never exploring alternatives.

foreclosure
Erikson’s term for premature identity formation, which occurs when an adolescent adopts
his or her parents’ or society’s roles and values wholesale, without questioning or
analysis.

Some do the opposite, foreclosing on an oppositional, negative identity —
rejecting all their elders’ values and routines, again without thoughtful
questioning. Foreclosure is comfortable but limiting. It is only a temporary
shelter (Meeus, 2011).

A more mature shelter is moratorium, a time-out that includes
exploration, either in breadth (trying many things) or in depth (following
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one path but with only tentative commitment). Finally, achievement is
attained in adulthood, explained in Chapter 19.

moratorium
An adolescent’s choice of a socially acceptable way to postpone making identity-
achievement decisions. Going to college is a common example.

Arenas of Identity Formation
Erikson (1968/1994) highlighted four aspects of identity: religious,
political, vocational, and sexual. Terminology and timing have changed,
yet adolescents still seek identity in all of these domains.

Here we describe the process in three of Erikson’s original four domains
(religious, political, and gender) and in another domain that is crucial
today — ethnic identity. (Vocational identity is discussed in Chapter 19.)

Same Situation, Far Apart: Religious Identity     Awesome devotion is
characteristic of adolescents, whether devotion is to a sport, a person, a music
group, or — as shown here — a religion. This boy (left) praying on a Kosovo
street is part of a dangerous protest against the town’s refusal to allow building
another mosque. This girl (right) is at a stadium rally for young Christians in
Michigan, declaring her faith for all to see. While adults see differences between
the two religions, both teens share not only piety but also twenty-first-century
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clothing. Her T-shirt is a recent innovation, and on his jersey is Messi 10, for a
soccer star born in Argentina.

Religious Identity
Most adolescents question some aspects of their faith, but their religious
identity is similar to that of their parents. Few reject their religion if they
have been raised in it, especially if they have a good relationship with
their parents (Kim-Spoon et al., 2012).

Most of the research has been on Christian youth in Western nations.
However, a recent study of mostly Buddhist young people in Japan
confirmed that adolescents in every nation seek to establish their own
religious beliefs and practices (Sugimura et al., 2019).

Some adolescents become more devout. A Muslim girl might start to wear
a headscarf, a Catholic boy might study for the priesthood, a Baptist
teenager might join a Pentecostal youth group, all surprising their parents.

The more common pattern is in the opposite direction: Attendance at
places of worship gradually decreases (Lopez et al., 2011). Adolescents
question “organized religion” because it seems to be a package of beliefs
and rituals. They reexamine each part of the package, seeking their own
way to be spiritual yet open (Saroglou, 2012).

Political Identity
Parents also influence their children’s political identity. In the twenty-first
century, more U.S. adults identify as nonpartisan (38 percent) than
Republican (26 percent), or Democrat (26 percent), or any other party (5
percent) (Pew Research Center, March 14, 2019). Their teenage children
reflect their views, some boasting that they vote for the person, not the
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party, or that they do not care about politics, echoing their parents without
realizing it.

THINK CRITICALLY: Since identity is formed lifelong, is your current
identity different from what it was five years ago?

Some proudly vote at age 18 — an event that is much more likely if they
are living at home and their parents are voting than if they have already
left home. Just like other aspects of political involvement, voting is a
social activity (Hart & Van Goethem, 2017).

In general, adolescents’ interest in politics is predicted by their parents’
involvement and by current events (Stattin et al., 2017). Adolescents tend
to be more liberal than their elders, especially on social issues (LGBTQ
rights, reproduction, the environment), but major political shifts do not
usually occur until later (P. Taylor, 2014).

Ethnic Identity
Related to political identity is ethnic identity, a topic not discussed by
Erikson. In the United States and Canada, about half of all current
adolescents are of African, Asian, Latinx, or Native American (Aboriginal
in Canada) heritage. Many of them also have ancestors of another ethnic
group. Those census categories are too broad; teenagers must forge a
personal ethnic identity that is more specific.

Hispanic youth, for instance, must figure out how having grandparents
from Mexico, Peru, Cuba, and/or California, Texas, or New York affects
them. Many Latinx individuals (some identifying as Chicano) also have
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ancestors from Spain, Africa, Germany, and/or indigenous groups such as
the Maya or Inca.

VIDEO ACTIVITY: Adolescence Around the World: Rites of Passage presents a
comparison of adolescent initiation customs in industrialized and developing
societies.

Unlike African American parents, who often prepare their children for
possible prejudice, few White parents discuss race and ethnicity with their
children (Loyd & Gaither, 2018). Thus, when most White children move
past concrete operational thought, they need to figure out ethnic identity
without parental help. For every adolescent, of every background, peers
help sort through stereotypes, resistance, and finally achievement (Santos
et al., 2017).

Establishing a solid ethnic identity is especially difficult for adolescents
who are multiracial, or immigrants, or adopted by parents of another
background. Interestingly, biracial youth tend to identify with the minority
ethnic group. If they are not accepted by that group, they may be
depressed (Nishina et al., 2018). Every adolescent seeks identity.

In general, pride in ethnic identity correlates with academic achievement
and overall well-being, but the relationship is “complex and nuanced”
(Miller-Cotto & Byrnes, 2016, p. 67). Interestingly, a strong ethnic
identity in early adolescence correlates with intergroup contact later on
(Meeus, 2017). It seems that once adolescents are secure in their, they can
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befriend people of other ethnic groups. In the twenty-first century, ethnic
identity continues to develop.

Gender Identity
As you remember, sex refers to certain physical and genetic traits assigned
at birth, whereas gender refers to the cultural and social genetic factors
that differentiate males, females, and nonbinary individuals. A half-
century ago, psychoanalytic theorists did not understand this distinction.
They assumed that adolescents needed to adopt male or female roles
(Erikson, 1968/1994; A. Freud, 1958/2000).

The Opposite Sex?     Every cohort of adolescents rebels against the conventions of the older
generations. Earlier generations of boys grew their hair long. A decade later, some girls
shaved their heads. Now many teenagers do not see male and female as opposites, choosing
instead a nonbinary approach to gender expression.
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Thus, adolescence was once time for “gender intensification,” when
people increasingly identified as one or the other of two opposites, male or
female. No longer (Priess et al., 2009). Erikson’s term sexual identity has
been replaced by gender identity, which is much more varied than the old
dichotomy assumed.

gender identity
A person’s acceptance of the roles and behaviors that society associates with the
biological categories of male and female.

Many adolescents use analytic, hypothetical thinking to question gender
expression. This may trouble their elders, who have traditional
expectations. One mother thought she was guiding her daughter into a
proper female role when she suggested that her daughter’s skirt was too
tight. Her daughter replied, “Don’t slut-shame me.”

The speed and specifics of changing gender roles vary dramatically by
culture and cohort. A new term, cisgender, refers to people whose gender
identity is the same as their natal sex. The existence of the term is
evidence of the complexity of sex and gender. Interestingly, adolescent
boys more than girls express anti-gay attitudes, probably because boys
experience stronger pressures to conform to traditional, heterosexual, male
identity (Horn, 2019).

As more young people identify as lesbian, gay, bisexual, transgender, or
queer (those who reject existing terms related to sexual orientation or
gender identity), heterosexual adolescents distinguish between policy and
their personal attitudes. They tend to endorse equal rights, even when they,
personally, are unwilling to have a friend who is LGBTQ (Horn, 2019).

Identity and Depression
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All adolescents are vulnerable to feelings of depression and anxiety as
they try to sort out their identity. This is true for religious, political, and
ethnic identity, but it is particularly apparent regarding gender identity.

Among Western psychiatrists in former decades, people who had “a strong
and persistent cross-gender identification” were said to have gender
identity disorder, a serious diagnosis according to DSM-IV. However, the
DSM-5 instead describes gender dysphoria, when people are distressed at
the gender that was assigned to them at birth.

This is more than a change in terminology. A “disorder” means something
is amiss with the individual, no matter how he or she feels about it,
whereas “dysphoria” means the problem is in the distress, which can be
mitigated by social conditions, by cognitive framing, or by becoming the
other gender. As with all aspects of the identity crisis, self-definition and
then acceptance is the psychosocial need.

WHAT HAVE YOU LEARNED?

1. What is Erikson’s fifth psychosocial crisis, and how is it resolved?

2. How does identity foreclosure differ from identity moratorium?

3. What role do parents play in adolescent religious and political identity?

4. How does ethnic identity affect self-esteem and achievement?

5. What assumptions about gender identity did most adults hold 50 years ago?

6. What is the difference between gender identity disorder and gender dysphoria?
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Close Relationships
The focus on adolescent identity may make it seem as if teenagers are

intensely individualized, unaffected by the social environment surrounding
them. However, the opposite is more accurate. Parents, peers,
grandparents, siblings, teachers, and cultures shape adolescent lives
(Seaton et al., 2017).

Family
Family relationships affect identity, expectations, and daily life. Parents
shift from providing direct guidance to being available, but close parent–
child relationships continue (E. Chen et al., 2017).

Siblings also become influential, as role models and confidants as well as
more directly by bullying or protecting each other (Gallagher et al., 2018;
Aizpitarte et al., 2019). This is especially important if the environment and
genetic tendencies push teens toward negative behavior (see A View from
Science).

Peers do not replace parents; they supplement them. A longitudinal study
of all middle school students in one community (almost 800 of them)
found that three-fourths had healthy relationships with their parents and
peers. That protected them from serious problems during adolescence and
early adulthood (Dishion et al., 2019).

A VIEW FROM SCIENCE

Teens and Genes
Sometimes observers imagine that the biology of adolescence, with puberty and the
drive for autonomy, is so strong that family influences fade. But, as already
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explained in Chapter 1, nature and nurture always interact. Thus, we need to avoid
attributing teenage rebellion to the child, or to the parents, or to society. All of these
matter.

Developmentalists try to connect molecular genetics with practical programs that
allow individuals to help each other. A leading researcher, Gene Brody, has done
that. He warns of overreliance on genetic analysis, even as he lauds genetic research
(Brody, 2017).

Brody’s lifelong work has been to help African American boys in rural Georgia, a
“resource-poor” social context. He developed an intervention for parents and their
11-year-old sons in this area.

Brody was not positive that the intervention would succeed, so he randomly assigned
half of a group of 611 parent–son pairs to a control group, with no special
intervention. The other half were taught in small groups, with seven two-hour
sessions designed to foster healthy parent–child relationships (Brody et al., 2009).

Leaders of those sessions were energetic and creative, and they were good role
models: Most were African American men who had grown up in the same
communities as the boys.

Parents and sons were taught separately for an hour and then brought together.
Teaching was active, with discussion and role-playing. In designing the classes,
Brody benefited from earlier research by other scientists. He knew that learning
depends on carefully structured social interaction.

The parents learned:

The importance of being nurturing and involved
The importance of conveying racial pride
How monitoring benefits adolescents
Why clear norms and expectations reduce substance use
How to talk about sex

The 11-year-olds learned:

The importance of household rules
Adaptive behaviors when encountering racism
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The need to plan for the future
The differences between them and peers who use alcohol

After the first hour, parents and sons were engaged in games and exercises designed
to improve family communication and cohesion. Three years after the intervention,
both the experimental and control groups were reassessed regarding sex and
alcohol/drug activity.

The initial results were disappointing. The intervention decreased early sex,
drinking, and smoking, but not by much. Apparently, the social context of rural
Georgia was more powerful for those teenage boys than the intervention.

Then, four years after the study began, research was published that the short allele of
the 5-HTTLPR gene heightened risks of depression, delinquency, and other
problems. Might this apply to these African American teenagers?

Brody tracked down his original groups, now 16 years old. He convinced them to
donate saliva to be analyzed for the 5-HTTLPR allele. As Figure 16.1 shows, the
training had a definitive effect on those who were genetically vulnerable.
Encouraged, the researchers continued to follow those boys. Benefits continued, at
least until age 20 (E. Chen et al., 2017).

FIGURE 16.1

Not Yet     The risk score was a simple one point for each of the following: had drunk
alcohol, had smoked marijuana, had had sex. As shown, most of the 11-year-olds had
done none of these. By age 14, most had done one (usually had drunk beer or wine) —
except for those at genetic risk who did not have the seven-session training. Some of
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them had done all three, and many had done at least two. As you see, for those youths
without genetic risk, the usual parenting was no better or worse than the parenting that
benefited from the special classes: The average 14-year-old in either group had tried
only one risky behavior. But for those at genetic risk, the special program made a
decided difference.

Data from Brody et al., 2009.

Description
Approximate data from the graph presented in the format (age 11: age 14) are as follows:
No Genetic Risk (long allele) - Parent adolescent classes, age 11: 0.3, age 14: 1; No
special classes: age 11: 0.25, age 14: 0.9; Genetic Risk (short allele) - Parent adolescent
classes: age 11: 0.4, age 14: 0.8; No special classes: age 11: 0.2, age 14: 1.85.
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How could 14 or fewer hours of parent–son training, at age 11, affect vulnerable
adolescents for a decade, despite toxic influences of the environment? Apparently,
those seven sessions gave insights, instilled habits, and made connections that
affected parent/child relationships.

Family Conflict
The fact that families are influential does not mean that family life is
peaceful. Disputes are common when biology, cognition, and culture all
push for adolescent independence, while parents want to provide control
and protection. Each generation tends to misjudge the other. Adolescents
are quick to judge parents as disrespectful; parents worry that adolescents
are pressured by peers to rebel.

THINK CRITICALLY: When do parents forbid an activity that they should
approve of, or ignore a behavior that should alarm them?

All close relationships include conflict. The peace that results from neglect
is destructive. Indeed, some developmentalists think that conflict is a
useful step toward understanding and emotional growth (Branje, 2018).

Authors of research on mothers and their adolescents suggest that
“although too much anger may be harmful … some expression of anger
may be adaptive” (Hofer et al., 2013, p. 276). In this study, as well as
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generally, the parent–child relationship usually improved with time as both
parties adjust to the adolescent’s increasing independence.

Crucial is that caregivers avoid extremes of strictness or leniency but
instead maintain support while increasing autonomy (Yeager et al., 2018).
As a review of dozens of studies expressed it: “parent–adolescent conflict
might signal the need for families to adapt and change … to accommodate
adolescents’ increasing needs for independence and egalitarianism”
(Weymouth et al., 2016, p. 107).

Closeness Within the Family
Several specific aspects of parent–child relationships have been studied.
Specifically:

1. Communication (Do family members talk openly and honestly?)
2. Support (Do family members rely on each other?)
3. Connectedness (How emotionally close are family members?)
4. Control (Do parents allow independence?)

No social scientist doubts that the first two, communication and support,
are crucial. Patterns from childhood continue, ideally buffering the
turbulence of adolescence. Regarding the next two, connectedness and
control, consequences vary and observers differ in what they see. How do
you react to this example, written by one of my students?

I got pregnant when I was sixteen years old, and if it weren’t for the support
of my parents, I would probably not have my son. And if they hadn’t taken
care of him, I wouldn’t have been able to finish high school or attend
college. My parents also helped me overcome the shame that I felt when …
my aunts, uncles, and especially my grandparents found out that I was
pregnant.
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[I., personal communication]

My student’s boyfriend is no longer part of her life. She is grateful that she
still lives with her parents, who care for her son. However, did
motherhood make her dependent on her parents, preventing her from
establishing her own identity? Why didn’t her parents monitor her
romantic relationship, or at least explain contraception? Is this the best or
the worst of parent–adolescent relationships?

Not My Fault     Humans always find it easier to blame someone else, but this is particularly true when
teenage girls talk to their mothers.
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One issue here is parental monitoring — that is, parental knowledge
about each child’s whereabouts, activities, and companions. Many studies
have shown that when parental knowledge arises from a warm, supportive
relationship, adolescents usually become confident, well-educated adults,
avoiding drugs and risky sex.

parental monitoring
Parents’ ongoing awareness of what their children are doing, where, and with whom.

However, if parents are cold and punitive, monitoring may lead to
rebellion. If mothers are too controlling, adolescents are likely to become
depressed and anxious; if fathers are too controlling, adolescents may
develop substance abuse disorders (Eun et al., 2018).

There is a “dynamic interplay between parent and child behaviors,” which
affects the results of monitoring. Teenagers choose what to reveal (Abar et
al., 2014, p. 2177). They are more likely to lie if their parents are
controlling and cold (Lushin et al., 2017).

VIDEO: Parenting in Adolescence examines how family structure can help or
hinder parent–teen relationships.

Cultural Expectations for Parents of Teenagers
Several researchers have compared parent–child relationships in various
cultures: Everywhere, parent–child communication and encouragement
reduce teenage depression, suicide, and low self-esteem, and increase
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motivation and achievement. However, details of expectations,
interactions, and behavior vary by culture (Brown & Bakken, 2011).

Parent–child conflict is less evident in cultures that stress familism, the
belief that family members should sacrifice personal freedom and success
to care for one another. For example, most refugee youth (Palestinian,
Syrian, Iraqi) in Jordan agree that parents have the right to decide their
children’s hairstyles, clothes, and music — contrary to what most U.S.
teenagers believe (Smetana et al., 2016).

familism
The belief that family members should support one another, sacrificing individual freedom
and success, if necessary, in order to preserve family unity and protect the family from
outside forces

In many traditional cultures, teens do not tell their parents whatever they
have done that might earn disapproval. By contrast, some U.S. adolescents
deliberately provoke an argument by advocating marijuana legalization,
LGBTQ acceptance, citizenship for immigrants, or abortion access,
especially if they personally are not affected by those policies.

Cultural variations in parent–child interaction are evident not only
between nations but also within U.S. ethnic groups. This is illustrated by a
longitudinal study of Mexican American adolescents (Wheeler et al.,
2017). Unlike their more Americanized peers, those who strongly
endorsed familism were more obedient to their parents and were less
likely to quit school, join gangs, or carry a weapon.

Personality also matters, with differential susceptibility. Impulsive, fearful,
or adventurous adolescents take more risks than average unless their
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family is supportive, in which case they are less likely to break the law
than the average adolescent (Rioux et al., 2016).

 Observation Quiz: What evidence do you see that traditional norms remain
in this culture? (see answer, page 426) 

This contrast is evident in academic achievement as well. A longitudinal
study found that when parents are relatively harsh at puberty, fewer
students who are capable of college actually enroll. Gender matters in
exactly what they do instead of gaining more education: Boys are likely to
break the law; girls to become pregnant (Hentges & Wang, 2018).

More Familiar Than Foreign?     Even in cultures with strong and traditional
family influence, teenagers choose to be with peers whenever they can. These
boys play at Cherai Beach in India.

Peer Power
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Peers are also crucial. They help each other navigate the physical changes
of puberty, the intellectual challenges of high school, and the social
challenges of leaving childhood. They also share emotions, and by so
doing become closer friends (von Salisch, 2018).

Peers and Parents
Peers do not negate the need for parental support: Healthy relationships
with parents during childhood enhance later friendships and foster
reciprocal romances (Flynn et al., 2017). However, parents alone are not
enough.

For example, in one experiment, children and adolescents had to give a
speech, with or without their parents present. For 9-year-olds, their
parents’ presence relieved stress, as indicated by lower levels of cortisol,
as well as by visible signs. For 15-year-olds, however, the parents’
presence was no help (Hostinar et al., 2015).

Other research confirms that parental buffering of stress is less effective in
adolescence than it was earlier in childhood. Peers may or may not be able
to reduce stress. Sometimes, when friends help with speech preparation
for instance, stress increases (Doom et al., 2017).

Peer pressure refers to someone being pushed by their friends to do
something that they would not do alone. Peer pressure is especially strong
in early adolescence, when adults seem clueless about biological and
social stresses. Some teenagers are more susceptible to peer pressure than
others. Gender is one factor. Boys influence other boys more than girls
influence other girls (McCoy et al., 2019).

peer pressure
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Encouragement to conform to one’s friends or contemporaries in behavior, dress, and
attitude; usually considered a negative force, as when adolescent peers encourage one
another to defy adult authority.

THINK CRITICALLY: Why is peer pressure thought to be much more sinister
than it actually is?

Adults warn children against peer pressure, but they should be more
nuanced. Sometimes having friends is beneficial: Peers pressure each
other to study, to apply to college, to plan for their future.

The Immediacy of Peers
Given the areas of the brain that are quickest to myelinate and mature in
adolescence, it is not surprising that the most influential peers are those
nearby at the moment. This was found in a study in which all eleventh-
graders in several public schools in Los Angeles were offered a free online
SAT prep course (worth $200) that they could take if they signed up on a
paper distributed by the organizers (Bursztyn & Jensen, 2015).

In this study, students were not allowed to talk before deciding whether or
not to accept the offer. So, they did not know that, although all of the
papers had identical, detailed descriptions of the SAT program, one word
differed in who would learn of their decision — either no other students or
only the students in that particular class.

The two versions were:

Your decision to sign up for the course will be kept completely private
from everyone, except the other students in the room.
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Your decision to sign up for the course will be kept completely private
from everyone, including the other students in the room.

 Especially for Parents of a Teenager: Your 13-year-old comes home after
a sleepover at a friend’s house with a new, weird hairstyle — perhaps cut or
colored in a bizarre manner. What do you say and do? (see response, page 426)

It mattered whether students thought their classmates would learn of their
decision: The honors students were more likely to sign up, and the non-
honors students less likely when they thought their classmates would
know what they did.

To make sure this was a peer effect, not just divergent motivation and
ability between honors and non-honors students, the researchers compared
students who took exactly two honors classes and several non-honors
classes. There were 107 such students, some who happened to be in their
honors class when they decided whether or not to sign up for SAT prep
and some who happened to be in their non-honors class.

When the decisions of those two-honors students were kept totally private,
acceptance rates were similar (72 and 79 percent) no matter which class
students were in at the moment. But, if students thought their classmates
might know their decision, imagined peer pressure affected them. When
sitting with other students in an honors class, 97 percent signed up for the
SAT program. Of those sitting in a non-honors class, only 54 percent
signed up (Bursztyn & Jensen, 2015).

A CASE TO STUDY

The Naiveté of Your Author
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Adults are sometimes unaware of adolescents’ desire for respect from their
classmates. I did not recognize this with my own children:

Our oldest daughter wore the same pair of jeans in tenth grade, day after day.
She washed them each night by hand, and I put them in the dryer early each
morning. [Circadian rhythm — I was asleep hours before she was, and awake
hours earlier.] My husband was bewildered. “Is this some weird female ritual?”
he asked. Years later, our daughter explained that she was afraid that if she
wore different pants each day, her classmates would think she cared about her
clothes, which would prompt them to criticize her choices. To avoid that
imaginary audience, she wore only one pair of jeans.
Our second daughter, at 16, pierced her ears for the third time. I asked if this
meant she would do drugs; she laughed at my foolishness. Only later did I
notice that many of her friends also had multiple holes in their ear lobes.
At age 15, our third daughter was diagnosed with cancer. My husband and I
weighed opinions from four physicians, each explaining treatment that would
minimize the risk of death. She had other priorities: “I don’t care what you
choose, as long as I keep my hair.” (Now her health is good; her hair grew
back.)
Our youngest, in sixth grade, refused to wear her jacket (it was new; she had
chosen it), even in midwinter. Years later she told me why — she wanted her
classmates to think she was tough.

In retrospect, I am amazed that I was unaware of the power of peers, a stronger
immediate influence than self-acceptance, personal choice, long life, or even a warm
body.

Selecting Friends
Peers can lead one another into trouble. A study of substance misuse and
delinquency among twins found that — even controlling for genes and
environment — when one twin became a delinquent, the other was more
likely to do so (Laursen et al., 2017).
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Everyday Danger     After cousins Alex and Arthur, here ages 16 and 20, followed family
wishes to shovel snow around their Denver, Colorado, home, they followed their inner risk
impulses and jumped from the roof. Not every young man can afford the expense of
motocross or hang gliding, but almost every one of them leaps into risks that few 40-year-olds
would dare.

Collectively, peers provide deviancy training, whereby one person shows
another how to resist social norms (Van Ryzin & Dishion, 2013; Dishion
et al., 2001). However, innocent teens are not corrupted by deviants.
Adolescents choose their friends and models — not always wisely, but
never randomly.

deviancy training
Destructive peer support in which one person shows another how to rebel against
authority or social norms.

A developmental progression can be traced: The combination of “problem
behavior, school marginalization, and low academic performance” at age
11 leads to gang involvement two years later, deviancy training two years
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after that, and violent behavior at age 18 or 19 (Dishion et al., 2010, p.
603).

Friends not only teach each other, they encourage each other. This is
shown in coercive joining, when two people join together in making
derogatory comments about a third person. A pair of teenagers may
compete in who can make the most pointed criticisms. Coercive joining at
age 12 predicts antisocial violence at age 21 (Dishion et al., 2019).

This cascade is not inevitable; adults need to connect with 12-year-olds
instead of blaming their friends. Young adolescents who have healthy
relationships with their parents are less likely to use drugs or to be
convicted of violent crimes later on (Dishion et al., 2019).

Teachers are crucial as well: If young adolescents are mildly disruptive
(e.g., they don’t follow directions), they are not necessarily headed for
trouble. However, if their teachers are sarcastic, demeaning, and rigid,
teenagers are more likely to select other troubled students as friends and
become more defiant themselves (Shin & Ryan, 2017).

To further understand the impact of peers, two concepts are helpful:
selection and facilitation. Teenagers select friends with similar values and
interests, abandoning former friends with other interests. Then, friends
facilitate destructive or constructive behaviors.

It is easier to do wrong (“Let’s all skip school on Friday”) or right (“Let’s
study together for the chem exam”) with friends. Peer facilitation helps
adolescents do things they are unlikely to do alone. This provides an
important clue for adults who want to halt destructive patterns in
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adolescents. Grouping troubled adolescents together might make all of
them worse, not better (Lochman et al., 2015).

Thus, adolescents select and facilitate, choose and are chosen. Happy,
energetic, and successful teens have close friends who themselves are high
achievers, with no major emotional problems.

The opposite also holds: Those who are drug users, sexually active, and
alienated from school choose compatible friends. In general, peers provide
opportunity, companionship, and encouragement for what young
adolescents already might do.

Research on teenage alcohol abuse finds that selection precedes peer
pressure (Osgood et al., 2013). Similarly, with early sexual activity,
selection was the crucial peer influence on behavior (van de Bongardt et
al., 2015).

Selection and facilitation are evident lifelong, but the balance between the
two shifts. Early adolescence is a time of selection; facilitation is more
evident in later adolescence. In emerging adulthood, after age 18 or so,
selection becomes important again, as young adults abandon some high
school friends and establish new ones (Samek et al., 2016).

Romantic Partners
Selection is obvious in romance. Adolescents choose and are chosen by
romantic partners, and then they influence each other on almost everything
— sex, music, work, play, education, food, and so on. Even small things
matter: If one gets a new jacket, or tattoo, or sunglasses, the other might
too.
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VIDEO: Romantic Relationships in Adolescence explores teens’ attitudes and
assumptions about romance and sexuality.

Teens’ first romances typically occur in high school, with girls having a
steady partner more often than boys. Exclusive commitment is the ideal,
but the fluidity and rapidity of the selection process mitigate against
permanency.

Cheating, flirting, switching, and disloyalty are rife. Breakups are
common, as are unreciprocated crushes. Emotions range from exhilaration
to despair, leading to impulsive sex, cruel revenge, and deep depression.

Peer support is vital: Friends help adolescents cope with ups and downs.
They also make sexual intercourse either more likely or less likely. Their
peers’ actual experience is not as influential as the perception of their
peers’ activity. Thus, friends influence each other by talking about what
they are doing: The one who brags is more influential than the one who
stays quiet.

Consequently, although young teens are especially vulnerable to sexual
abuse, teen romances are not necessarily harmful. Chapter 14 discusses
many potential problems with early sexual experience, and Chapter 15
explains harm in sexting. But most online connections between romantic
partners are benign — more bonding than destructive, more voluntary than
coerced (Englander, 2015; Burén & Lunde, 2018).
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Hang Loose?     Are these two dating couples or a group of friends at the basketball court? Notice who
has the ball and who does not want to show her face.

Further, most peer relationships are asexual. Most teenagers have platonic
friends of all genders (Kreager et al., 2016), and they have romances that
do not include intercourse. For specifics of romance, peer norms vary
from group to group, school to school, city to city, nation to nation. For
instance, twice as many high school students in Cleveland as in San
Francisco say they have had intercourse (46 percent versus 22 percent)
(MMWR, June 15, 2018).

Same-Sex Romances
Some adolescents are attracted to peers of the same sex. Sexual
orientation refers to the direction of a person’s erotic desires. One
meaning of orient is “to turn toward”; thus, sexual orientation refers to
whether a person is attracted to (turned on by) people of the other sex, the
same sex, or both sexes. Sexual orientation can be strong, weak, overt,
secret, or unconscious.
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sexual orientation
A term that refers to whether a person is sexually and romantically attracted to others of
the same sex, the opposite sex, or both sexes.

Obviously, culture and cohort are powerful (Bailey et al., 2016) (see
Figure 16.2). Some cultures accept youth who are gay, lesbian, bisexual,
or transgender (the census in India gives people three choices: male,
female, or Hijra [transgender]). Other cultures criminalize LGBTQ youth
(38 of the 53 African nations), even killing them (Uganda).

FIGURE 16.2

Young and Old     Everyone knows that attitudes about same-sex relationships
are changing. Less well-known is that cohort differences are greater than the shift
over the first decade of the twenty-first century.

Data from Pew Research Center, May 14, 2019.

Description
Approximate percent in the silent generation (1928 to 1945) who favor same-
sex marriage are as follows: 2001-20 percent; 2003-17 percent; 2004-18
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percent; 2005-22 percent; 2006-20 percent; 2007-24 percent; 2008-24
percent; 2009-22 percent; 2010-30 percent; 2011-30 percent; 2012-32
percent; 2013-35 percent; 2014-35 percent; 2015-40 percent; 2016-39
percent. Approximate percent of baby boomers (1946 to 1964) who favor
same-sex marriage are as follows: 2001-31 percent; 2003-31 percent; 2004-
32 percent; 2005-36 percent; 2006-33 percent; 2007-33 percent; 2008-36
percent; 2009-31 percent; 2010-39 percent; 2011-40 percent; 2012-41
percent; 2013-41 percent; 2014-48 percent; 2015-45 percent; 2016-46
percent. Approximate percent of generation X (1965 to 1990) who favor
same-sex marriage are as follows: 2001-49 percent; 2003-40 percent; 2004-
40 percent; 2005-44 percent; 2006-42 percent; 2007-42 percent; 2008-45
percent; 2009-41 percent; 2010-49 percent; 2011-49 percent; 2012-50
percent; 2013-51 percent; 2014-52 percent; 2015-59 percent; 2016-58
percent. Approximate percent of millennials (1981 or later) who favor same-
sex marriage are as follows: 2001-No data; 2003-50 percent; 2004-45
percent; 2005-50 percent; 2006-51 percent; 2007-54 percent; 2008-55
percent; 2009-50 percent; 2010-52 percent; 2011-60 percent; 2012-62
percent; 2013-68 percent; 2014-68 percent; 2015-70 percent; 2016-70
percent.

Worldwide, many gay and lesbian teens date the other sex to hide their
orientation; this deception puts them at risk for binge drinking, suicidal
thoughts, and drug use. Those hazards are less common in cultures where
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same-sex partnerships are accepted, especially when parents affirm their
offspring’s sexuality.

At least in the United States, adolescents have similar difficulties and
strengths whether they are gay or straight. Nonsexual friendships with
peers of whatever orientation decrease loneliness and increase resilience
(Van Harmelen et al., 2017). However, LGBTQ youth have a higher risk
of depression and anxiety, for reasons from every level of
Bronfenbrenner’s ecological-systems approach (Mustanski et al., 2014).
[Life-Span Link: Ecological systems are described in Chapter 1.]

Bullying also targets sexual-minority adolescents. Interestingly, at puberty
and in high school, bullying generally decreases for heterosexual youth
but increases for LGBTQ youth (Sterzing et al., 2018).

As with gender identity, sexual orientation is surprisingly fluid during
adolescence. In one study, 10 percent of sexually active teenagers had had
same-sex partners, but many of those 10 percent nonetheless identified as
heterosexual (Pathela & Schillinger, 2010). In that study, those most at
risk of abusive relationships and sexually transmitted infections had
partners of both sexes, a correlation also found in other studies (e.g.,
Russell et al., 2014).

Check out the Data Connections activity Sexual Behaviors of U.S. High School
Students, which examines how sexually active teens really are.
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Learning About Sex
Many adolescents have strong sexual urges but minimal logic about
pregnancy, disease, lust, and love. Millions of teenagers worry that they
are oversexed, undersexed, or deviant, unaware that thousands, maybe
millions, of others have the same sexual needs. Gay, lesbian, and
transgender teenagers may be especially troubled.

In 2010, several LGBTQ youth, aged 13 to 15, killed themselves,
prompting 50,000 adults to post “It gets better” videos. They said that
sexual orientation and gender identity becomes less burdensome in
adulthood, a message that young people need to learn (Garrett, 2018).

Indeed, every young person has much to learn. As one observer wrote,
adolescents “seem to waffle their way through sexually relevant
encounters driven both by the allure of reward and the fear of negative
consequences” (Wagner, 2011, p. 193). Where do they learn it?

From the Media
Many adolescents learn about sex from the media. The Internet is a
common source, particularly regarding sexually transmitted infections
(Simon & Daneback, 2013). Unfortunately, Web sites are often frightening
(pictures of diseased organs), mesmerizing (pornography), or misleading
(offering false information).

Media consumption peaks in early adolescence. Television programs that
attract teen audiences include sexual content almost seven times per hour
(Steinberg & Monahan, 2011). That content is deceptive: Almost never
does a character develop an STI, deal with an unwanted pregnancy, or
mention (much less use) a condom.
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To Be a Woman     Here Miley Cyrus performs for thousands of fans in Brooklyn, New York. Does pop
culture make it difficult for teenagers of all genders to reconcile their own sexual impulses with the
images of their culture?

Adolescents with intense exposure to sex in music, print, social media,
film, and television are more often sexually active, but the direction of this
correlation is controversial. The media may reinforce, but not cause, a
focus on external appearance, body objectification, and thus sexual
activity (Vandenbosch & Eggermont, 2015; Dillman Carpentier &
Stevens, 2018).

From Parents
It may be that “the most important influences on adolescents’ sexual
behavior may be closer to home than to Hollywood” (Steinberg &
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Monahan, 2011, p. 575). As that quote implies, sex education begins at
home.

Every study finds that parental communication influences adolescents’
behavior. Effective programs of sex education explicitly require parental
participation (Silk & Romero, 2014). However, embarrassment and
ignorance are common among both generations.

Many parents underestimate their own child’s sexual activity while fearing
the sexuality of the child’s peers and the media (Elliott, 2012). However,
those fears do not lead to discussions about sex, love, and life. According
to a survey of young women aged 15 to 24 chosen to represent the U.S.
population, only 25 percent of adolescents remember receiving any sex
education from either parent (Vanderberg et al., 2016).

Mothers and daughters more often have detailed conversations than do
fathers and sons, but the emphasis is on avoiding pregnancy and diseases,
not on pleasure and love. Almost never does either generation share
personal details (Coffelt, 2017).

From Peers
Especially when parents are silent, forbidding, or vague, adolescent sexual
behavior is strongly influenced by peers. Boys learn about sex from other
boys (Henry et al., 2012), and girls learn from other girls, with the
strongest influence being what peers say they have done, not something
abstract (Choukas-Bradley et al., 2014).

Partners also teach each other. However, their lessons are more about
pleasure than consequences: Few U.S. adolescent couples decide together
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before they have sex how they will prevent pregnancy and disease, and
what they will do if their efforts fail.

When adolescents were asked with whom they discussed sexual issues,
friends were the most common confidants, then parents, and last of all
dating partners. Indeed, only half of the them had ever discussed specifics
of sexual expression with a partner (Widman et al., 2014).

Laugh and Learn     Emotions are as crucial as facts in sex education.

From Educators
Sex education from teachers varies dramatically by school and by nation.
The curriculum for middle schools in most European nations includes
information about masturbation, same-sex romance, oral and anal sex, and
uses and failure rates of methods of contraception. Those subjects are
rarely covered in U.S. classes, even in high school.
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Rates of teenage pregnancy in most European nations are less than half of
those in the United States. Obviously, curriculum is part of the larger
culture, and cultural differences regarding sex are vast, but sex education
in schools is part of the reason.

Within the United States, the timing and content of sex education vary by
state and by community. Some high schools provide comprehensive
education, free condoms, and medical treatment; others provide nothing.
Some school systems begin sex education in primary school; others wait
until senior year of high school.

 Especially for Sex Educators: Suppose adults in your community never
talk to their children about sex or puberty. Is that a mistake? (see response, page
426)

One controversy has been whether schools should teach that abstinence is
the only acceptable strategy. Of course, abstaining from sex (including
oral and anal sex) prevents STIs and avoids pregnancy, so some adults
favor it.

But longitudinal data comparing students who had abstinence-only
education with those who had comprehensive sex education, showed no
difference in group averages for onset of sexual activity. Indeed,
abstinence-only programs increase the rate of teen pregnancy and sexually
transmitted infections, since students in those programs do not learn about
preventive measures (Santelli et al., 2017; Fox et al., 2019).

THINK CRITICALLY: Why has sex education become a political issue?
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Legislative support for abstinence-only education is an example of the
problem described in Chapter 1: Opinions may ignore evidence (Hall et
al., 2016).

Some adults present disease facts and morals to adolescents, yet teen
behavior is driven by peer norms and emotions. Sexual behavior does not
spring from the prefrontal cortex! Consequently, effective sex education
must engage emotions and peer support (Suleiman & Brindis, 2014).

Most educators and developmentalists want sex education to begin early
and to be medically accurate (Hall et al., 2016; Lindberg et al., 2016).
Most parents, including those who are evangelical Christians, want
schools to teach children to make responsible as well as fulfilling choices
about sex (Dent & Maloney, 2017). Yet many schools do not do so.

WHAT HAVE YOU LEARNED?

1. Why do parents and adolescents often bicker?

2. How do parent–adolescent relationships change over time?

3. When is parental monitoring a sign of a healthy parent–adolescent relationship?

4. How do the influences of peers and parents differ for adolescents?

5. Why do many adults misunderstand the role of peer pressure?

6. How does culture affect sexual orientation?

7. From whom do adolescents usually learn about sex?

8. Why do some schools teach abstinence-only sex education?
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Sadness and Anger
Adolescence can be a wonderful time. Nonetheless, troubles plague

about 20 percent of youths. For instance, one specific survey of more than
10,000 13- to 17-year-olds in the United States found that 23 percent had a
psychological disorder in the past month (Kessler et al., 2012).

Most disorders are comorbid, with several problems occurring at once.
Some are temporary — not too serious and soon outgrown. Parents and
peers can help a sad or angry child regulate emotions, or they can push a
teenager toward deep despair or life in prison.

Sadness and anger may become intense, chronic, even deadly. To provide
the support that adolescents need, adults need to understand the when
normal moodiness becomes pathological.

CHAPTER APP 16

 My3 - Support Network

RELATED TOPIC:
Suicidal ideation among adolescents
IOS:
https://tinyurl.com/yyzlpmqo
ANDROID:
https://tinyurl.com/qgsd6qb

My3 — Support Network is a crisis support app for people who experience suicidal
thoughts. Users choose three trusted people from their contacts list to place on the
app (911 and the National Suicide Hotline are automatically listed). Users also create
their own safety plan, listing warning signs, coping strategies, distractions, and their
“reason to live.” A resources page links users to organizations that address specific
needs, such as suicide attempt survivors, LGBTQ youth, and more.

https://tinyurl.com/yyzlpmqo
https://tinyurl.com/qgsd6qb
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Depression
The general emotional trend from early childhood to early adolescence is
toward less confidence and higher rates of depression. Then, gradually,
self-esteem increases. A dip in self-esteem at puberty is found for children
of every ethnicity and gender (Fredricks & Eccles, 2002; Greene & Way,
2005; Kutob et al., 2010; Zeiders et al., 2013b), with notable individual
differences.

Some families expect high achievement from every adolescent, and then
teens are quick to criticize themselves and everyone else when any sign of
failure appears (Bleys et al., 2016). Perfectionism is considered to be one
cause of teenage eating disorders, and high-SES girls are particularly
vulnerable (Wade et al., 2019).

Generally, self-esteem tends to be higher in boys than in girls, higher in
African Americans than in European Americans, who themselves have
higher self-esteem than Latinx and Asian Americans. All studies find
notable variability, and these trends are not universal. The immediate
social context — in the school, the family, and the community — is
crucial.
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Sibling Rivalry?     No! This Latina 15-year-old is a role model for her 11-year-old sister, evident here
as she helps with homework.

For example, for immigrant Latinx youth with strong familism, ethnic
pride is higher than for most other groups, and many increase in self-
esteem over the years of adolescence. When compared to the high rates of
depression among European American girls, the Latina rise in self-esteem
from about age 16 is particularly notable (Zeiders et al., 2013b).

The likely reason is that family and cultural norms are protective. Latinas
with high familism become increasingly helpful at home, which makes
their parents appreciative and them proud, unlike other U.S. teenage girls.

Every subgroup is affected by current conditions, which may particularly
affect today’s Latinas. If adolescents of any gender or ethnicity have
relatives who fear deportation, those teens experience sleep disturbances,
lower school achievement, and other symptoms of depression, a major
concern of developmentalists (Gulbas et al., 2016; Suárez-Orozco, 2017).
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Major Depressive Disorder
Some adolescents sink into major depression, a deep sadness and
hopelessness that disrupts all normal, regular activities. The causes predate
adolescence, but puberty — with physical and emotional turbulence —
pushes some vulnerable children, especially girls, into despair.

major depression
Feelings of hopelessness, lethargy, and worthlessness that last two weeks or more.

The rate of serious depression more than doubles during this time to an
estimated 15 percent, affecting about 1 in 5 girls and 1 in 10 boys. This
gender difference occurs for many reasons, biological and cultural. One
study found that the short allele of the serotonin transporter promoter gene
(5-HTTLPR) increased the rate of depression among girls everywhere but
increased depression among boys only if they lived in low-SES
communities (Uddin et al., 2010).

Why does neighborhood affect boys more than girls? Perhaps hormones
depress females everywhere, but cultures protect boys unless jobs,
successful adult men, and encouragement within their community are
scarce?

Suicide
Serious, distressing thoughts about killing oneself (called suicidal
ideation) are most common at about age 15. More than one-third (41
percent) of U.S. high school girls felt so hopeless that they stopped doing
some usual activities for two weeks or more in the previous year (an
indication of depression), and nearly one-fourth (22 percent) thought
seriously about suicide. For boys the rates were 21 and 12 percent
(MMWR, June 15, 2018).
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suicidal ideation
Thinking about suicide, usually with some serious emotional and intellectual or cognitive
overtones.

Suicidal ideation can lead to parasuicide, also called attempted suicide or
failed suicide. Parasuicide includes any deliberate self-harm that could
have been lethal.

parasuicide
Any potentially lethal action against the self that does not result in death. (Also called
attempted suicide or failed suicide.)

Parasuicide is the preferred term because “failed” suicide implies that to
die is to succeed (!). “Attempt” is likewise misleading because, especially
in adolescence, the difference between attempt and completion may be
luck and treatment, not intent.

As you see in Figure 16.3, parasuicide can be divided according to
instances that require medical attention (surgery, pumped stomach, etc.)
and those that do not, but any parasuicide is a warning. Among U.S.
twelfth-graders in 2017, 9 percent of the girls and 6 percent of the boys
attempted suicide in the previous year (MMWR, June 15, 2018).

FIGURE 16.3
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Sad Thoughts     Completed suicide is rare in adolescence, but serious thoughts
about killing oneself are frequent. Depression and parasuicide are more common
in girls than in boys, but rates are high even in boys. There are three reasons to
suspect that the rates for boys are underestimates: Boys tend to be less aware of
their emotions than girls are; boys consider it unmanly to try to kill themselves
and to fail; and completed suicide is also higher in males than in females.

Data from MMWR, June 15, 2018.

Description
Approximate data for boys who seriously considered suicide, parasuicide
(attempted suicide), and parasuicide (requiring medical attention) are as
follows: Ninth grade: 10 percent, 9 percent, 1 percent; Twelfth grade: 15
percent, 11 percent, 1 percent. Approximate data for girls who seriously
considered suicide, parasuicide (attempted suicide), and parasuicide
(requiring medical attention) are as follows: Ninth grade: 23 percent, 16
percent, 4 percent; Twelfth grade: 19.5 percent, 14.5 percent, 3 percent.
Approximate data for total number of students, who seriously considered
suicide, parasuicide (attempted suicide), and parasuicide (requiring medical
attention) are as follows: Ninth- to twelfth-grades: 18 percent, 13 percent, 3
percent.
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If you or someone you know needs help, call 1-800-273-8255 for the National
Suicide Prevention Lifeline. You can also text HOME to 741-741 for free, 24-hour
support from the Crisis Text Line.

 Observation Quiz: Does thinking seriously about suicide increase or
decrease during high school? (see answer, page 426) 

Although suicidal ideation during adolescence is common, completed
suicides are not. In the United States in 2016, the rate of completed suicide
for White teenagers, aged 15 to 19 (in school or not), was about 5 per
100,000, or 0.005 percent. The rate for non-White teenagers is about half
that. The rate for adults aged 20 or older is three times the teen rate. Keep
this statistic in mind if someone claims that adolescent suicide is
“epidemic.” It is not.

Of course, even one teen suicide is a tragedy, and it is particularly
poignant when the media tells details with a photo of the fresh-faced
young person. That itself causes for teen depression. All manner of
adolescent self-harm (parasuicide, cutting, extreme dieting), and deep
sadness seem to be increasing; teen media use is a correlate (Twenge et al.,
2018).
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For example, teen suicide rates increased by almost a third after the
release of a Netflix program “Thirteen Reasons Why,” which depicted a
girl slitting her wrists (Bridge et al., 2019). A chief executive of Netflix
said, “no one has to watch it.” Whether he is naïve, cynical, or cruel is a
matter of opinion.

Because they are more emotional and egocentric than logical and
analytical, adolescents are particularly affected when they read of
someone else’s suicide. That explains cluster suicides, which are several
suicides within a group over a brief span of time.

cluster suicides
Several suicides committed by members of a group within a brief period.

Delinquency and Defiance
Like low self-esteem and suicidal ideation, bouts of anger are common in
adolescence. In fact, a moody adolescent could be both depressed and
angry: Externalizing and internalizing behavior are closely connected
during these years. This may explain suicide in jail: Teenagers jailed for
assault (externalizing) are higher suicide risks (internalizing) than adult
prisoners (Ruch et al., 2019).

Externalizing actions are obvious. Many adolescents slam doors, curse
parents, and tell friends exactly how badly other teenagers (or siblings or
teachers) have behaved. Some — particularly boys — “act out” by
breaking laws. They steal, damage property, or injure others.

Is teenage anger necessary for normal development? That is what Anna
Freud (Sigmund’s daughter, herself a prominent psychoanalyst) thought.



1353

She wrote that adolescent resistance to parental authority was “welcome
… beneficial … inevitable.” She explained:

We all know individual children who, as late as the ages of fourteen, fifteen
or sixteen, show no such outer evidence of inner unrest. They remain, as
they have been during the latency period, “good” children, wrapped up in
their family relationships, considerate sons of their mothers, submissive to
their fathers, in accord with the atmosphere, idea and ideal of their
childhood background. Convenient as this may be, it signifies a delay of
their normal development and is, as such, a sign to be taken seriously.

[A. Freud, 1958/2000, p. 37]

However, most contemporary psychologists, teachers, and parents like
well-behaved, considerate teenagers, who often become happy adults. A
30-year longitudinal study found that adults who had never been arrested
usually earned degrees, “held high-status jobs, and expressed optimism
about their own futures” (Moffitt, 2003, p. 61). Thus, teenage acting out,
while not unusual, is not essential for healthy development.

In Every Nation     Everywhere, older adolescents are most likely to protest against
government authority. Adolescents in Alabama (left) celebrate the 50-year anniversary of the
historic Selma-to-Montgomery march across the Pettus Bridge. In that historic movement,
most of those beaten and killed were under age 25. In the fall of 2014, thousands of students
in Hong Kong (right) led pro-democracy protests, which began peacefully but led, days later,
to violent confrontations, shown here as they began.
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Breaking the Law
Both the prevalence (how widespread) and the incidence (how frequent)
of criminal actions are higher during adolescence than earlier or later.
Arrest statistics in every nation reflect this fact, with 30 percent of African
American males and 22 percent of European American males being
arrested at least once before age 18 (Brame et al., 2014).

Many more broke the law but were not caught, or were caught but not
arrested. Self-reports suggest that most adolescents (male or female) are
law-breakers before age 20. One reason is that many behaviors that are
legal for adults — buying cigarettes, having intercourse, skipping school
— are illegal for adolescents.

Arrest rates are higher for youth of minority ethnic groups and boys are
three times as likely as girls to be caught, arrested, and convicted. Does
this reflect prejudice (Marotta & Voisin, 2017)? Some studies find that
female aggression typically targets family and friends. Parents hesitate to
call the police to arrest their daughters.

False Confessions
Determining accurate gender, ethnic, and income differences in actual
lawbreaking, not just in arrests, is complex. Self-reports may be biased.
For instance, research in the Netherlands found that when teenagers who
were interrogated by the police were asked later if they had any police
contact, a third said no (van Batenburg-Eddes et al., 2012).

The opposite is also likely. In the United States, about 20 percent of
confessions are false, with higher rates among teenagers. Why? Brain
immaturity makes young people ignore long-term consequences, and
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prioritize protecting family members, defending friends, and pleasing
adults — including the police (Feld, 2013; Steinberg, 2009).

One dramatic case involved 13-year-old Tyler Edmonds, who confessed to
killing his brother-in-law. He was sentenced to life in prison. He then said
that he confessed falsely to protect his 26-year-old sister, whom he
admired. His conviction was overturned — after he spent four years
behind bars (Malloy et al., 2014).

The researchers who cited Tyler’s case interviewed 194 boys, aged 14 to
17, all convicted of serious crimes. More than one-third (35 percent) said
they had confessed falsely to a crime (not necessarily the one for which
they were serving time). False confessions were more likely after two
hours of intense interrogation — the adolescents wanted it to stop; acting
on impulse, they said they were guilty (Malloy et al., 2014). And the
police believed them.
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Change Their Uniforms     Juvenile offenders wear prison orange — easy to spot should they
try to escape — as they listen to an ex-offender, Tony Allen, who grew up on the rough streets
of Chicago. When this photo was taken, he earned $5 million a year as a basketball player for
the Memphis Grizzlies. If an adolescent-limited offender is imprisoned, talks like this have
little effect unless at least two of the following four factors are also present: a supportive
family, a dedicated teacher, a strong religious community, and a circle of friends and
neighbors who encourage another path.

A Criminal Career?
Many researchers distinguish between two kinds of teenage lawbreakers
(Monahan et al., 2013; Levey et al., 2019), as first proposed by Terri
Moffitt (2001, 2003). Both types are usually arrested for the first time in
adolescence and for similar crimes, but their future diverges.

1. Most juvenile delinquents are adolescence-limited offenders, whose
criminal activity stops by age 21. They break the law with their
friends, facilitated by their chosen antisocial peers.

2. Some delinquents are life-course-persistent offenders, who become
career criminals. Their lawbreaking is more often done alone than as
part of a gang, and the cause is neurological impairment (either
inborn or caused by early experiences), evident in learning
disabilities.

adolescence-limited offender
A person whose criminal activity stops by age 21.
life-course-persistent offender
A person whose criminal activity typically begins in early adolescence and continues
throughout life; a career criminal.

During adolescence, the criminal records of both types may be similar.
However, if adolescence-limited delinquents can be protected from
various snares (quitting school, entering prison, drug addiction), they
outgrow their criminal behavior.
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Causes of Delinquency
The best way to reduce adolescent crime is to notice early behavior that
predicts lawbreaking and to change patterns before puberty. Strong and
protective social relationships, emotional regulation, and moral values
from childhood keep many teenagers from jail.

Adolescent crime in the United States and many other nations has
decreased in the past 20 years. Only half as many juveniles under age 18
are currently arrested for murder as compared to 1990. There are many
possible explanations:

fewer high school dropouts (more education means less crime);
wiser judges (more community service than prison);
better policing (arrests for misdemeanors are up, which may warn
parents);
smaller families (parents attend more to each of 2 children than each
of 12);
better contraception (unwanted children often become delinquents);
stricter drug laws (binge drinking and crack-cocaine use increase
crime);
more immigrants (who are more law-abiding); and
less lead in the blood (lead poisoning reduces brain functioning).

Nonetheless, adolescents remain more likely to break the law than adults,
perhaps because of their brains as well as because of the social context.
(See Inside the Brain.)

 INSIDE THE BRAIN

Impulses, Rewards, and Reflection
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For almost every crime, in almost every nation, the arrest rate for 15- to 17-year-olds
is twice that for those over 18 (exceptions are fraud, forgery, and embezzlement).

What is wrong with those teenagers? Perhaps the problem is in the brain, not the
environment.

The limbic system is activated by puberty while the prefrontal cortex is
“developmentally constrained,” maturing more gradually (Hartley & Somerville,
2015, p. 109). Thus, adolescents are swayed by their intuition instead of by analysis.

Many studies confirm that adolescents show “heightened activity in the striatum,
both when anticipating rewards and when receiving rewards” (Crone et al., 2016, p.
360). In choosing between a small but guaranteed reward and a large possible
reward, adolescent brains show more activity for the larger reward than the brains of
children or adults.

This means that when teenagers weigh the possible results of a particular action,
their brains make them more inclined to imagine success than to fear failure.
Whether this makes them brave and bold, or foolish and careless, is a matter of
opinion, but there is no doubt that neurological circuits tip the balance toward action.
Nor is there any doubt that the reward circuits in the brain are powerfully activated
in adolescence (Cao et al., 2019).

The joy of suddenly possessing a coveted jacket, or of joining a group of peers who
are beating up a disrespectful stranger, is immediate. Later, if reflection occurs as the
teen sits in jail, then another problem appears: According to one review,
“incarcerated juveniles are at a four times higher risk of suicide than adolescents in
general population” (Joshi & Billick, 2017, p. 141).

A related aspect of adolescent brains is that peer acclaim or rejection is deeply felt,
with activation throughout the limbic system as well as other subcortical areas. This
may help explain another aspect of adolescent crime: It often occurs in groups,
whereas most adult crime is a loner’s game.

Thus, neurological sensitivity may explain why teens readily follow impulses that
promise social approval from friends and shun experiences that might bring
rejection. In experiments in which adults and adolescents, alone or with peers, play
video games in which taking risks might lead to crashes or gaining points,
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adolescents are much more likely than adults are to risk crashing, especially when
they are with peers.

When they are with their mothers, not their peers, teenagers are cautious in such
simulations. However, as the connection between two brain regions (the anterior
insula and the ventral striatum) increases in adolescence, risk taking when the
mother is absent increases, especially if the family relationship is not supportive
(Guassi Moreira & Telzer, 2018).

There are other notable differences in brain activity (specifically in the ventral
striatum) between adolescents and adults. When with other adults, adult brains signal
more caution (inhibition) than when alone — opposite to the adolescent brain with
peers (Albert et al., 2013) (see Figure 16.4).

FIGURE 16.4

Losing Is Winning     In this game, risk taking led to more crashes and fewer points.
As you see, adolescents were strongly influenced by the presence of peers — so much
so that they lost points that they would have kept if they had played alone. In fact,
sometimes they laughed when they crashed instead of bemoaning their loss. Note the
contrast with emerging adults, who were more likely to take risks when alone.

Data from Albert et al., 2013.

Description
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The horizontal axis for both graphs has three sets of 2 bars, labeled adolescents, young
adults, and adults. For the first graph, the vertical axis is labeled risky decisions (percent)
and ranges from 40 to 70 percent, with intervals every 5 points. The data are as
follows:Adolescents: Alone (46 percent), With peers (59 percent)Young adults: Alone
(50 percent), With peers (48 percent)Adults: Alone (46 percent), With peers (50
percent)The vertical axis on the second graph is labeled Number of crashes, and ranges
from 0 to 7. The data are as follows:Adolescents: Alone (3.8), With peers (5.7)Young
adults: Alone (4.2), With peers (4.0)Adults: Alone (4.0), With peers (3.4)

This peer influence is apparent in both sexes but is stronger in boys — particularly
when they are with other boys (de Boer et al., 2017). This may explain why
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adolescent boys use drugs, get arrested, and die accidentally twice as often as girls.

Teenage drivers like to fill (or overfill) cars with teen passengers who will admire
them for speeding, for passing trucks on blind curves, for racing through railroad
crossings when the warning lights are flashing, and so on. Fatal accidents are much
more likely if the driver and the passengers are adolescents.

The accident rate in adolescence is aided by a third brain change in adolescence.
Compared to children, there is a substantial increase in myelination between the
emotional and action parts of the brain. This increase in white matter means rapid
responses. As a result, adolescents act before slower-thinking adults can stop them
(Hartley & Somerville, 2015).

Thus, don’t blame teen crashes, juvenile delinquency, or drug use on inexperience;
blame it on the brain. Some states now prohibit teen drivers from transporting other
teenagers, reducing deaths and banning one source of adolescent excitement. States
that allow marijuana always prohibit it before age 18. Some judges hesitate to give
life sentences to adolescents.

Teens advocate for some laws, such as those that protect the environment; they do
not advocate for laws that restrict drug use, driver’s licenses, or gun purchases based
on age. Now that you understand the teenage brain, perhaps you will.

WHAT HAVE YOU LEARNED?

1. What is the difference between adolescent sadness and clinical depression?

2. Why do many adults think adolescent suicide is more common than it is?

3. Why are there gender differences in adolescent depression and arrest?

4. Why are cluster suicides more common in adolescence than in later life?

5. What are the similarities between life-course-persistent and adolescence-limited
offenders?
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Drug Use and Abuse

A Man Now     This boy in Tibet is proud to be a smoker — in many Asian nations,
smoking is considered manly.

Most teenagers try psychoactive drugs, that is, drugs that activate the
brain. Brain changes in the reward system lead directly to increases in
drug abuse, such as binge drinking (Morales et al., 2018). Hormonal
surges, the brain’s reward centers, and cognitive immaturity make
adolescents particularly attracted to the sensations produced by
psychoactive drugs. But their immature bodies and brains make drug use
especially toxic to the brain.

Moreover, every psychoactive drug excites the limbic system and
interferes with the prefrontal cortex. Because of these neurological
reactions, drug users are more emotional (varying from euphoria to terror,
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from paranoia to rage) than they would otherwise be. They are less
reflective. The rate of every hazard — including car crashes, unsafe sex,
and suicide — is higher when teens use psychoactive drugs.

Age Trends
Adolescence is a sensitive time for experimentation with psychoactive
drugs. Use increases from about ages 10 to 25 and then decreases when
adult responsibilities and experiences make drugs less attractive.

Alcohol and cigarettes use before age 15 are especially worrisome,
because early use escalates. That makes depression, sexual abuse,
bullying, and later addiction more likely.

One drug follows another pattern — inhalants (fumes from aerosol
containers, glue, cleaning fluid, etc.). Sadly, the youngest adolescents are
most likely to try inhalants, because inhalants are easy to get (hardware
stores, drug stores, and supermarkets stock them). Cognitive immaturity
means that few pubescent children understand the risks — brain damage
and even death (Nguyen et al., 2016).

Cohort differences are evident for every drug, even from one year to the
next. Legalization of marijuana, stores selling electronic cigarettes in
many flavors, hundreds of deaths from opioids — these are three
examples of changes in the psychoactive drug scene over the past few
years.

Adolescent drug use in the United States has declined since 1976 (see
Figure 16.5) with one major exception: vaping. Perception of risk, not
availability, reduces use, since most high school students have always said
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that they could easily get alcohol, cigarettes, and marijuana if they wanted
to (Miech et al., 2016).

FIGURE 16.5

Rise and Fall     By asking the same questions year after year, the Monitoring the
Future study shows notable historical effects. It is encouraging that something in
society, not in the adolescent, makes drug use increase and decrease and that the
most recent data show a continued decline in the drug most commonly abused —
alcohol.

Data from Miech et al., 2019.

*Includes use of amphetamines, sedatives (barbiturates), narcotics other than heroin, or
tranquilizers — without a doctor’s prescription.

Description
Approximate data from the graph are as follows: The data is given in the
following format: Year - Consumption rate. Alcohol: 1976-87 percent; 1981-
88 percent; 1986-86 percent; 1991-79 percent; 1996-71 percent; 2001-72
percent; 2006-69 percent; 2011-62 percent; 2016-58 percent; 2018 -54
percent. Marijuana: 1976-45 percent; 1981-46 percent; 1986-40 percent;
1991-25 percent; 1996-37 percent; 2001-38 percent; 2006-30 percent; 2011-



1365

38 percent; 2016-37 percent; 2018-37 percent. Illicit drugs other than
marijuana: 1976-28 percent; 1981-33 percent; 1986-28 percent; 1991-18
percent; 1996-20 percent; 2001-21 percent; 2006-20 percent; 2011-19
percent; 2016-18 percent; 2018- 12 percent. Amphetamines: 1976-18 percent;
1981-27 percent; 1986-14 percent; 1991-10 percent; 1996-10 percent; 2001-
10 percent; 2006-9 percent; 2011-9 percent; 2016-8 percent; 2018- 7 percent.
Cocaine: 1976-7 percent; 1981-11 percent; 1986-11 percent; 1991-3 percent;
1996-5 percent; 2001-5 percent; 2006-6 percent; 2011-4 percent; 2016-2
percent; 2018- 1 percent. Vicodin: 1976-No data; 1981-No data; 1986-no
data; 1991-No data; 1996-No data; 2001-No data; 2006-10 percent; 2011-9
percent; 2016-3 percent; 2018- 1 percent. OxyContin: 1976-No data; 1981-
No data; 1986-No data; 1991-No data; 1996-No data; 2001-No data; 2006-5
percent; 2011-6 percent; 2016-4 percent; 2018- 1 percent.Ritalin: 1976-No
data; 1981-No data; 1986-no data; 1991-No data; 1996-No data; 2001-5
percent; 2006-5 percent; 2011-2 percent; 2016-1 percent; 2018- 1
percent.Any prescription drug: 1976-No data; 1981-No data; 1986-No data;
1991-No data; 1996-No data; 2001- No data; 2006-18 percent; 2011-17
percent; 2016-19 percent; 2018- 10 percent.

Availability is notable for e-cigarettes. Although most states prohibit
adolescent purchase, teens can buy them from at least 116 Internet vendors
with no problem (Nikitin et al., 2016). Vaping is common among
teenagers. Should adults worry about that? (See Opposing Perspectives.)

OPPOSING PERSPECTIVES

E-Cigarettes: Path to Addiction or Health?
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Electronic cigarettes (called e-cigs) are less damaging to the lungs than conventional
cigarettes, because they deliver the drugs by vapor. Smokers with asthma heart
disease, or lung cancer benefit from vaping if it reduces their smoking of
combustible cigarettes (Veldheer et al., 2019).

E-cigs are not harmless. They deliver fewer harmful chemicals than combustible
cigarettes (Goniewicz et al., 2017), but one by-product is benzene, a known
carcinogen (Pankow et al., 2017). Most e-cigs also contain nicotine, sometimes said
to be more addictive than heroin.

Developmentalists fear that e-cigarettes make smoking more acceptable. E-cigs are
illegal for people under age 18 (in some states, under 21), but they are marketed in
kid-friendly flavors, they can be placed for a fee in Hollywood films, and they are
permitted in public places where cigarettes are banned.

Teenagers who try e-cigs are likely to smoke tobacco later (Miech et al., 2017b). Is
that because e-cigs open a door or because those adolescents would be smokers no
matter what? The American Pediatric Association warns that e-cigs will harm the
next generation of children and adolescents (Jenssen & Walley, 2019). Maybe so;
maybe not.

The opposing perspective come from one company (JUUL), that designed a sleek e-
cig gadget that looks like a USB drive, and advertised on Twitter, Instagram, and
YouTube. Sales approach a billion dollars per year. They argue that good business
practices and clever advertising has made them successful without harming the
youth (Huang et al., 2019).

They say that their products are healthier than cigarettes, that people should make
their own choices, and that the fear of adolescent vaping is exaggerated — part of
the irrational fear that everything teenagers do is trouble.

Teenagers themselves, by the millions, use e-cigarettes, with use skyrocketing (see
Figure 16.6). Adults with chronic diseases, especially former smokers with chronic
obstructive pulmonary disease (COPD), often use e-cigarettes (Kruse et al., 2017).
Addiction counselors report that e-cigs reduce smoking (Rohsenow et al., 2018).
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FIGURE 16.6

Getting Better     The fact that more than one in five high school students (that’s 3
million people) used tobacco — even though purchase of any kind is illegal — in the
past month is troubling. This means that more that 3 million students are at risk for
addiction and poor health. The surprise (not shown) is that all of these rates are lower
than a year earlier. Is that because laws are stricter or teenagers are getting wiser?

Data from MMWR, June 15, 2018; Wang et al., June 8, 2018.

Description
Approximate data from the graph for high school students using tobacco are as
follows:Overall: E-cigarettes-13.5 percent; Regular cigarettes-9 percent; Any tobacco-23
percent. White, non–Hispanic: E-cigarettes-15.5 percent; Regular cigarettes-11 percent;
Any tobacco-23 percent. Black, non-Hispanic: E-cigarettes-8.5 percent; Regular
cigarettes-4.5; Any tobacco-15 Hispanic: E-cigarettes-11; Regular cigarettes-7; Any
tobacco-16Approximate data from the graph for middle school students using tobacco
are as follows: Overall: E-cigarettes-3.5 percent; Regular cigarettes-2.5 percent; Any
tobacco-5.5 percent. White, non–Hispanic: E-cigarettes-3.5 percent; Regular cigarettes-
2.5 percent; Any tobacco-5.0 percent. Black, non-Hispanic: E-cigarettes-3 percent;
Regular cigarettes-3 percent; Any tobacco-5 percent. Hispanic: E-cigarettes-4 percent;
Regular cigarettes-3.5 percent; Any tobacco-7 percent.
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Yet most public health doctors advise against them, and pediatricians worry that fetal
and infant lungs suffer if the mother uses e-cigs (Carlsen et al., 2018). With rats,
vaping decreases birthweight, which increases risks for early death and brain damage
(Orzabal et al., 2019).

The evidence says caution, but as seen many times in adolescence, caution is scarce
during the teen years. The opposing perspectives are apparent: Which perspective is
yours?

Harm from Drugs
Drug use before maturity is particularly likely to harm growth and risk
addiction. However, few adolescents know when they or their friends
move past use (experimenting) to abuse (experiencing harm).
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Each drug is harmful in a particular way. Tobacco impairs digestion and
nutrition, slowing down growth. Since internal organs mature after the
height spurt, smoking teenagers who appear to be full-grown may damage
their developing hearts, lungs, brains, and reproductive systems.

 Especially for Parents Who Drink Socially: You have heard that parents
should allow their children to drink at home to teach them to drink responsibly
and not get drunk elsewhere. Is that wise? (see response, page 426)

Alcohol is the most frequently abused drug in North America. Heavy
drinking impairs memory and self-control by damaging the hippocampus
and the prefrontal cortex, perhaps distorting the reward circuits of the
brain lifelong (Guerri & Pascual, 2010).

Ironically, many antidrug parents condone adolescent drinking. For
instance, a careful longitudinal study in Australia found that parents who
provided alcohol to their teenagers thought they were teaching responsible
drinking, but instead they were increasing binge drinking and substance
use disorder six years later (Mattick et al., 2018).

Marijuana seems harmless to many people (especially teenagers), partly
because users are more relaxed than aggressive. Yet adolescents who
regularly smoke marijuana are more likely to drop out of school, become
teenage parents, be depressed, and later be unemployed — although that
evidence comes from years when marijuana was illegal.

In the next few years, we will learn more. Canada legalized marijuana for
adults in the summer of 2018. Canadian health researchers hope that, once
the brain is mature, benefits outweigh risks (Lake & Kerr, 2017).
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Marijuana is illegal in Canada for those under 18, although some doctors
wish 21 were the cutoff (Rankin, 2017).

Any age restriction encourages younger adolescents to covet drugs used
by older youth, which creates a major problem. This was evident when
New Zealand lowered the age for legal purchase of alcohol from 20 to 18.
Hospital admissions for intoxication, car crashes, and injuries from assault
increased, not only for 18- to 19-year-olds but also for 16- to 17-year-olds
(Kypri et al., 2006, 2014).

Preventing Drug Abuse: What Works?

THINK CRITICALLY: Might the fear of adolescent drug use be foolish, if
most adolescents use drugs whether or not they are forbidden?

Remember that most adolescents think they are exceptions, sometimes
feeling invincible, sometimes fearing social disapproval, but almost never
realistic about potential addiction. Instead, some get a thrill from breaking
the law, and some use stimulants to improve cognition or other drugs to
relieve stress. They do not see that over time stress and depression
increase, and achievement decreases (McCabe et al., 2017; Bagot, 2017).

With harmful drugs, as with many other aspects of life, people of each
generation prefer to learn things for themselves. A common phenomenon
is generational forgetting, that each new cohort forgets what the previous
cohort learned.

generational forgetting
The idea that each new generation forgets what the previous generation learned. As used
here, the term refers to knowledge about the harm drugs can do.
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Mistrust of the older generation along with a loyalty to one’s peers leads
not only to generational forgetting but also to a backlash. When adults
forbid something, that is a reason to try it, especially if adults exaggerate
the dangers. If a friend passes out from drug use, adolescents may be slow
to get medical help — a dangerous hesitancy.

Telling Their Story     Erika Pohl and her mother Brenda reflect on a documentary in which Erika had a
leading role — as a teenager addicted to opioids who managed to get clean. Both hope “never again.”
That is true for about half of teenage addicts; the film was created to improve those odds.

Some antidrug curricula and advertisements make drugs seem exciting.
Antismoking announcements produced by cigarette companies (such as a
clean-cut young person advising viewers to think before they smoke)
actually increase use (Strasburger et al., 2009).
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By contrast, massive ad campaigns by public health advocates in Florida
and California cut adolescent smoking almost in half, in part because the
publicity appealed to the young. Teenagers respond to graphic images. In
one example:

A young man walks up to a convenience store counter and asks for a pack of
cigarettes. He throws some money on the counter, but the cashier says
“that’s not enough.” So the young man pulls out a pair of pliers, wrenches
out one of his teeth, and hands it over…. A voiceover asks: “What’s a pack
of smokes cost? Your teeth.”

[Krisberg, 2014]

Parental example and social changes also make a difference. Throughout
the United States, higher prices, targeted warnings, and better law
enforcement have led to a marked decline in smoking among younger
adolescents. Looking internationally, laws have an effect.

In Canada, cigarette advertising is outlawed, and cigarette packs have
lurid pictures of diseased lungs, rotting teeth, and so on; fewer Canadian
15- to 19-year-olds smoke. What effect Canada’s legalization of marijuana
will have on teenagers is not yet known.

In the past three chapters, we have seen that the universal biological
processes do not lead to universal psychosocial problems. Biology does
not change, but context matters. Rates of teenage births and abortions are
declining sharply (Chapter 14), more students are graduating from high
school (Chapter 15), and fewer teens drink or smoke (this chapter). Yet
each of these chapters shows that much more needs to be done.
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As explained at the beginning of these three chapters, adolescence starts
with puberty; that much is universal. But what happens next depends on
parents, peers, schools, communities, and cultures. In other words, the
future of adolescents depends, in part, on you.

WHAT HAVE YOU LEARNED?

1. Why are psychoactive drugs particularly attractive in adolescence?

2. Why are psychoactive drugs particularly destructive in adolescence?

3. What specific harm occurs with tobacco products?

4. How has adolescent drug use changed in the past decade?

5. What methods to reduce adolescent drug use are successful?
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Chapter 16 Review

SUMMARY

Identity

1. Adolescence is a time for self-discovery. According to Erikson,
adolescents seek their own identity, sorting through the traditions
and values of their families and cultures.

2. Many young adolescents foreclose on their options without
exploring possibilities, and many experience role confusion.
Identity achievement takes longer for contemporary adolescents
than it did a half-century ago when Erikson first described it.

3. Identity achievement occurs in many domains, including religion,
politics, vocation, and gender. Each of these domains remains
important over the life span, but timing, contexts, and often
terminology have changed since Erikson and Marcia first described
them. Achieving vocational and gender identity is particularly
difficult.

Close Relationships

4. Parents continue to influence their growing children, despite
bickering over minor issues. Ideally, communication and warmth
remain high, while parental control decreases and adolescents
develop autonomy.

5. There are cultural differences in the timing of conflicts and in the
benefits of parental monitoring. Too much parental control is
harmful, as is neglect. Respect for adolescents is crucial.

6. Peers and peer pressure can be beneficial or harmful, depending on
who the peers are. Adolescents select their friends, who then
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facilitate constructive and/or destructive behavior. Peer approval is
particularly potent during adolescence.

7. Adolescents experience diverse sexual needs and may be involved
in short-term or long-term romances, depending in part on their
peer group. Contemporary teenagers are less likely to have
intercourse than was true a decade ago.

8. Some youths are sexually attracted to people of the same sex.
Social acceptance of same-sex relationships is increasing, but in
some communities and nations, gay, lesbian, bisexual, and
transgender youth are bullied, rejected, or worse.

9. Many adolescents learn about sex from peers and the media —
sources that are not comprehensive. Ideally, parents are the best
teachers on topics about sex, but many are silent or naive.

10. Some nations provide comprehensive sex education beginning in
the early grades, and most U.S. parents want schools to teach
adolescents about sex. Abstinence-only education is not effective at
slowing down the age of sexual activity, and it may increase STIs.

Sadness and Anger

11. Almost all young adolescents become more self-conscious and
self-critical than they were as children. A few become chronically
sad and depressed.

12. Many adolescents (especially girls) think about suicide, and some
attempt it. Few adolescents actually kill themselves; most who do
so are boys.

13. At least in Western societies, almost all adolescents become more
independent and angry as part of growing up, although most still
respect their parents. Breaking the law and bursts of anger are
common; boys are more likely to be arrested for violent offenses
than are girls.
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14. Adolescence-limited delinquents should be prevented from hurting
themselves or others; life-course-persistent offenders may become
career criminals. Early intervention — before the first arrest — is
crucial to prevent serious delinquency.

Drug Use and Abuse

15. Most adolescents experiment with drugs, which may temporarily
reduce stress and increase peer connections but soon add to stress
and social problems. Almost every adolescent tries alcohol, and
many use e-cigarettes and marijuana. Both are technically illegal
for those under 18 but are readily available to teenagers.

16. All psychoactive drugs are particularly harmful in adolescence, as
they affect the developing brain and threaten the already shaky
impulse control. Prevention and moderation of adolescent drug use
and abuse are possible. Price, perception, and parents have an
effect.

KEY TERMS

identity versus role confusion
identity achievement
role confusion
foreclosure
moratorium
gender identity
parental monitoring
familism
peer pressure
deviancy training
sexual orientation
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major depression
suicidal ideation
parasuicide
cluster suicides
adolescence-limited offender
life-course-persistent offender
generational forgetting

APPLICATIONS

1. Locate a news article about a teenager who committed suicide. Were
there warning signs that were ignored? Does the report inadvertently
encourage cluster suicides?

2. Research suggests that most adolescents have broken the law but that
few have been arrested or incarcerated. Ask 10 of your fellow students
whether they broke the law when they were under 18 and, if so, how
often, in what ways, and with what consequences. (Assure them of
confidentiality; remind them that drug use, breaking curfew, and
skipping school were illegal.) Do you see any evidence of gender or
ethnic differences? What additional research needs to be done?

3. Cultures vary in expectations for drug use. Interview three people from
different backgrounds (not necessarily from different nations; each
SES, generation, or religion has different standards) about their
culture’s drug use, including reasons for what is allowed and when.
(Legal drugs should be included in your study.)

Especially For ANSWERS

Response for Parents of a Teenager (from p. 411): Remember:
Communicate, do not control. Let your child talk about the meaning of the
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hairstyle. Remind yourself that a hairstyle in itself is harmless. Don’t say,
“What will people think?” or “Are you on drugs?” or anything that might
give your child a reason to stop communicating.

Response for Sex Educators (from p. 415): Yes, but forgive them. Ideally,
parents should talk to their children about sex, presenting honest information
and listening to children’s concerns. However, many parents find it very
difficult to do so because they feel embarrassed and ignorant. You might
schedule separate sessions for adults over 30, for emerging adults, and for
adolescents.

Response for Parents Who Drink Socially (from p. 422): No. Alcohol is
particularly harmful for young brains. It is best to drink only when your
children are not around. Children who are encouraged to drink with their
parents are more likely to drink when no adults are present. It is true that
adolescents are rebellious, and they may drink even if you forbid it. But if
you allow alcohol, they might rebel with other drugs.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 410): The girls are only observers,
keeping a respectful distance. The boys compete in a game that tests agility
and reaction time.

Answer to Observation Quiz (from p. 417): Both. It increases for boys but
decreases for girls.

CAREER ALERT

The Teacher
Many people who study human development hope to become teachers, for good
reason. Teachers can make a huge impact on a child’s life. Every adult probably
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remembers a teacher or two whose interest and insight still affects them.

The need is great, and the demand huge. According to the U.S. Bureau of Labor
Statistics’ Occupational Outlook Handbook, in 2016 there were 1,500,000
elementary school teachers and 1,008,000 secondary school teachers. But every
year, more than 100,000 teachers leave the profession — some retire, some quit,
some die. They need to be replaced.

Depending on the local school district, an aspiring teacher can qualify with a
bachelor’s degree in almost any field. Courses in education can be taken while
teaching. Better would be a master’s degree in education, ideally with on-the-job
training with excellent teachers.

Many specialties within the teaching profession are chronically understaffed. In
the United States, those trained to teach math, science, a non-English language, or
children with special needs will be hired — as long as they are willing to live
outside their home community.

Those interested in teaching probably already know that the salary is not that
great, but the benefits are adequate, and teaching children can be immensely
satisfying as well as challenging. Further, teachers have more vacation days than
most professions, and the workday may seem short since most school days end by
3 P.M.

However, good teachers spend as much time preparing and planning as they do in
direct teaching. Further, the work is exhausting, physically and emotionally.
Teachers become painfully aware that some students have serious problems that
teaching cannot solve: abusive or neglectful parents, learning differences, severe
poverty, chronic depression.

The greatest openings in the profession are in areas that require special training.
Novices may hope to teach high school English or to teach third grade in an
affluent suburb. But such jobs are taken by teachers who have seniority; they are
unlikely to be filled by new recruits.

Instead, aspiring teachers are most likely to be hired in areas of greatest need:
math teachers in cities, teachers who specialize in autism, bilingual teachers,
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speech teachers who can relate with children and parents of many backgrounds,
middle school science teachers.

Some of my students want to be teachers. I encourage them, warning that this
profession is more difficult that it may seem. As one leading educator wrote:
“teaching is not rocket science — it is much harder than that” (Sahlberg, 2015, p.
133).

VISUALIZING DEVELOPMENT

Adolescent Bullying
Bullying is defined as repeated attempts to hurt someone else, physically or
socially. It can take many forms. For younger children, it was often physical —
hitting, shoving, fighting. That is less common among adolescents, who can hurt
each other with words or exclusion. Among teenagers, not being invited to a
party can be hurtful and is common — as teenagers develop dominance
hierarchies and need peer support. The best protection is to have one or more
close friends, and adults who encourage whatever talents the child has.



1381

Description
The introductory text reads, Bullying is defined as repeated attempts to hurt someone
else, physically or socially. It can take many forms. For younger children, it was
often physical–hitting, shoving, fighting. That is less common among adolescents,
who can hurt each other with words or exclusion. Among teenagers, not being invited
to a party can be hurtful and is common–as teenagers develop dominance hierarchies
and need peer support. The best protection is to have one or more close friends, and
adults who encourage whatever talents the child has.

A subheading reads, the nature of school bullying followed by a text that reads,
When bullying takes place at school, about two-thirds of it occurs in hallways,
schoolyards, bathrooms, cafeterias, or buses. A full one-third occurs in classrooms,
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while teachers are present. An estimated 30 percent of school bullying goes
unreported.

Another subheading reads, features of school anti bullying programs followed by a
list that reads, Increased supervision of students, A school climate that encourages
friendship, Teachers who promote empathy, School-wide implementation of anti
bullying policies, Cooperation among school staff, parents, and professionals across
disciplines, Identification of risk factors for bullying.

An illustration depicts a circle with three parts. The first part depicts an arrow that
leads to staggered lines in the second part and to a sign in the third part that reads
Bully and which is struck across with a line. Success varies, with some programs
having no effect. But overall, a good program can reduce bullying by 25percent or
more.

An illustration shows a cartoon of a person’s head and values in percent
corresponding to different types of bullying. The data are as follows,

Threatened by peers and classmates, 27 percent; Ridiculed or called names, 44
percent; Slandered by lies and rumors, 36 percent; Pushed and shoved, 32 percent;
Left out or ignored, 29 percent; Threatened or injured by a weapon, 7 percent;
Received sexual comments or gestures, 24 percent.

A bar chart follows with a text that reads, The number of people who say they were
bullied as teens is increasing. The data in the chart is as follows, Over age 50, 39
percent say they were bullied; Under age 50, 54 percent say they were bullied.

An inset below the bar chart is titled Cyberbullying. An introductory text reads,
Cyberbullying (discussed in Chapter 15) takes place via e-mail, text messages, Web
sites and apps, instant messaging, chat rooms, or posted videos or photos. About 60
percent of boys and girls have been cyberbullied, but girls are more often the targets
of online rumor spreading or nonconsensual explicit messages (Anderson, 2018).

Under the subheading, Why do teens cyberbully? is the following data,

To get back at the victim, 58 percent; For entertainment, 28 percent; to embarrass the
victim, 21 percent; they want to be mean, 14 percent; to show off for friends, 11
percent.

Under the subheading, Social media and Cyberbullying, is the following data.

Victims who report incidents to their social network, 37 percent;



1383

Part VI Emerging Adulthood

CHAPTER 17
CHAPTER 18
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CHAPTER 19
For most of human history, three roles signified adulthood: employee,
spouse, and parent. In the nineteenth century, many women in the United
States had their first baby by age 20 and married a year or so before that.
Their husbands were usually young men who started working full time
several years earlier, to prove that they could support a wife.

Those adult roles were more important than higher education. In 1940,
less than one-fourth of all U.S. residents completed high school, and only
about 4 percent (mostly rich, White men) graduated from college (U.S.
Department of Commerce, 1975). Part-time employment (paper boy,
babysitter) was common; dating was expected; high school graduation
was an achievement.

In the last part of the twentieth century, several demographic revolutions
changed life for everyone. No longer do 18- to 25-year-olds rush toward
adult roles. Instead, they linger between adolescence and adulthood,
gaining education and experience, not careers, spouses, and children.

The next trio of chapters describes this time between childhood and
adulthood, between growing up and being “a grown-up,” as children call
adults. During emerging adulthood, learning and exploring continue. We
now describe what people do as they hover on the edge of adulthood. 
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Chapter 17 Emerging Adulthood: Biosocial
Development
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✦ Biological Universals
A New Stage
Body Systems
A VIEW FROM SCIENCE: Universal or WEIRD?
Health and Sickness
Capacity for Recovery
Examples of Load and Balancing
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Appearance
✦ Sexual Activity

Births
Universal Sex Drives
Opposing Perspectives: Premarital Sex

✦ Taking Risks
Who Are the Risk Takers?
Benefits of Risk Taking
A CASE TO STUDY: A Hero for Millions

✦ VISUALIZING DEVELOPMENT: Highlights in the Journey to
Adulthood

What Will You Know?

1. Why are emerging adults quite healthy, even though they may avoid
doctors?

2. What has changed in the sexual activity of emerging adults?
3. Why do people risk their lives unnecessarily?

I thought I was an emerging-adult pioneer, yet I still followed many
traditional norms.

As a young woman, filled with energy and hope to change society, I was
happy to earn college degrees (transferring, as many emerging adults do)
and then to be hired to teach in a public middle school.

I did not like that the school was all boys, or that the 14 seventh-grade
home rooms were tracked (mine, 7-14, was the lowest one). But I paid
rent on my own city apartment, a fourth-floor walkup, and had a boyfriend
and a job. I was grateful that times were changing: A few decades earlier,
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no woman would have been allowed to teach in junior high and no parent
would have allowed a daughter to live alone.

My problem was limited experience. I was surprised that some of my
students could not read, that some were bullied because their clothes were
torn, and that some were afraid of me. When I walked up to remonstrate
one miscreant, he cringed and covered his face with his arm, expecting to
be hit.

I set about to learn what I needed to know, by tutoring a nonreader after
school, by asking my parents to donate a clothes voucher to the bullied
boy, by visiting the homes of many of my students to meet their parents
(surprised to see me, but very hospitable). It did not occur to me that I was
not only filled with energy but also taking a risk, riding on rickety
elevators in public housing in the evening to arrive at a student’s home
unannounced.

I was married that February, a wedding scheduled to coincide with a
school holiday (President’s Day). Soon I became pregnant, and, since the
Board of Education did not allow visibly pregnant teachers, I left when
that year was over and entered a Ph.D. program.

As I recollect it now, I see that my energy, strength, marriage, and
pregnancy were all traditional for young adults. There were glimmers of a
new stage, but emerging adulthood had not yet come full force.

I took risks, and I sought more education and independence than my
foremothers had, but I imagine that current young people will consider my
version of those emerging-adult characteristics quite tame.
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Biological Universals
Certain biosocial characteristics have always been present in young

adults. Bodies are ready for hard work and reproduction, and young
adults welcome physical challenges that older adults would fear.
Biologically, the years from ages 18 to 25 have always been prime
time for high energy, hard physical work, and safe reproduction.

What a Body Can Do     Here at age 27, Tobin Heath leaps to celebrate her goal at the
soccer World Cup Final in Vancouver, her most recent of seven years of star
performances. All young adults can have moments when their bodies and minds
crescendo to new heights.

A New Stage
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However, the fact that young adults can carry rocks, plow fields, or
produce babies is no longer admired. If a contemporary young couple
left high school to marry, build a home, till a field, and produce babies
year after year, neighbors would be appalled, not approving.

Societies, families, and young adults expect more education, later
marriage, and fewer births than the norm a few decades ago. The term
emerging adulthood was coined by Jeffrey Arnett. He was a college
professor in Missouri who listened to his own students and concluded
that they were neither adolescents nor adults.

emerging adulthood
The period of life between the ages of 18 and 25. Emerging adulthood is now widely
thought of as a distinct developmental stage.

As a good researcher, he also queried young adults elsewhere in the
United States, he read published research about “youth” or “late
adolescence,” and he thought about his own life. Arnett decided that a
new stage, requiring a new label, had appeared, and he proposed “a
new conception of development for the period from the late teens
through the twenties, with a focus on ages 18–25” (Arnett, 2000, p.
469). Many others agreed.

Thousands of scientists now study emerging adults. But some remain
skeptical. Research is ongoing. Between 2015 and 2019, more than
40,000 scholarly articles regarding emerging adulthood have been
published. The validity of this stage is the topic of A View from
Science on page 433, with some suggesting that it applies only to
WEIRD adults.
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WEIRD
An acronym that refers to people from Western, Educated, Industrialized, Rich
Democracies, in other words, to North American college students, not necessarily the
rest of humanity.

A VIEW FROM SCIENCE

Universal or WEIRD?
Some ask whether emerging adulthood is evident only for youth who can afford
to postpone work and family commitments (Munson et al., 2013). It might
describe some North American college students, but not humans overall.

Critics note that conclusions based on American college students may apply
only to those who are WEIRD — from Western, Educated, Industrialized, and
Rich Democracies (Henrich et al., 2010). Most of the world’s people never
attend college, are poor (even low-SES Americans are rich by global
measures), and live in nations without regular, fair elections. WEIRD people
are not typical of the world’s nearly 8 billion people.

The Canadian professor who developed the acronym WEIRD wrote, “many
psychologists … tend to think of cross-cultural research as a nuisance,
necessary only to confirm the universality of their findings (which are usually
based on WEIRD undergraduates)” (Henrich, 2015, p. 86).

This possibility is particularly provocative for scholars of human development.
As you remember from Chapter 1, developmentalists seek to be multicultural
and multicontextual.

Many are troubled that, as one leading researcher expressed it, “the WEIRD
group represents maximally 5% of the world’s population, but probably more
than 90% of the researchers and scientists producing the knowledge that is
represented in our textbooks work with participants from that particular
context” (Keller, quoted in Armstrong, 2018).
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Perhaps WEIRD young adults are unlike most others. Might “emerging
adulthood” — when young adults become autonomous and independent,
postponing marriage, parenthood, and work commitments, forging a future
untethered by parents — be a WEIRD anomaly?

That is a question worth asking. Many scientists seek to answer it. The
evidence suggests that this stage indeed describes many contemporary young
adults, Western or not. As expected, developmental variations are found, but
the overall trends seem apparent among youth of all national and ethnic
backgrounds (Murray & Arnett, 2019; Boisvert & Poulin, 2017).

One example comes from a study that found a personality shift between
adolescence and adulthood among youth in 62 nations (Bleidorn et al., 2013).
That study found age variations. Emerging adulthood ended when full-time
employment began, sometimes at age 20 or earlier (Pakistan, Malaysia, and
Zimbabwe) and sometimes past age 25 (the Netherlands, Canada, and the
United States).

Further confirmation that emerging adulthood is appearing in every nation, not
just the WEIRD ones, comes from statistics on age of marriage. A century ago,
most women married in their teens. That is now unusual in all but the very
poorest nations.

Data on childbearing, college attendance, and career commitment show similar
worldwide trends. This leads most scholars to believe that although emerging
adulthood was first recognized in Missouri, it is now evident worldwide.

Body Systems
As has been true for thousands of years, every body system —
digestive, respiratory, circulatory, musculoskeletal, and sexual-
reproductive — functions optimally in emerging adulthood. The rapid
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and sometimes unsettling changes of adolescence are over: Emerging
adults are at their peak of fertility and strength.

To be specific, maximum height is usually reached by age 16 for girls
and age 18 for boys, with final touches in size and shape evident in
emerging adulthood. A few late-maturing boys gain another inch or
two by age 21.

By age 22, women have developed adult breasts and hips, and men
have reached full shoulder width and upper-arm strength. During
emerging adulthood, muscles grow, bones strengthen, and shape
changes, with males gaining more arm muscle and females more fat
(Whitbourne & Whitbourne, 2014).

Maximum strength soon follows, dependent on exercise. When people
are actively training, emerging adults are at peak performance in most
sports, especially when power, not endurance, is the measure (Allen &
Hopkins, 2015). For everyone, muscles that are regularly used are
quite strong. People aged 18 to 25 are best able to race up a flight of
stairs, to lift a heavy load, or to grip an object with maximum force.
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See the Sweat     This is “hot yoga,” a 90-minute class in London with 26 positions and
2 breathing exercises, in 105°F (40.5°C) heat. Homeostasis allows young adults to
stretch their muscles more easily in an overly heated room.

 Observation Quiz: Who is unlikely to choose hot yoga? (see answer,
page 506) 
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Even with exercise, strength gradually decreases after emerging
adulthood, with some muscles weakening more quickly than others.
Back and leg muscles shrink faster than the arm muscles, for instance.

Few adults notice such differences, but sports fans do, and athletes are
aware of how their own bodies function with age.

For instance, baseball players over age 30 still hit home runs but no
longer try to steal bases; swimmers age faster than golfers; basketball
players improve in aim — especially at a distance — but are less
likely to step instantly to grab the ball as it falls from the hoop.

Health and Sickness
In a large U.S. survey, 96 percent of 18- to 24-year-olds rated their
health as good, very good, or excellent. Only 3.9 percent rated it fair
or poor, a significant improvement over the past two decades, and
better than older adults (National Center for Health Statistics, 2018).
Very few emerging adults report any limitations on their activities due
to chronic health conditions (see Table 17.1).

TABLE 17.1 U.S. Deaths from the Top Two Causes
(Heart Disease and Cancer)

Age Group Annual Rate per 100,000

15–24 6

25–34 16
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35–44 60

45–54 176

55–64 470

65–74 961

75–84 2,119

85+ 5,494

Data from National Center for Health Statistics, 2018.

Nonetheless, some emerging adults already have signs of poor health.
A study of biological aging found that some people age three times
faster than others, with about half of the difference between fast and
slow aging evident by age 26 (Belsky et al., 2015). As a result, by the
mid-30s, some people have bodies like those in their 20s and some
like those in their 40s.

If getting an annual medical checkup were the way to stay healthy,
then most emerging adults would be sick: They avoid doctors.

The average 18- to 25-year-old in the United States sees a health
professional once a year, and that includes those who are pregnant or
injured. In 2016, about one in every four emerging adults never saw a
health professional, either in an office or a hospital (National Center
for Health Statistics, 2017). This compares with about eight medical
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visits per year for the typical adult over age 65 (who are less often
injured and never pregnant).

Similarly, although the Centers for Disease Control and Prevention
recommends the flu shot each year for everyone over 6 months of age,
less than one-third of those aged 18 to 45 comply (National Center for
Health Statistics, 2017). Their reasons? It’s not guaranteed, and it
takes time (ignoring the time saved by not getting the flu).

CHAPTER APP 17

 First Aid: American Red Cross

IOS:
https://tinyurl.com/yxvza9r6
ANDROID:
https://tinyurl.com/7p8x9jq
RELATED TOPIC:
Physical health in emerging adulthood

The official American Red Cross First Aid app offers quick access to expert
advice for everyday emergencies. With videos, interactive quizzes, safety tips,
and simple step-by-step instructions — including Spanishlanguage translation
— users are guided through everyday first aid scenarios. 9-1-1 can be dialed in
one click.

Capacity for Recovery
As you read, about half of the difference between fast and slow aging
is already evident by age 26, but many people are unaware that their
bodies are aging. To appreciate the long trajectory of emerging adult

https://tinyurl.com/yxvza9r6
https://tinyurl.com/7p8x9jq
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health, we need to understand organ reserve, homeostasis, and
allostatic load.

Organ Reserve
Organ reserve is the extra power that each organ can employ when
needed. This reserve capacity shrinks each year of adulthood so that
by old age, a strain — shoveling snow, catching the flu, minor surgery
— can overwhelm the body.

organ reserve
The capacity of organs to allow the body to cope with stress, via extra, unused
functioning ability.

In emerging adulthood, organ reserve allows speedy recovery. A 20-
year-old can stay awake all night, or take drugs that disrupt body
function, and still get up the next day, seemingly unharmed. The
reason is that organ reserve has been activated, and the body has
recovered.

It is not only the reserve capacity of the organs themselves but also the
cells’ metabolic reserve — the “functional resilience of a biochemical
network” (Atamna et al., 2018) — that protects all of the organs.

Organ reserve is thought to be crucial when emerging adults undergo
surgery or radiation for serious health problems, such as cancer (Ahles
et al., 2012). Typically, because of organ reserve, emerging-adult
bodies and brains recover much more quickly from various stresses
than is true for older adults.
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Homeostasis
Closely related to organ reserve is homeostasis — a balance between
various body reactions that keeps every physical function in sync with
every other. For example, if the air temperature rises, people sweat,
move slowly, and thirst for cold drinks — three aspects of body
functioning that cool them. Homeostasis is rapid in early adulthood,
partly because of organ reserve.

homeostasis
The adjustment of all of the body’s systems to keep physiological functions in a state
of equilibrium. As the body ages, it takes longer for these homeostatic adjustments to
occur, so it becomes harder for older bodies to adapt to stress.

The next time you read about a rash of heat-wave deaths (e.g.,
California and Arizona in 2017, Québec in 2018), note the age of the
victims. As aging makes homeostasis slow down, the body dissipates
heat less efficiently. The demands may temporarily overwhelm the
heart, kidneys, or other organs, causing death before recovery occurs.
Even middle-aged adults are less protected from temperature changes
— or any other stress on the body — than emerging adults (Larose et
al., 2013).

Heat-wave deaths seem to be increasing in recent years, in part
because of climate change, in part because more people are living in
cities (which radiate the heat), and in part because more people live to
be very old, when homeostasis does not work as well to cool down the
body (Guo et al., 2017). Young bodies, fortunately, survive
temperature changes much better.
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Of course, at every age, external efforts to aid homeostasis may be
needed. For example, a study of heat stroke during a long race found
that if runners who collapsed with high body temperature were
immersed immediately in ice water, recovery occurred before organ
failure (Demartini et al., 2015).

Allostasis
Also related to organ reserve is allostasis, a dynamic body adjustment
that gradually changes overall physiology. The main difference
between homeostasis and allostasis is time: Homeostasis requires an
immediate response from body systems, whereas allostasis refers to
long-term adjustment. Both draw on organ reserve.

allostasis
A dynamic body adjustment, related to homeostasis, that affects overall physiology
over time. The main difference is that homeostasis requires an immediate response,
whereas allostasis requires adjustment in the longer term.

Allostasis depends on the biological circumstances of every earlier
time of life, beginning at conception. The process continues, with
early-adulthood conditions affecting later life, evident in a measure
called allostatic load. Although organ reserve usually protects
emerging adults, the effects of lack of sleep, drug use, inactivity,
unhealthy eating, and so on accumulate. Some organ reserve is
depleted to maintain health, gradually adding to allostatic load.

allostatic load
The stresses of basic body systems that burden overall functioning, such as
hypertension.
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Examples of Load and Balancing
Every habit in emerging adulthood affects later health. An
accumulation of poor habits can cause metabolic syndrome, a
collection of factors that, together, make illness more likely.

A Good Night’s Sleep
Consider sleep. One night’s poor sleep makes a person tired the next
day — that is homeostasis, the body’s way to maintain equilibrium.
But if poor sleep quality is typical every day, then appetite, mood, and
activity adjust (more, down, less) to achieve homeostasis, while
allostatic load rises and organ reserve declines (see Figure 17.1).

FIGURE 17.1
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Don’t Set the Alarm?     Every emerging adult sometimes sleeps too little and is tired
the next day — that is homeostasis. But years of poor sleep habits reduce years of life
— a bad bargain. That is allostatic load.

Description
The illustration shows that Insufficient Sleep increases (upward pointing
arrow) appetite, weight, depression, accidents and decreases (downward
pointing arrow) energy, alertness, health, life expectancy.
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By mid- and late adulthood, years of inadequate sleep impair overall
health (McEwen & Karatsoreos, 2015; Carroll et al., 2014). Sleep is
directly biological, but the quality of sleep is affected by many social
and psychological factors. For example, some researchers find that
emerging adults who experience ethnic or racial discrimination get
poorer quality sleep, and that affects their health (Hope et al., 2015).

Other research finds that emerging adults are particularly likely to
engage in habits that impair their sleep. One such habit is drug use,
especially alcohol, and another is bedtime media use (computer
games, smartphones). Those correlate with anxiety, depression, and
insomnia (Brunborg et al., 2011).

Exercise
A second example is physical activity, which protects against serious
illness lifelong, even if a person smokes and overeats. Exercise
reduces blood pressure, strengthens the heart and lungs, and makes
depression, osteoporosis, diabetes, arthritis, dementia (now called
major neurocognitive disorder), and some cancers less likely. Health
benefits are substantial for men and women, old and young, former
sports stars and those who never joined an athletic team.

By contrast, sitting for long hours correlates with almost every
chronic illness. Every movement — gardening, light housework,
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walking up the stairs or to the bus — helps. Walking briskly for 30
minutes a day, five days a week, is good; more intense exercise
(swimming, jogging, bicycling, and the like) is better; and adding
muscle-strengthening exercise is best.

After a few minutes of exertion, the heart beats faster and breathing
becomes heavier — these are homeostatic responses. Because of
organ reserve, such temporary stresses on the body in early adulthood
are no problem.

If a young adult develops a regular exercise habit, over time,
homeostasis adjusts and allows the person to exercise longer and
harder. That decreases allostatic load by reducing the health risks that
otherwise increase, as evident in blood analysis and body fat.
Metabolic syndrome does not appear in middle age for those who
developed healthy patterns decades earlier.

One longitudinal study, CARDIA (Coronary Artery Risk
Development in Adulthood) began with thousands of healthy 18- to
30-year-olds. They were queried about their exercise habits. Their
strength, endurance, and many blood and body fat markers were
measured.

Many (3,154) were reexamined decades later. Compared to the most
fit, those who were the least fit at the first assessment (more than 400
of them) were four times more likely to have diabetes and high blood
pressure in middle age. The repeated demands of homeostasis had
affected organ reserve and allostatic load.
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To be specific, problems for the least fit CARDIA participants began
but were unnoticed (except in blood work) when they were emerging
adults. Organ reserve allowed them to function quite well for the
moment. Nonetheless, allostatic load increased (Camhi et al., 2013).
By age 65, a disproportionate number had died.

Regarding most emerging adults, there is good news. They are quite
active, getting aerobic exercise by climbing stairs, jogging to the
store, joining intramural college and company athletic teams, playing
at local parks, biking, hiking, swimming, and so on. In the United
States, emerging adults walk more and drive less than older adults.

Not only are emerging adults the most active age group, they have
improved over the past decades. Fully 62 percent met the standard for
aerobic exercise and 33 percent met the standard for muscle-
strengthening in 2016. Indeed, 31 percent meet both standards,
compared to only 18 percent of middle-aged adults (National Center
for Health and Human Services, 2017) (see Table 17.2).

TABLE 17.2

The United States standards for exercise, first issued in 2008 and
updated in 2016, are:
1. Aerobic exercise, several days a week, with the weekly total

150 minutes of moderate exercise (brisk walking, swimming,
bicycling slowly) or 75 minutes of intense exercise (jogging,
racing, bicycling fast), at least 10 minutes at a time.

2. Muscle-strengthening, including all of the major muscle
groups (legs, hips, back, abdomen, chest, shoulders, and arms)
at least twice a week. Resistance training and the like should
reach the level that another set would be almost impossible.
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In general, more activity is better, with 300 or even 450 minutes (not
150) a weekly goal. The upper limit, when no more health benefits
occur, is not known, and anything is better than zero. (It is possible to
overuse one particular set of muscles, especially when neglecting
another set.)

For everyone, movement should be part of daily life, walking or
biking (not driving), climbing stairs (not taking elevators), stretching
while making the bed, squatting and standing while gardening, and the
like. Labor-saving devices may also be disability-promoting devices!

The U.S. Office of Disease Prevention and Health Promotion’s 2016
restatement of activity goals gives an example of an emerging adult, a
college student named Anita.

Anita plays league basketball (vigorous-intensity activity) 4 days each
week for 90 minutes each day. She wants to reduce her risk of injury
from doing too much of one kind of activity (this is called an overuse
injury). Anita starts out by cutting back her basketball playing to 3 days
each week. She begins to bicycle to and from campus (30 minutes each
way) instead of driving her car. She also joins a yoga class that meets
twice each week. Eventually, Anita is bicycling 3 days each week to
and from campus in addition to playing basketball. Her yoga class helps
her to build and maintain strength and flexibility.

What is interesting about this case is that Anita did not realize at first
that her intense basketball for 360 minutes a week was not enough. At
the end of her readjustment, Anita has 450 minutes of aerobic exercise
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and is using all of the muscle groups in yoga. She finally is a shining
example of a healthy person.

Past generations quit exercising when marriage, parenthood, and
career became more demanding. Young adults today, aware of this
tendency, can choose friends and communities that support, rather
than preclude, staying active. Two factors encourage activity:

1. Friendship. People exercise more if their friends do so, too.
Social networks typically shrink with age, and with leaving
college. For that reason, emerging adults need to maintain, or
begin, friendships that include movement, especially when they
leave college. They might meet a friend for a jog instead of a beer
or play tennis instead of going to a movie.

2. Communities. Some neighborhoods have walking and biking
paths, safe fields and parks, and subsidized pools and gyms. Most
colleges provide these amenities, which increases the exercise of
students.

When emerging adults seek their first independent living place, they
need to look for more than low rent and a working kitchen. They need
to seek a neighborhood with trees and sidewalks, where they will walk
often.

Health experts cite extensive research showing that community
design, safety, and neighbor friendliness promotes walking and
biking, reducing obesity, hypertension, and depression (Nehme et al.,
2016; Yu & Lippert, 2016). Most students probably think they are
active enough, walking to class and so on. But like Anita, using all of
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the muscle groups in a variety of activities is best, and here many
people fall short.

Fastest Increase     Obesity rates are rising faster in China than in any other nation as
new American restaurants open every day. McDonald’s and Starbucks each have about
5,000 outlets in China, with students particularly likely customers.

Eating the Right Amount
Diet is the third example of finding a healthy balance that will sustain
life. How much a person eats on a given day is affected by dozens of
physiological and psychological factors. An empty stomach triggers
hormones, stomach pains, low blood sugar, and so on, all signaling
that it is time to eat.
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If an empty stomach is occasional, the cascade of homeostatic
reactions makes a person suddenly realize at 6 P.M. that they haven’t
eaten since breakfast. Dinner becomes a priority; the body signals that
food is needed. Again, the social context, such as what food is
available and whether other people are also eating, affects
consumption.

An example of the importance of context is that many college students
find that living away from home increases weight. The idea that
weight gain is large and inevitable (the “freshman fifteen”) is false,
but it is true that many college students change eating habits and gain
some weight (de Vos et al., 2015; Fedewa et al., 2014).

Whether this is beneficial or not depends on weight before college
began. For body weight, there is a homeostatic set point, or settling
point, that makes people eat when hungry and stop eating when full.
Further, many mechanisms of the body work to keep people well
nourished (Augustine et al., 2018).

set point
A particular body weight that an individual’s homeostatic processes strive to
maintain.

Scientists are impressed with the many physiological measures that
keep mammals at a healthy weight: Blood chemistry, hormones,
stomach grumbling, mental alertness, and circadian rhythm are all part
of this homeostatic system.
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Extreme dieting or overeating may alter the set point: Eating disorders
such as anorexia, bulimia, and obesity sometimes worsen in early
adulthood, although more often the odd eating habits of adolescents
become more rational. [Life-Span Link: Eating disorders are
discussed in detail in Chapter 14; specifics of weight loss are
discussed in Chapter 20.]

The body mass index (BMI) — the ratio between weight and height
(see Table 17.3) — is used to determine whether a person is below, at,
or above normal weight. A BMI below 18 is a symptom of anorexia,
between 20 and 25 indicates a normal weight, above 25 is considered
overweight, and 30 or more is called obese.

body mass index (BMI)
The ratio of a person’s weight in kilograms divided by height in meters squared.

TABLE 17.3

BMI Weight Status

Below 18.5 Underweight

18.5–24.9 Normal or healthy weight

25.0–29.9 Overweight

30.0 and above Obese

Calculate BMI by dividing weight in pounds (lb.) by height in inches (in.)
squared and multiplying by a conversion factor of 703.
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Example: Weight = 150 lb., Height = 5 ft, 5 in. (65 in.)

Calculation: [150 ÷ (65) ] × 703 = 24.96

About half of all emerging U.S. adults are within the normal BMI
range, as are less than one-third of adults aged 25 to 65. Fortunately,
once emerging adults become independent, they can change childhood
eating patterns. Some do. As a generation, U.S. young adults consume
more water, organic foods, and nonmeat diets than do older adults,
becoming more fit than their parents were at the same age.

Not all is well, however. Emerging adults are also most likely to drink
sugar-sweetened soda, juice, and energy drinks. Men, especially those
who are emerging adults and who live in the southern states, have the
highest rates of soda consumption (Kumar et al., 2014). A habit of
drinking water is likely to protect health lifelong.

Particular nutritional hazards await young adults who are immigrants
or children of immigrants now in the United States. Many seek to
prove that they are good citizens and as American as anyone whose
ancestors immigrated a hundred years ago. One way they do this is to
“eat American,” avoiding curry, hot peppers, or wasabi — each of
which has been discovered to have health benefits. Instead they tend
to choose fast foods, which are high in fat, sugar, and salt.

Probably for that reason, although older immigrants overall are
healthier than the American average, their young-adult offspring have

2
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significantly higher rates of obesity and diabetes than their elders,
particularly if their origin is in Africa or South Asia (Oza-Frank &
Narayan, 2010).

No matter what their ancestry, today’s emerging adults are heavier
than past cohorts. As they age, they gain weight — about a pound a
year, according to the CARDIA study. Specifics of diet matter:
CARDIA found that fast foods, high-fat diets, and diet soda each had
independent effects, with the cumulative allostatic load affecting
every indication of poor health (Duffey et al., 2012).

Over the years, allostasis is evident. If a person over- or undereats day
after day, the body adjusts: Appetite increases or decreases
accordingly. But that repeated homeostasis eventually increases
allostatic load, as measured by body fat, factors in the blood,
hypertension, and so on.

A heavy allostatic load makes a person vulnerable to diabetes, heart
disease, stroke, and more — all the result of physiological adjustment
(allostasis) to daily overeating (Sterling, 2012). At the opposite
extreme, allostasis allows people with anorexia to feel energetic, not
hungry, but the burden on their body eventually kills them.

Most young people learn to eat well, but some do not, making
“emerging adulthood … a critical risk period in the development and
prevention of disordered eating” (Goldschmidt et al., 2016, p. 480).
The deadly consequences come later.
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The natural, homeostatic drive to eat enough and not too much can
also be short-circuited by manufactured food. Chips and cookies are
developed, packaged, and advertised to disrupt the normal appetite:
That’s why it is hard to eat just one potato chip and why people binge
on high-fat ice cream, not broccoli.

Emerging adults enjoy socializing: They typically have more friends
and acquaintances at this age than later in life. That has many benefits,
of course, but a healthy diet is not one of them. If you think of the
food offered at the most recent party you attended, you can understand
why.

Long-Term Effects on the Body
Measures of health are usually biological, but a developmental
perspective urges us to think about awareness and attitudes as well as
physiological indicators. This is particularly important in emerging
adulthood, because patterns are set in early adulthood that affect
health later on.

For example, young CARDIA adults were rarely obese, but if they
sometimes felt their eating was out of control and had dieted, they
were — 25 years later — more often obese (Yoon et al., 2018). A
young person who thinks their sports activities keep them in top shape
may need to rethink their overall exercise strategy, as evident for
Anita.

The importance of the psyche to physical health suggests an
explanation for long-term effects of childhood poverty, racial
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discrimination, and maltreatment. Those problems affect all functions
of the body, impairing health in middle age even if the childhood
problems stopped decades ago (Duncan, 2018; Widom et al., 2015a).
Some of this is directly biological, but much is psychological. Sleep,
for instance, is influenced by anxiety and depression as much as
specifics of light and sound.

Appearance
Partly because of their overall health, strength, and activity, most
emerging adults look vital and attractive. The oily hair, pimpled faces,
and awkward limbs of adolescence are gone, and the wrinkles and hair
loss of middle adulthood have not yet appeared.

Body shape is often ideal; the gradual accumulation of unwanted fat
comes over the later decades, and, as already mentioned, many young
adults exercise regularly. As you remember, self-esteem falls in
adolescence, especially for pubescent girls concerned about their
weight, but then “individuals stop becoming more dissatisfied with
their bodies as they enter emerging adulthood” (Nelson et al., 2018).

The organ that protects people from the elements, the skin, becomes
clear and taut (Whitbourne & Whitbourne, 2014). The attractiveness
of young skin is one reason that newly prominent fashion models,
popular singers, and film stars tend to be in their early 20s, looking
fresh and glamorous.
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Fix the Face     It may surprise older men and women of every age that this young man
in Germany is not alone in his skincare regimen. Most young men in every developed
nation care about their appearance, and many use facial cleansers, creams, and serums if
they think it helps.

Most emerging adults value appearance more than older adults do, and
this perceived importance may be problematic. Many spend time and
money, and endure pain, to improve their looks. A study of college
students (average age 19.5) who viewed a reality show depicting
plastic surgery found that most students — male and female, of many
ethnicities — rated the show positively.

Comments included: “I was amazed at how quickly and easily they
turned her into a gorgeous young lady” and “It seemed like the story
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of an ugly duckling turning into a swan” (Markey & Markey, 2012, p.
212). Students who noted the shallowness of superficial appearance,
the cost, or the pain were a decided minority.

Emerging adults spend more money on clothes, shoes, cosmetics, skin
and hair care products, and so on than adults of any other age. They
get eyebrows, teeth, and nails professionally changed. When they
exercise, their main reason is to maintain — or attain — fit, slender,
attractive bodies, unlike older adults, whose main exercise motive is
health. New students in college, no matter what their ethnicity, usually
care a great deal about looking good (Gillen & Lefkowitz, 2012).

Before criticizing this focus on looks, think about the underlying
reasons. Appearance is connected to sexual drives, and appearance
attracts sexual interest. Since society functions best if young adults
find partners, it benefits the community if young adults care about
appearance.

Furthermore, employment is a prime concern for emerging adults.
Attractiveness (in clothing, body, and face) correlates with whether or
not a person is interviewed, as well as with better jobs and higher pay.
Of course, what is attractive to one person may not be attractive to
another: Differences in the perception of attractiveness arising from
unconscious ethnic prejudice affects employment decisions (Maddox
& Perry, 2018).

The same may be true for gender expression and sexual orientation. It
is illegal to consider such differences in hiring, promoting, and so on,
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yet individuals give clues regarding such factors, and those signs (e.g.,
“Does she wear a skirt or pants?”) influence the employment process.
The genders of the interviewer, the applicant, the boss, and the
coworkers matter.

This is true internationally. Interestingly, for everyone, the perception
of unfair treatment is a more powerful force on employee satisfaction
than the actual discrimination (Triana et al., 2018).

Apart from gender, appearance itself may be pivotal. In one study,
fictitious applications were sent on Facebook to real job openings.
The résumés were identical, but some photos were attractive, some
not. Attractive applicants were called for an interview 38 percent
more often than applicants with the same qualifications but a less
attractive face (Baert, 2018).

More than for men, women’s faces and bodies affect dating and hiring
(Fikkan & Rothblum, 2012; A. Morgan et al., 2012). Gradually over
the years of adulthood, prospective mates and employers become less
interested in appearance (Sprecher et al., 2018).

It is not surprising that emerging adults try to look their best. Usually
they succeed.

WHAT HAVE YOU LEARNED?

1. How and why has emerging adulthood become a distinct stage?

2. Why is maximum physical strength usually attained in emerging
adulthood?
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3. How does organ reserve protect against heart attacks?

4. How are homeostasis and allostasis apparent in the human need for food?

5. Why are people more attractive during emerging adulthood than at other
times of life?
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Sexual Activity
As already mentioned, the sexual-reproductive system is quick and

strong during emerging adulthood: Orgasms are frequent, the sex drive is
powerful, erotic responses are joyful, fertility is optimal, miscarriage is
less common, and serious birth complications are unusual.

Births
Historically, most people married before age 20, had their first child
within two years, and often had a second and third child before age 25;
that is what their bodies did and their culture expected.

That has changed dramatically. Since 1980 in the United States, the birth
rate among emerging adults has decreased virtually every year, continuing
at least through 2018. Data are usually presented by age of the mother, but
the same trends are evident for men. For men aged 20 to 25, the annual
rate of fatherhood in 1980 was 92 per 1,000 males; in 2015 it was 52.

Not until over age 30 does the birth rate rise for either sex. Interestingly,
although still unusual, the rate of births to unmarried women over age 35
is rising. Apparently, more women are deciding against marriage but for
motherhood!

Universal Sex Drives
What has not changed for emerging adults are hormones, impulses, and
fertility potential. Fertility still peaks in late adolescence and early
adulthood. But society and emerging adults prefer births in the late 20s or
early 30s. Biology and social preferences clash, which could cause a
decade or more of sexual frustration or unwanted births.
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Same Situation, Far Apart: The Bride and Groom     Weddings everywhere involve special
gowns and apparel — notice the gloves in Bali (bottom) and the headpiece in Malaysia (top).
They also involve families. In many places, the ceremony includes the new couple promising
to care for their parents — a contrast to the U.S. custom of a father giving away his daughter
to the groom.

Medical research has found a solution: contraception. Young adults may
be sexually active, but the world’s 2015 birth rate for women aged 20 to
24 is one-third lower than it was in 1960. In the United States, it is two-
thirds lower (United Nations, 2017).

Relatively few emerging adults never want children; they just don’t want
them soon. This was dramatically evident in a study of young men who
were diagnosed with cancer (Nahata et al., 2019).

Thanks to organ reserve and modern medicine, almost all emerging adults
survive cancer treatment, but about half become infertile. These young
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men did not want to be fathers yet, but almost all wanted to preserve the
potential for fatherhood someday. Most did, via freezing some sperm.

OPPOSING PERSPECTIVES

Premarital Sex
In earlier decades, premarital sex was taboo, especially for women.

For example, in about 1960, according to a national sample of adults in the United
States, only 7 percent believed that premarital sex was acceptable for women, and
only 12 percent believed it was acceptable for men (Reiss, 1964). Rates were slightly
higher if a couple were engaged (17 and 20 percent), but always people of both
genders were more restrictive of women than men.

Cultures developed many ways to counter the sexual urges of adolescents and
emerging adults, such as diligent chaperoning and single-sex schools. If an
unmarried woman became pregnant, she and the young man were forced to marry in
a shotgun wedding, so called because the girl’s father would shoot the young man if
he refused to marry the pregnant girl.

All of this has changed. The United States in 2018 has only four all-male and 27 all-
female colleges. The shotgun wedding “is rapidly becoming a relic” of another era
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(Jayson, 2014), evidence of a cohort change. In most nations, if an unmarried
woman becomes pregnant, neither she nor the man feel compelled to marry.

The advent of effective contraception allowed a sexual revolution, welcomed by
many young adults who, unlike earlier cohorts, no longer consider premarital sex a
moral issue. For example, a survey of college students found that 85 percent agreed
that “Any kind of consensual sex is okay as long as both persons freely agree to it”
(England & Bearak, 2014, p. 1331).

When cohorts are compared, approval of premarital sex declines as age increases, an
example of a negative correlation. Sexual behavior often elicits strong opinions,
typically formed when people first experienced sexual urges (Sprecher et al., 2013).
This is true for premarital sex, extramarital sex, single parenthood, and much more.

In another specific example, support for sexual activity between adults of the same
sex declines markedly in each older cohort, and if that couple decides to marry, again
disapproval increases with every generation. For instance, most adults (71 percent)
aged 18 to 36 approve of such marriages; those over age 71 do not (41 percent)
(Masci et al., 2017).

This makes it easy to see why there are opposing perspectives on premarital sex.
People disagree as to what needs to change. Attitudes or behavior? In emerging
adults, their parents, or their grandparents?

Your own opinion is strongly influenced by your cohort: Ask your parents and their
parents. Read novels written 100 years ago. And then ask yourself if you are glad to
come of age today rather than in former times.

The Double Standard
In all of the surveys, adults condone more sexual activity among young
men than among young women. This sexual double standard was once
particularly apparent regarding premarital sex, for good reason: If
premarital sex meant premarital pregnancy, and if unmarried fathers were
less committed to their children, those children suffered. Social
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disapproval led to labels for them (“illegitimate,” “bastard”) that seem
shocking in today’s era.

The double standard was unfair to girls, especially because in a committed
relationship the man was likely to believe that he could have a sexual
relationship. But, the man was likely to think less of his future wife if she
allowed it (Sprecher et al., 2013).

Even today, many people believe that women don’t want sex as much as
men do. Young adult men are supposed to make the first move and to brag
about “scoring.” The double standard has not disappeared, but it is
changing rapidly, particularly for premarital sex (with notable national
differences) (Bordin & Sperb, 2013) (see Figure 17.2).

FIGURE 17.2

Everybody Is Doing It?     Cultural variation regarding sex before marriage,
evident in this figure, illustrates a paradox: Sex is essential for community
survival, yet attitudes about who, how, when, and why are diametrically opposite
from one place, one era, and even one person to another.

Data from Pew Research Center, April 16, 2014.
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Description
The graph plots the countries on the horizontal axis and the percent from 0 to
100 in an increment of 20 on the vertical axis. The data is as follows: Europe:
10 percent; United States: 30 percent; Asia: 68 percent; Africa: 78 percent;
Middle East: 90 percent. All data are approximate.
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In other examples that indicate the enduring double standard, much more
research has gone into contraception for women than for men. Women
tend to underreport their casual sexual activity, and men tend to overreport
(England & Bearak, 2014). And finally, women are more likely than men
to regret participating in casual sex, especially if they themselves hold the
double standard (Kaestle & Evans 2018; Wesche et al., 2018).

Sexually Transmitted Infections
The same innovations that brought sex without pregnancy have also
created problems for many emerging adults. One is that the rate of
sexually transmitted infections (STIs) is rising among unmarried people in
their 20s.

Globally, improvements in transportation and the adventure seeking of
emerging adults have led to the spread of STIs. To be specific, during the
same years that contraception improved, travel became far easier and
cheaper, and this means that an STI caught in one place quickly spreads.

Most emerging adults voluntarily engage in sex, which makes them
unlikely victims of sex-trafficking, who suffer involuntarily (Russell,
2018). However, the more sexual partners a person has, the more STIs
spread.

This proliferation is particularly tragic with HIV/AIDS, which medical
researchers now believe existed occasionally and locally for a hundred
years. Its prevalence initially followed the tracks of one railroad line in
Africa, because that was the only form of transportation that a young
person might take.
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However, within the past 40 years, primarily because of air travel and the
sexual activities of young adults, HIV has become a worldwide epidemic,
with victims in every nation (Fan et al., 2014). Young adults are the prime
STI vectors (those who spread disease) as well as the most common new
victims.

Organ reserve and medical treatment almost always prevent death in
emerging adulthood, but that requires young adults to see a doctor. As you
remember, emerging adults hesitate to contact the medical establishment.
Many STIs are symptomless at first, and many people try to treat
symptoms on their own — passing the infection along.

The lack of prevention and early treatment for STIs is tragic for four
reasons:

1. Sexual infections spread when the carriers are unaware of them.
2. If a person with an STI has sex with several people, spread is rapid

and the attempt to trace back to partners may miss someone.
3. Untreated STIs increase infertility, disease, and death later in life,

including for diseases that may seem unrelated, such as cancer and
tuberculosis.

4. STIs infect people who never imagined that they would be harmed.
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Ashamed to Use a Condom?     This public health effort attempts to remove the
stigma, in order to reduce STIs and unwanted babies.

 Observation Quiz: Where is this? (see answer, page 506) 

The best-known example comes from South Africa, where customs have
resulted in millions of wives, sexually faithful to their husbands, with
STIs. Because of inadequate care, and the man’s unwillingness to
acknowledge his own infection, women transmitted HIV to their
newborns, causing another generation of deaths (United Nations, 2004).

Indeed, many aspects of culture in South Africa combined to make that
nation the world leader in the rate of HIV/AIDS cases, with young married
women especially vulnerable. In recent years, treatment has increased, and
the rate of new infections has slowed. An estimated 8 million South
Africans carry the virus, including more than one-fourth of all pregnant
women (Barron et al., 2013).
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HIV is a tragic example, but new problems have appeared. Congenital
syphilis, which results in a newborn with lifelong disabilities and
sometimes an early death, has increased every year in the United States
since 2012.

In 2017, the U.S. rate of congenital syphilis was double the rate in 2014
(Centers for Disease Control, 2018). Fortunately, this STI is still rare, but
it is completely avoidable if the mother gets early prenatal care. Thus, the
increase is an alarming indication that the most vulnerable Americans lack
health care.

 Especially for Nurses When should you suspect that a patient has an
untreated STI? (see response, page 450)

In the United States, increasing rates of STIs are especially evident among
emerging-adult men. Both poverty and pride keep them away from
medical care. This is particularly true for homeless youth, who have many
barriers that prevent good health care (Caccamo et al., 2017).

Another recent problem is human papilloma virus (HPV). Most sexually
active emerging adults are infected, but they do not know it until warts
appear on their genitals (which could be years after HPV infection) or —
in the worst cases — women are diagnosed with cervical cancer, or adults
of any gender are diagnosed with anal, oral, or other cancers.

Prevention includes inoculation at age 11 or 12, a measure that is resisted
by some parents who hope their child will have sex with only one,
uninfected, person. In other nations, notably Australia, high rates of
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vaccination for the past decade have already substantially reduced cancer
deaths (Patel et al., 2018).

Unwanted Pregnancy
The second problem with the sexual activities of young adults is unwanted
pregnancy, which leads either to abortion or to birth of an unwanted child.
Effective contraception requires planning — contrary to the idea that
passion is spontaneous.

Moreover, cost is an issue. The most effective methods of contraception
are automatic and long-acting (implants, intrauterine devices), with a
failure rate of once in a hundred years (Winner et al., 2012), but they
require anticipation of a sexual future, seeing a doctor, and an initial cost.

A study in Finland offered free, long-acting contraception. The result:
increased use in young women and fewer abortions (Gyllenberg et al.,
2018). However, to make contraception free for all emerging adults would
require a massive cultural shift among older adults, who remember when
fear of unmarried conception kept marriage rates high and single women
abstinent.

A study in the United States discovered a connection between financial
pressure and lack of contraception. For emerging adults, the link between
the two was much stronger than for women over age 30 (Lyons et al.,
2019). Apparently, more mature women, even when money is tight,
consider the long-term costs of an unwanted conception and find free
gynecological care.

WHAT HAVE YOU LEARNED?
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1. What has changed, and what has not changed, in sexual activity among young
adults?

2. Why are STIs more common currently than 50 years ago?

3. Why do nations differ in their rates of HIV?

4. Why is prevention of HPV more common in Australia than in the United
States?

5. Why is unwanted pregnancy still common in the United States?
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Taking Risks
The spread of sexual diseases is one example of a generalization first

expressed in Chapter 1: Every behavior and every age entails gains and
losses. One human behavior is taking risks.

Who and Where?     Knowing the attraction to danger of emerging-adult men makes it easy
to guess who — a 19-year-old male. But where is harder — that dangerous leap into the ocean
could be occurring in many nations. This one is taking place in the Indian Ocean in Sri Lanka.

Who Are the Risk Takers?
Some emerging adults bravely, or foolishly, take risks — a behavior that is
gender- and age-related, as well as genetic and hormonal. Those who are
genetically impulsive and male and emerging adults are most likely to be
brave and foolish.
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In one study, 10- to 30-year-olds judged “how good or bad an idea is it to
…” do various risky things (such as riding a bicycle down the stairs or
taking pills at a party) (Shulman & Cauffman, 2014). The participants had
only two seconds to make a snap judgment on a sliding scale from 0 to
100. For instance, the bicycle-riding could be rated at 70 (somewhat bad
idea) and the pills at 99 (very bad idea). There also were items that were
not risky at all (eating a sandwich).

Risky items were rated more favorably (closer to a good idea) every year
from ages 10 to 20 and then less favorably (closer to a bad idea) every
year from ages 20 to 30. More of the older respondents had done the risky
things (the average 15- to 17-year-old had done four of the items; the
average 20- to 25-year-old had done seven), but that did not affect their
judgment.

For example, whether or not a person had taken pills at a party was not
related to whether or not they thought that was very risky. Instead, the
crucial factor was maturation. Every year past age 20 increased the
likelihood that a person would consider various behaviors as risky,
whether or not they personally had done them.

Benefits of Risk Taking
Of course, sometimes taking a risk is beneficial. For instance, an emerging
adult’s willingness to take chances may lead to enrolling in college,
moving to a new place, joining a sports team, finding a new job, enlisting
in the military, or volunteering for work in a poor nation or troubled
neighborhood. Emerging adults do these more than older adults, and
societies benefit.
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Getting High     Rock climbing is one way to enjoy the thrills of emerging adulthood. The
impulse to do so is universal, illustrated with two examples here: a limestone cliff called “the
Egg” in Yangshuo, Guangxi Zhuang, China (left), and an Art of Motion festival in Santorini,
Greece (right).

 Observation Quiz: What signs of caution are evident? (see answer, page
450) 

I once taught a college course in Sing Sing Correctional Facility, a
maximum-security prison for serious criminals. More than half of my
students had sentences that ended with “life,” such as “25 years to life.”
That sentence meant that the inmate could not be paroled until serving at
least 25 years, and maybe never.

My course was social psychology, and I required my students to write
essays using their personal experiences to illustrate concepts in the course.
I was struck by how many of them had committed their crimes when they
were emerging adults. Moreover, several of them did not write about what
they had done wrong but about what they had done right.

Jimmy, for instance, had run into a burning building and rescued a child.
He was commended in the local paper. He was a risk taker: That landed
him in prison but also enabled him to save that child.
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Extreme Sports
Most young adults do not end up in prison, of course. Instead they take
risks that society accepts, such as joining the military or traveling to
unfamiliar lands. Particularly common are recreational activities that have
elements of risk and challenge.

Emerging adults climb mountains with perpendicular cliffs, surf in oceans
with 20-foot waves, run in pain, play past exhaustion, and so on. An
attraction to danger has always been characteristic of humans at this age,
causing what demographers call an accident bump in early adulthood.
Thousands of soldiers over the centuries volunteer to fight, and often died,
against foes they never knew.

New extreme sports — skydiving, bungee jumping, pond swooping,
parkour, potholing (in caves), waterfall kayaking, shark-diving, jet skiing,
and ziplining hundreds of feet above the ground — attract thousands of
emerging adults.

Many doctors try to mitigate the risks of each sport, and equipment is
designed to protect the skull or the spine in a fall (Denq & Delasobera,
2018). However, broken ankles, twisted muscles, and dislocated shoulders
are common — and many young adults with crutches proudly explain how
that injury occurred.

A CASE TO STUDY

A Hero for Millions
The fact that extreme sports are age-related is evident in Travis Pastrana, “an
extreme sports renaissance man — a pro adrenaline junkie/daredevil/speed demon
— whatever you want to call him” (Giblin, 2014). Several accidents almost killed
him.
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Pastrana won the 2006 X Games motocross competition at age 22 with a double
backflip, because, he explained, “I’ve been healthy and able to train at my fullest,
and a lot of guys have had major crashes this year” (quoted in Higgins, 2006, p. D-
7).

Four years later, Pastrana set a new record for leaping through big air in an
automobile, as he drove over the ocean from a ramp on the California shoreline to a
barge more than 250 feet out. He crashed into a barrier on the boat but emerged,
seemingly ecstatic and unhurt, to the thunderous cheers of thousands of other young
adults on the shore (Roberts, 2010).

In 2011, a broken foot and ankle made Pastrana temporarily halt extreme sports —
but soon he returned to the acclaim of his cohort, winning races rife with flips and
other hazards. In 2013, after some more serious injuries, he said he was “still a
couple of surgeries away” from racing on a motorcycle, so he turned to NASCAR
auto racing.

In 2014, at age 30 and after becoming a husband and a father (twice), he quit
NASCAR. He said his most hazardous race days are over, which is similar to many
emerging adults who with marriage and maturity become less likely to engage in risk
taking.

However, in July 2018, at age 34, Pastrana executed three more stunning jumps on
his motorcycle: one 143 feet over 52 crushed cars, one 192 feet over 16 Greyhound
buses, and the final one 149 feet so high in the air that he was higher than the
fountains outside Caesars Palace, a famous Las Vegas hotel.

Those three jumps had been executed in 1967 by Evel Knieval, a man who made a
career of daredevil stunts. He was a hero to Pastrana.

Does that suggest that Pastrana is still an emerging adult, years past the time when
he should have been an adult? Not quite. His deference to Evel may be evidence that
he respects the past, a trait more typical of adults than emerging adults.
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A Role Model, But…     Travis Pastrana came out of retirement to follow his idol, Evel
Knievel, who also wore white attempting the same three jumps. Three major
differences: a better helmet, a better motorcycle, and success.

Popular college sports entail physical risks. Football not only injures the
body (star players often are on the disabled list) but also the brain, with
lifelong effects. Concussions increase the risk of severe brain damage and
disease (Vos et al., 2018). College football players were compared with
matched athletes who were stars of track and field. Brains of the former
were significantly impaired (Adler et al., 2018).

THINK CRITICALLY: In 40 of the 50 U.S. states, the highest salary for a
public employee is not paid to the governor or the college president but to the
football coach. Is that how it should be?

Why, then, would any college promote that sport? Because emerging
adults want it. Large stadiums, tailgate parties, cheerleaders, mascots,
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homecoming weekends, and so on are integral to college life on many
campuses.

Apparently, college students enjoy taking risks, and they enjoy watching
others take risks. Think of who watches which television programs, who
admires daredevils like Evel Knievel or Travis Pastrana, and who takes a
pill that someone else gave them.

Dangerous Risks

THINK CRITICALLY: Why are college students more likely to abuse drugs
than emerging adults who are not in college?

As you see, risk taking is often destructive. Although their bodies are
strong and their reactions quick, emerging adults nonetheless have more
serious accidents than do people of any other age (see Figure 17.3). The
low rate of disease between ages 18 and 25 is counterbalanced by a high
rate of violent death.
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FIGURE 17.3

Safe at Age 70?     Two reasons for the major age differences: more risk taking
(young) and impaired balance (old).

Data from National Center for Health Statistics, 2016.

Description
On the horizontal axis are five sets of data arranged by ages (15-24, 25-44,
45-64, 65-74, and 75+). The vertical axis shows number of emergency room
visits per 100 people, with values ranging from 0 to 18 at 2 point intervals.
Data are presented for males and females, as follows:15-24: Males (17),
Females (15.5)25-44: Males (15.5), Females (12.8)45-64: Males (12.5),
Females (10)65-74: Males (8), Females (9.2)75+: Males (14), Females (16.2)
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Risks that are more common in emerging adulthood than any other time
include unprotected sex with a new partner, driving without a seat belt,
carrying a loaded gun, abusing drugs, and addictive gambling — all done
partly for a rush of adrenaline (Cosgrave, 2010). In the United States, the
peak age for serious crime is 19; for unintended pregnancy, 18 to 19; for
automobile driver death, 21 (Shulman & Cauffman, 2014).

In 2016 in the United States, of the 20- to 24-year-olds who died, fewer
than 4 percent were victims of cancer, although that was the leading
disease cause. For the other deaths, risk taking was almost always
implicated.

To be specific, of the 21,763 U.S. deaths in 2016 of 20- to 24-year-olds,
accidents killed 45 percent, suicide 17 percent, and homicide 15 percent
(Heron, 2018). Males were three times more likely to die than females, but
emerging-adult females also die of these causes far more often than at any
other age. Rates of all of these rise in late adolescence and peak in the
early 20s (Heron, 2018).

Fatal accidents, homicide, and suicide result in more deaths in emerging
adulthood than all other causes combined. This is true even in nations with
high rates of infectious diseases and malnutrition. The contrast between
sudden violent deaths and slower disease deaths is most stark in nations
with good medical care.
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In the United States, 77 percent of all emerging-adult deaths are from
those three violent causes. Disease deaths are low because research
continues to find cures for cancer, sepsis, heart disease, and so on — but
research on guns, poisons, and depression lags behind. Is that because
older adults accept those deaths but not the ones that become more
common in middle age and late adulthood?

Drug Abuse
By definition, drug abuse occurs whenever a drug (legal or illegal,
prescribed or not) is used in a harmful way, damaging a person’s physical,
cognitive, or psychosocial well-being. The interaction between age and
drug abuse illustrates the nature of emerging adults, who seem attracted
rather than repulsed by the potential for harm and arrest in buying,
carrying, and using a forbidden drug.

drug abuse
A condition of harmful drug dependence in which the absence of the given drug in the
individual’s system produces a drive — physiological, psychological, or both — to ingest
more of the drug.

Illegal drug use peaks at about age 20 and declines sharply with age (see
Figure 17.4). Addiction to legal drugs (no arrest imminent) has a much
slower quit rate, probably because thrill is not part of the addiction.
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FIGURE 17.4

Too Old for That     As you can see, emerging adults are the biggest substance abusers, but
illegal drug use drops much faster than does cigarette use or binge drinking.

Data from SAMHSA, 2018.

Description
The horizontal axis lists different age clusters, as follows: 12-17, 18-25, 26-
34, 35-44, 45-54, 55-64, and 65+. The vertical axis lists percent with data
from 0 to 40 percent at 5 point intervals. There are three lines presented to
represent data for illicit drugs, tobacco products, and alcohol binge. The data
are as follows:Illicit Drugs: 12-17 (5 percent), 18-25 (37 percent), 26-34 (37
percent), 35-44 (30 percent), 45-54 (28 percent), 55-64 (21 percent), and 65+
(11 percent).Tobacco Products: 12-17 (5 percent), 18-25 (30 percent), 26-34
(34 percent), 35-44 (29 percent), 45-54 (28 percent), 55-64 (24 percent), and
65+ (13 percent).Alcohol Binge: 12-17 (8 percent), 18-25 (25 percent), 26-34
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(17 percent), 35-44 (11 percent), 45-54 (9 percent), 55-64 (8 percent), and
65+ (3 percent).

Quitting any addiction is difficult, but when emerging adulthood is over,
the process eases a bit. Long-term consequences (illness, loss of family,
unemployment, poverty) seem more significant, and the thrill is gone.

In adulthood, drugs are used to stop pain and unpleasant emotions more
than to promote joy and excitement. For that reason, abstinence becomes
more common — a source of pride not embarrassment — after emerging
adulthood (Heyman, 2013).
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What the F — Happened?     That’s what 30-year-old Reggie Colby asks. He says he had a
happy childhood, tried heroin at age 18, married and dropped out of college, joined the army,
and became addicted after an injury in Afghanistan. Since then he has been dishonorably
discharged, divorced, and estranged from his daughter. Now he is sheltered by an overpass in
Camden, New Jersey, two days after serving time in jail for stealing food. “What happened?”
is the right question. Did the stress of emerging adulthood have anything to do with it?

Men tend to take more risks and use more drugs, but especially in the
United States, young women are also vulnerable. A nationwide study
found that 24 percent of women aged 18 to 25 had binged on alcohol in
the past month (for women a binge is defined as four or more drinks on
one occasion).

That emerging-adult rate was higher than the rate for either younger or
older women (MMWR, January 11, 2013). Moreover, those 24 percent
averaged four binge episodes per month and six drinks per occasion, both
more than older female bingers. Rates rose with income.
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VIDEO: College Binge Drinking shows college students engaging in (and
rationalizing) this risky behavior.

Many colleges restrict alcohol on campus, not only for legal reasons but to
decrease property destruction and sexual assault (which tends to occur
when both parties have been drinking or drugging [Zinzow & Thompson,
2015]). Colleges have only limited success, however, because local bars
and national fraternities resist (McMurtrie, 2014).

Of course, the basic problem is the students themselves, who encourage
each other to drink. Students at residential colleges use alcohol and drugs
far more than young adults the same age who live with their parents or
who are married and living with their spouse. That, of course, leads us to
the next topics of these chapters on emerging adulthood — cognitive and
psychosocial development.

WHAT HAVE YOU LEARNED?

1. What are the social benefits of risk taking?

2. Why are some sports more attractive at some ages than others?

3. Why are serious accidents more common in emerging adulthood than later?

4. Why are emerging adults more attracted to drug use than older adults?
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Chapter 17 Review

SUMMARY

Biological Universals

1. Young adults usually have strong and healthy bodies. However, the
social world in which they live has changed, so a new stage,
emerging adulthood, has appeared.

2. Full growth and strength characterize emerging adulthood. Most
emerging adults are quite healthy, although they rarely see a doctor.

3. Health habits in emerging adulthood affect later health. The body
adjusts to various stresses, which are usually unnoticed at first,
because of organ reserve and homeostasis.

4. Over time, the insults and adjustments of emerging adulthood may
accumulate, causing a heavy allostatic load. That makes it more
likely that an older adult will develop a serious illness. The rate of
aging varies, dependent on habits.

5. All aspects of development adjust and protect the developing body.
This is true for sleep, exercise, and diet. For the most part,
emerging adults keep active and avoid harmful diets.

6. Most emerging adults look attractive, as their shape is good, skin is
clear, and they use many products to enhance their appearance.
Appearance is a factor in sexual attraction and in employment,
both particularly important during these years.

Sexual Activity

7. The sexual-reproductive system reaches a peak during these years,
but most current emerging adults postpone childbearing. Since
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sexual urges are strong, many emerging adults are sexually active
but use effective contraception.

8. However, rates of sexually transmitted infections are increasing in
this age group. The reasons include more partners and frequent
travel: The consequences may be infertility and transmission to
family members, especially partners and children.

9. The other result of sexual activity among emerging adults is
unwanted pregnancy. This occurs more often in the United States
than in other nations, in part because many emerging adults avoid
health care and effective contraception.

Taking Risks

10. Willingness to take risks is characteristic of emerging adults. This
allows positive behaviors, such as entering college, meeting new
people, volunteering for difficult tasks, and finding new jobs.

11. Risk taking can also be harmful. It increases unprotected sex, fatal
accidents, suicide, and homicide. Death from those causes is by far
the leading cause of fatalities during these years.

12. Extreme sports are attractive to some emerging adults, who find the
risk of serious injury thrilling. The same impulses can lead to drug
abuse, which peaks in emerging adulthood, especially among
college students.

KEY TERMS

emerging adulthood
WEIRD
organ reserve
homeostasis
allostasis
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allostatic load
set point
body mass index
drug abuse

APPLICATIONS

1. Describe an incident during your emerging adulthood when taking a
risk could have led to disaster. What were your feelings at the time?
What would you do if you knew that a child of yours was about to do
the same thing?

2. Read a biography or autobiography that includes information about the
person’s thinking from adolescence through adulthood. How did
personal experiences, education, and maturation affect the person’s
thinking?

3. Statistics on cohort and culture in students and in colleges are
fascinating, but only a few are reported here. Compare your nation,
state, or province with another. Analyze the data and discuss causes and
implications of differences.

4. Talk to three people you would expect to have contrasting views on
love and marriage (differences in age, gender, upbringing, experience,
and religion might affect attitudes). Ask each of them the same
questions, and then compare their answers.

Especially For ANSWERS

Response for Nurses (from p. 443): Always. In this context, “suspect” refers
to a healthy skepticism, not to prejudice or disapproval. Your attitude should
be professional rather than judgmental, but be aware that education, gender,
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self-confidence, and income do not necessarily mean that a given patient is
free of an STI.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 436) Almost never do men, or non-
whites, or people over age 30, choose this, as evident in this photo. London
is now very diverse, as are most U.S. cities.

Answer to Observation Quiz (from p. 443) Kyiv, in Ukraine. As evident in
the globalization of emerging adulthood, the same challenges are
everywhere.

Answer to Observation Quiz (from p. 445) Ropes. But note that neither
young adult wears a helmet and that the climber’s ropes are not that
protective. Even the rope keeping the observers from falling in Greece seems
symbolic — which explains why an official stands in front of the rope.

VISUALIZING DEVELOPMENT

Highlights in the Journey to Adulthood
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Description
On the left are different ages, and the various components of the entire graphic are all
attached to different ages. Each age has a related graphical bit of information. Next to
Age 18 are the words “Graduate from High School.” A dotted line leads from an
image of a mortarboard cap to a pie chart entitled, “Ethnicity of U.S. High School
Graduates.” In that pie chart, 52% are White, 24% Hispanic, 13% Black, 3% Asian,
and 3% Other. Next to a second box marked Age 18 are the words Get to Vote. Next
to a graphic of a checkmark in a ballot box is a bar graph entitled, “Voting Age.”
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Ages for voting rights in different countries are presented as follows: Brazil (16),
Austria (16), France (18), Mexico (18), and Japan (20). Next to Age 18-19 are the
words, “Enroll in College.” From a graphic of a textbook a line goes to a horizontal
bar graph entitled, “In the United States.” For women the datum is 54, and for men
the datum is 42.1. Next to age 21 are the words, “Legal Drinking Age (U.S.).” From
a graphic of a martini glass a curvy line goes to a graphical bar chart entitled, “Legal
Age to Buy Alcohol.” In Germany the age is 16 for beer and wine only, in China and
Mexico the age is 18, and in Iceland the age is 20. Next to Age 22 are the words,
“Move Out of Parents’ House.” Next to a graphic of a briefcase is a bar chart
showing the percent of 18- to 24-year-olds living independently (not on a college
campus). In the U.S. it is 40% for men and 60% for women. In Finland it is 65% for
men and 80% for women. In Italy it is about 5% for men and 10% for women. And in
France it is about 35% for men and 40% for women. Next to another Age 22 are the
words, “Cohabitate for the First Time,” and a line connects an image of a house to a
graphic that shows the average age for cohabitation in the United States. For women
it is 21.8 years and for men it is 22.5 years. Next to another Age 22 are the words,
“Have a job.” Next to this is a large bar graph showing the U.S. Unemployment rate
for different educational attainment by years for those over 25 years of age. The data
are as follows (year – HS degree, some college, and Bachelor’s degree or more):
2008 – 6, 4.8, 2.5; 2010 – 10, 8.5, 4.2; 2012 – 8.2, 6.2, 4; 2014 – 6, 5, 3; 2016 – 5, 4,
2.3; 2018 – 4, 3.8, 2. Next to Age 23 are the words, “First Child – Women.” There is
a pink graphic of a baby that leads to a chart indicating the average age of first
children. The data of this chart for women are as follows: US Average (23), Black
(21.1), White (24), Asian (26.8), and Hispanic/Latinx (21.5). Next to Age 24 are the
words, “Earn a college degree,” and a graphic of a diploma leads to a pie chart
showing U.S. graduation rates by ethnicity. The data include White (64.1%),
Hispanic (13.5%), Black (10.5%), Asian/Pacific Islander (7.7%), Two+ races (2.6%),
American Indian/Alaska Native (0.5%). Next to Age 26 are the words “First Child –
Men” and a blue graphic of a baby that leads to the same chart as noted above with
regard to age of first birth. The data are as follows: US Average (25.5), Black (23.7),
White (26.2), Asian (30), and Hispanic/Latinx (24.2).The final two lines are Age 28
(First Marriage – Women) and Age 30 (First Marriage – Men). Both show a graphic
of a wedding cake and a bar graph entitled “Median Age of First Marriage in the
United States. The data for different years are as follows (Year, Men, Women): 1958
(22.6, 20.2); 1968 (23.1, 20.8); 1978 (24.2, 21.8); 1988 (25.9, 23.6); 1998 (26.7,
25.0); 2008 (27.6, 25.9); 2018 (29.8, 27.8).
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Chapter 18 Emerging Adulthood: Cognitive
Development
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✦ A New Level of Thinking
Postformal Thought
INSIDE THE BRAIN: A New Stage?
Dialectical Thought

✦ Ethics and Religion
Doing the Right Thing
Faith and Practice
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✦ Cognitive Growth and Higher Education
Health and Wealth
A VIEW FROM SCIENCE: Women and College
College and Cognition
A CASE TO STUDY: Generation to Generation
Improving the College Experience
Technology in College
Why Learn?

✦ VISUALIZING DEVELOPMENT: Why Study?

What Will You Know?

1. How is adult thinking different from that of adolescents?
2. Are adults more moral or more religious than adolescents?
3. How does college affect a person’s thinking processes?

On the bench outside my grandson’s class sat a small boy, alone. He told
me that another boy said he liked a particular presidential candidate, and
this small boy knew that the candidate “hated Mexicans.” Since he himself
was Mexican American, he got into a fight with that other boy. The
teacher had sent him to the hall. He seemed quite proud of himself.

I could have explained why fighting is bad, or praised him for his political
opinions, or praised the teacher, or told him about my Mexican friend.
Instead, I just nodded. I did not take sides.

In this incident, I thought as an adult. Cognition in adulthood considers
many perspectives, combining emotions and logic, the personal and the
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political. Compared to children, who are quick to judge, adults weigh
values, interests, and strategies.

Developmentalists themselves use many approaches to analyze adult
cognition.

The stage approach describes a new shift in the characteristics of
thought.
The psychometric approach analyzes intelligence longitudinally via
various tests.
The information-processing approach studies neurological encoding,
storage, and retrieval.

Each of these approaches includes adults from ages 18 to 100, and each
has merit. These approaches are neither exclusive nor confined to any
particular chronological period. To make it easier to study, each of the
three chapters on adult cognition (Chapters 18, 21, and 24) emphasizes
one of these approaches.

This chapter focuses on the idea that emerging adults begin to think at a
higher stage than adolescents, a stage that continues throughout adulthood.
Chapter 21 takes the psychometric approach, charting the ups and downs
of thinking over the decades. Chapter 24 explains how information
processing changes over adulthood and, thus, how changes in the brain
and the senses affect cognition. Each of these chapters includes adults at
many ages, because adult cognition does not follow chronological cutoffs.

Each chapter also includes specific topics that are particularly relevant at a
certain period. For example, college education is discussed in this chapter;
learning on the job is discussed in Chapter 21; severe cognitive loss
(formerly called dementia) is discussed in Chapter 24.



1457

But remember that adulthood has no strict age cutoffs. Some college
students are age 70; people of every age learn from their work; severe
neurocognitive disorders can begin at age 30.

I hope that all adults are long past the preoperational egocentrism of that
small boy who reacted with fisticuffs to a political opinion of another
child. Since I think like an adult, I was able to hold my tongue and also to
question myself, as adults often do. Should I have done more than nod?
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A New Level of Thinking

VIDEO ACTIVITY: Brain Development: Emerging Adulthood shows the
changes that occur in a person’s brain between ages 18 and 25.

The perspective on adult cognition that we take in this chapter is the
stage approach, reflecting the idea that adults can think at a level higher
than adolescent thought. For this perspective, we are grateful to Piaget,
who changed our understanding of cognitive development.

Piaget recognized that maturation does not simply add knowledge; it
allows a leap forward at each stage, from sensorimotor to
preoperational (because of symbolic thought), from preoperational to
concrete, and then from concrete to formal (each with new logic).

Postformal Thought
Although formal operational thought was Piaget’s final stage, many
cognitive psychologists find that post-adolescent thinking is a cut above
that.
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Learning About Health     Hundreds of health professionals offer free medical care at this
Buddhist temple, likely employing postformal thought as they identify problems and risks
and recommend strategies for promoting health. One of the professionals is Daniel Garcia,
shown here with the clipboard.

 Observation Quiz: Where is this? (see answer, page 476) 

They describe a fifth stage, called postformal thought, a “type of
logical, adaptive problem-solving that is a step more complex than
scientific formal-level Piagetian tasks” (Sinnott, 2014, p. 3). In
postformal cognition, “thinking needs to be integrated with emotional
and pragmatic aspects, rather than only dealing with the purely
abstract” (Labouvie-Vief, 2015, p. 89).

postformal thought
A proposed adult stage of cognitive development, following Piaget’s four stages, that
goes beyond adolescent thinking by being more practical, more flexible, and more
dialectical (i.e., more capable of combining contradictory elements into a
comprehensive whole).
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As they integrate emotion and pragmatics, postformal thinkers are
flexible, with a “more complex, nuanced, and paradoxical” thinking
(Gidley, 2016). They consider all aspects of a situation, anticipating and
dealing with problems rather than denying, avoiding, or procrastinating.
As a result, postformal thought is practical and creative (Kallio, 2011;
Su, 2011; Gidley, 2016).

 INSIDE THE BRAIN

A New Stage?
Piaget himself never used the term postformal, and developmentalists debate
whether cognition in adulthood merits consideration as a “stage.” No brain areas
accelerate cognitive growth in adulthood, as happens with the language areas at
about age 2, when sensorimotor thought becomes preoperational thought. But one
meaning of a cognitive stage is that the brain advances significantly. By that
definition, adulthood is a new stage.

One developmental scholar wrote:

we hypothesize that there exists, after the formal thinking stage, a fifth stage of post-
formal thinking, as Piaget had already studied its basic forms and would have
concluded the same thing, had he the time to do so.

[Lemieux, 2012, p. 404]

Several scholars criticize Piaget because he did not recognize the limits of formal
operational thinking. As one wrote:

[S]ince about 1980, a number of researchers offered critiques of the implication that
cognitive growth abated in adolescence. Instead, a number of proposals appeared
that, though independent, converged on an extension of Piaget’s theory. These
extensions proposed that thinking needs to be integrated with emotional and
pragmatic aspects, rather than only dealing with the purely abstract.

[Labouvie-Vief, 2015, p. 89]
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How does postformal cognition relate to the human brain? As described in
Chapter 14, the prefrontal cortex is not fully mature until the early 20s, and new
dendrites form throughout life. It is now apparent that thinking changes as the
brain matures (Lemieux, 2012), with brain development affected by experiences
more than by time alone (Sinnott, 2014). Adult brains benefit from better
neurological connections and greater experience of the social world (Grayson &
Fair, 2017).

It is not that new brain areas appear. Instead, the areas already developed increase
in their connections (Colver & Dovey-Pearce, 2018). Of great interest,
developmentally, is the link between emotional sensitivity and creativity (He et
al., 2018). A creative adolescent might have an idea that is wildly out of touch
with the emotions of other people; adults are less likely to make that mistake.

Stronger links form between one part of the brain and another. A single event
might activate multiple brain areas. Adults are better able to connect emotions
and reason, and to connect emotional sensitivity with creative thought, because
the neurological links are tighter.

Thus, adult brains are not as quick to activate the action neurons as adolescent
brains are: An adult might lose at a video game that requires fast decisions.
However, in adulthood, more regions of the brain react to a single event, and
longer fibers connect one area with another (Liu et al., 2018). Adults move
toward wisdom, a trait that is beyond most adolescents.
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Thinking Away from Home Both brain scans show maturation during emerging
adulthood.     (a) Entering a residential college means experiencing new foods, new
friends, and new neurons. A longitudinal study of 18-year-old students at the
beginning and end of their first year in college (Dartmouth) found increases in the
brain areas that integrate emotion and cognition — namely, the cingulate (blue and
yellow), caudate (red), and insula (orange). Researchers also studied one-year
changes in the brains of students over age 25 at the same college and found no
dramatic growth. (b) Shown here are the areas of one person’s brain that changed
from age 14 to age 25. The frontal cortex (purple) demonstrated many changes in
particular parts, as did the areas for processing speech (green and blue) — a crucial
aspect of emerging-adult learning. Areas for visual processing (yellow) showed
minimal change.

Researchers now know that brains mature in many ways between adolescence and
adulthood; scientists are not yet sure of the cognitive implications.

Description
The illustration labeled a shows the brain with cingulate, caudate, and insula
highlighted around the center of the brain. The illustration labeled b shows frontal
cortex, areas for processing speech, and areas for visual processing are highlighted.



1463

Rejecting Stereotypes
Not every adult reaches postformal thought, nor does every postformal
thinker always think with the flexibility and complexity that
characterizes this fifth stage. However, postformal thought allows
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movement past simplistic ideas, shedding stereotypes (Chang & Chiou,
2014).

That is one conclusion from an experiment that involved voters in
South Florida (Broockman & Kalla, 2016). Canvassers sought to reduce
transphobia (fear regarding transgender people), a common prejudice
that follows naturally from childish stereotypes. They designed a field
study based on what had been learned in laboratory studies (Flores et
al., 2018).

The study began with the public list of registered voters. Half of the
names and addresses were allocated to the experimental group and the
other half to the control group. Canvassers rang the doorbells of the
voters, asking the experimental half to talk about a time when they had
been marginalized because of some characteristic (ethnicity, age,
religion, and so on).

The voters were then asked how their experiences and emotions might
apply to transgender people. Canvassers were instructed to listen
respectfully and to facilitate “deep processing” of the information,
which means to encourage reflection, not snap answers.

The other half of the voters, in the control group, experienced the same
conditions, except that their canvassers focused on climate change and
recycling. Three days, three weeks, and three months later both groups
answered a questionnaire that they did not know was related to their
encounter with a canvasser.
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The answers on the questionnaires showed that those who had a brief
conversation about transgender concerns become somewhat more
positive over time toward trans people, especially if the canvassers had
identified themselves as transgender. The control group did not change
their opinion. The scientists believe that the crucial difference was
cognitive.

Personally, I harbor many stereotypes; it gives me joy when I recognize
and discard them. One of the intellectual benefits of teaching and
parenting is to recognize, with the help of my students and children, that
complex, postformal thinking is needed.

For example, when I taught social psychology in Sing Sing Correctional
Facility, every week another stereotype about convicted criminals was
dispelled. I learned that many had done admirable acts as well as some
harmful ones, that all were eager to learn, and that they were fiercely
protective of me. Teaching in prison was an intellectual joy as well as a
challenge, because of postformal thinking.

Stereotype Threat
Unfortunately, it is difficult to recognize one’s own stereotypes. One of
the most pernicious is stereotype threat, arising in people who worry
that other people might judge them as stupid, lazy, oversexed, or worse
because of their ethnicity, sex, age, or appearance. In other words, the
stereotype is that other people hold a stereotype! Stereotype threat
arises from an imagined and envisioned idea, a “threat in the air”
(Steele, 1997).

stereotype threat
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The thought in a person’s mind that one’s appearance or behavior will be misread to
confirm another person’s oversimplified, prejudiced attitudes.

Anxiety?     Does thinking about taking a test make this man anxious, and does that
undercut his performance? If so, that is stereotype threat.

THINK CRITICALLY: What imagined criticisms impair your own
achievement, and how can you overcome this?

Then the possibility of being stereotyped arouses emotions and hijacks
memory, disrupting cognition. Most of the research on stereotype threat
has been on students in schools and colleges who do not perform as
well when their worries about other people’s stereotypes are activated.

Many developmentalists seek ways to eliminate, or at least reduce,
stereotype threat. Fortunately, some succeed (Inzlicht & Schmader,
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2012; S. Spencer et al., 2016; Pennington et al., 2016). Adults
sometimes do this on their own, confronting their internalized self-
doubts.

Success in college or on the job — or years of affirmation from a
partner, or coping with a health or family crisis — may undercut
stereotype threat. Postformal thinking allows a combination of emotions
and logic, enabling some people to replace debilitating anxiety with
cognitive focus (Popham & Hess, 2015). That is a postformal
achievement.

Postformal Mate Selection
Emerging adults show many signs of cognitive flexibility — in their
choice of career, in where they live, in how they dress, in what they eat.
Their choices do not duplicate what their parents did but instead reflect
their childhood while moving beyond it.

A major example relates to romance. As described in Chapter 17,
emerging adults today tend to marry much later than their parents did.
Increasingly, they cross ethnic or religious lines in choosing a partner.
Thus, couple by couple, adult thinking is not determined by childhood
culture, parental example, or traditional norms.

To be specific, in 2017, 18 percent of all newlyweds were from
different racial or ethnic groups. That is six times the rate 50 years
earlier (U.S. Census Bureau, 2018). Those statistics underestimate the
rate of intermarriage, because the U.S. Census lumps together all
Hispanics, all Blacks, all Asians, and all Europeans, ignoring the fact
that intermarriages might be with one spouse who has Italian heritage
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and the other, Swedish or Mexican/Puerto Rican, or Pakistani/Japanese.
None of those three are included in the 18 percent of marriages that are
interethnic.

The people most likely to intermarry have attended college, where they
have been encouraged to think for themselves and thus reach postformal
cognition. The people least likely to approve of intermarriage are older,
less-educated adults (Livingston & Brown, 2017),

Cross-ethnic relationships are not the only sign of postformal thinking.
One expert suggests that “every marriage is a cross-cultural experience”
(Gottman & Gottman, 2017, p. 19), in that partners need to coordinate
their values.

Finding a common ground may be easier with postformal thought,
which may be one reason that the older newlyweds are, the less likely
they are to divorce. Indeed, every close companionship, with friends
and co-workers as well as relatives, benefits from an adult’s ability to
combine emotion and logic, in order to be good companions.
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Ideal Versus Real     One indication of adult cognition is the ability to accept some
imperfections in oneself, one’s family, and one’s nation.

Dialectical Thought
Cross-cultural research suggests that adult thought, at its best, becomes
dialectical thought, which may be the most advanced cognitive process
(Basseches, 1984, 1989; Riegel, 1975). The word dialectic refers to the
philosophical concept, developed by Hegel two centuries ago, that
every idea or truth bears within itself the opposite idea or truth.

dialectical thought
The most advanced cognitive process, characterized by the ability to consider a thesis
and its antithesis simultaneously and thus to arrive at a synthesis. Dialectical thought
makes possible an ongoing awareness of pros and cons, advantages and disadvantages,
possibilities and limitations.
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To use the words of philosophers, each idea, or thesis, implies an
opposing idea, or antithesis. Dialectical thought involves considering
both of these poles simultaneously and then forging them into a
synthesis — that is, a new idea that integrates the original and its
opposite. Note that the synthesis is not a compromise: It is a new
concept that transforms both original ideas (Lemieux, 2012).

thesis
A proposition or statement of belief; the first stage of the process of dialectical
thinking.
antithesis
A proposition or statement of belief that opposes the thesis; the second stage of the
process of dialectical thinking.
synthesis
A new idea that integrates the thesis and its antithesis, thus representing a new and
more comprehensive level of truth; the third stage of the process of dialectical thinking.

For example, many young children idolize their parents (thesis), and
many adolescents are highly critical of their parents (antithesis). Ideally,
adults appreciate their parents and forgive their shortcomings, which
they attribute to their parents’ background, historical conditions, and
age. Thus, with postformal thinking, adults gain a more nuanced respect
for their parents (synthesis).

Dynamic Systems
Thinking dynamically, as first described regarding systems in Chapter
1, means that each new synthesis deepens and refines the thesis and
antithesis that initiated it, with “cognitive development as the dance of
adaptive transformation” (Sinnott, 2009, p. 103).
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Thus, dialectical thinking involves ongoing integration of beliefs and
experiences with all the contradictions and inconsistencies of daily life.
Change throughout the life span is multidirectional and often
unexpected — a dynamic, dialectical process. Insight may require a
“dialectic between routine and creative cognition” in that the thinker
needs to combine new and old thought (Ohlsson, 2018).

Many scholars who study adult thinking recognize that conflict between
opposing ideas is a catalyst for cognitive growth:

Piaget thought conflict between new and old schemas caused
disequilibrium that led to new thinking.
Erikson described two opposites at each stage (intimacy versus
isolation, generativity versus stagnation) causing a psychosocial
“crisis” that required a synthesis to allow forward movement.
Baltes noted that “the occurrence and effective mastery of crises
and conflicts represent not only risks, but also opportunities for
new development” (Baltes et al., 1998, p. 1041).

 Especially for Someone Who Has to Make an Important Decision:
Which is better, to go with your gut feelings or to consider pros and cons as
objectively as you can? (see response, page 476)

New demands, roles, responsibilities, and conflicts become learning
opportunities. Students might take a class in an unfamiliar subject;
young adults might leave their childhood home and move to another
town or nation; employees might apply for an uncertain promotion; a
parent might need to try a new approach when a baby keeps crying, or a
young child keeps lying, or a teenager flaunts a prohibition.
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In such situations, when comfortable old ideas and routines are
ineffective, dialectical thinkers find a new synthesis, thus gaining
insight. New challenges promote learning.

A “Broken” Marriage
Now consider an example of dialectical thought familiar to many: the
end of a love affair. A nondialectical thinker might believe that each
person has stable, enduring, independent traits. Faced with a troubled
romance, then, a nondialectical thinker concludes that one partner (or
the other) is at fault, or perhaps the relationship was a mistake from the
beginning because the two were a bad match.

By contrast, dialectical thinkers see people and relationships as
constantly evolving; time and social interaction changes both partners.
Therefore, a romance becomes troubled, not because the partners are
fundamentally incompatible, or because one or the other is fatally
flawed, but because they have not adapted to the changes in the other.

THINK CRITICALLY: Can you see dialectical thinking when you
remember what you believed as a child?

As a dialectical thinker assesses it, marriages do not “break”;
relationships do not “fail.” Instead, relationships either grow as
circumstances change or they stagnate as people move apart. Partners
who think dialectically can move from the initial thesis (“I love you
because you are perfect”) to the antithesis (“I hate you — you are
selfish”) to a new synthesis (“Neither of us is perfect, but together we
can grow”).



1473

A dialectic perspective not only encourages adults to work together on
their relationships but also helps them cope if they break up. Many
adults feel guilty after divorce, switching from blaming their partner to
blaming themselves (Kiiski et al., 2013; Leonoff, 2015). They need a
synthesis to move forward.

Ideally, adults achieve a dialectical understanding, seeing divorce as an
opportunity to look at themselves more closely and make necessary
changes. They move from the thesis (“My partner was bad”) and
antithesis (“I was bad”) to synthesis (“We have learned from this”).

Similar problems occur in emerging adults whose parents divorced.
Children tend to blame one parent and idealize the other, an
interpretation that impairs their ability to develop partnerships of their
own. Worse is blaming themselves, as children sometimes do.
Hopefully adults whose parents have divorced move beyond those
childish thoughts (Shanholtz et al., 2019).

Combining the Facts and Emotions
Adult thinkers realize that purely objective, logical thinking is
maladaptive when navigating the complexities and commitments of
adult life. Emotional sensitivity is needed for productive families,
workplaces, and neighborhoods. Subjective feelings and individual
experiences must be taken into account because objective reasoning
alone is limited, rigid, and impractical.

Yet subjective thinking is also limited. Truly mature thought involves an
interaction between abstract, objective forms of processing and
expressive, subjective forms.
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If people do not reach this synthesis of intellect and emotion, behavioral
extremes (such as those that lead to binge eating, anorexia, obesity,
addiction, and violence) and cognitive extremes (such as believing that
one is the best or the worst person on Earth) are common. Those are
typical of the egocentrism of adolescence — and of some adults. By
contrast, dialectical thinkers balance personal experience with
knowledge.

As an example of such balance, an emerging adult student of mine
wrote:

Unfortunately, alcoholism runs in my family…. I have seen it tear apart
not only my uncle but my family also…. I have gotten sick from
drinking, and it was the most horrifying night of my life. I know that I
didn’t have alcohol poisoning or anything, but I drank too quickly and
was getting sick. All of these images flooded my head about how I didn’t
want to ever end up the way my uncle was. From that point on, whenever
I have touched alcohol, it has been with extreme caution…. When I am
old and gray, the last thing I want to be thinking about is where my next
beer will come from or how I’ll need a liver transplant.

[Laura, personal communication]

Laura’s thinking about alcohol is postformal in that it combines
knowledge (e.g., of alcohol poisoning) with emotions (images flooding
her head). Note that she is cautious, not abstinent; she has both
objective awareness of her genetic potential and subjective experience
of wanting to be part of the crowd.

She combines both modes of thought to reach a conclusion that works
for her. She does not need searing personal experiences (becoming an
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uncontrollable drinker and reaching despair). If she did, she would need
to go to the other extreme (avoiding even one sip).

This development of postformal thought regarding alcohol is seen in
most U.S. adults over time. Those in their early 20s are more likely than
people of any other age to abuse alcohol and other drugs — perhaps
with periods of swearing off drugs, only to begin again.

With personal experience and learning from others (social norms),
cognitive maturity allows most adults to drink occasionally and
moderately by age 30. Some, for both genetic and social reasons, have
become addicts and must stop completely, but most adults can drink a
glass or two on occasion because they have moved past the extremes of
bingeing and abstinence of their younger selves. They have achieved a
new synthesis.

Dialectical Reasoning Lifelong
Remember that adults achieve postformal thought and dialectical
reasoning not simply because of maturation, but also because of
experience. To illustrate that even the best-educated adults sometimes
fail to use postformal thought, consider this example.

One of the leading scholars of adult cognition is Jan Sinnott, a professor
and past editor of the Journal of Adult Development. She describes the
first course she taught:

I did not think in a postformal way…. Teaching was good for passing
information from the informed to the uninformed…. I decided to create a
course in the psychology of aging … with a fellow graduate student.
Being compulsive graduate students had paid off in our careers so far, so
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my colleague and I continued on that path. Articles and books and
photocopies began to take over my house. And having found all this
information, we seem to have unconsciously sworn to use all of it….

Each class day, my colleague and I would arrive with reams of notes and
articles and lecture, lecture, lecture. Rapidly! …

The discussion of death and dying came close to the end of the term
(naturally). As I gave my usual jam-packed lecture, the sound of note
taking was intense. But toward the end of the class … an extremely
capable student burst into tears and said she had to drop the class….
Unknown to me, she had been the caretaker of an older relative who had
just died in the past few days. She had not said anything about this
significant experience when we lectured on caretaking…. How could
she? … We never stopped talking. “I wish I could tell people what it’s
really like,” she said.

[Sinnott, 2008, pp. 54–55]

Sinnott changed her lesson plan. In the next class, she asked that student
to share her experiences.

In the end, the students agreed that this was a class when they …
synthesized material and analyzed research and theory critically.

[Sinnott, 2008, p. 56]

Sinnott still lectures and gives multiple-choice exams, but she also
realizes the impact of the personal story. She combines analysis and
emotion; she includes the personal experiences of the students. Her
teaching became postformal, dialectical, and responsive.
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Culture and Dialectics
Several researchers have compared cognition in East Asian and North
American adults, focusing on dialectical thought. It may be that ancient
Greek philosophy led Europeans and Americans to use analytic,
absolutist logic — to take sides in a battle between right and wrong,
good and evil — whereas Confucianism, Buddhism, and Taoism led the
Chinese and other Asians to seek compromise, the “Middle Way.”

Others peg such thought to agriculture: Rice cultivation required
cooperation from everyone, so group harmony was essential to the
culture (Talhelm et al., 2014).

For whatever reason, people from Asian cultures tend to think
holistically, about the whole rather than the parts, seeking the synthesis
because “in place of logic, the Chinese developed a dialectic” (Nisbett
et al., 2001, p. 294). One example is in judging emotions: Westerners
are more likely to pay close attention to facial expressions, and Asians
are more likely to consider the context, such as surrounding
circumstances (Matsumoto et al., 2012).

This may leave people of Asian descent open to more possibilities and
make them less likely to conclude that one answer is the only correct
one. A study of Chinese Canadians, some of them born in China and
others born in Canada, found that the Chinese-born Canadians were
more likely to consider many perspectives, and thus they were less
opinionated and decisive (Li et al., 2014).

Of course, too much can be made of the distinction between Eastern
and Western thought. Individuals in every culture vary in how they
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approach problems. It is stereotyping to think that Asians are quieter
and more cooperative (Okazaki, 2018). But divergent, dialectical
thinking seems advanced compared to narrow, dogmatic thought. Some
cultures encourage such thinking more than others.

Working Together
Seeing advantages and disadvantages in every course of action —
weighing personal and political consequences — is characteristic of
dialectical thought but not of the “fast and furious” thinking that some
people prefer.

Consider this problem:

Every card in a pack has a letter on one side and a number on the other.
Imagine that you are presented with the following four cards, each of
which has something on the back. Turn over only those cards that will
confirm or disconfirm this proposition: If a card has a vowel on one side,
then it always has an even number on the other side.

E 7 K 4
Which cards must be turned over?

The difficulty of this puzzle is “notorious in the literature of human
reasoning” (Moshman, 2011, p. 50). Fewer than 10 percent of college
students solve it when working independently. Almost everyone wants
to turn over the E and the 4 — and almost everyone is mistaken.

However, when groups of college students, who had guessed wrong
individually, had a chance to discuss the problem together, 75 percent
got it right: They avoided the 4 card (even if it has a consonant on the
other side, the statement could still be true) and selected the E and the 7
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cards (if the 7 has a vowel on the other side, the proposition is proved
false) (Moshman, 2011).

As in this example, adults can think things through and change their
minds after listening. Can you remember when you thought one thing
that is opposite to what you now think? Why did you change your
mind? It was probably a combination of logic and social experience.
That was cognitive flexibility, leading to a new thought, a synthesis.

WHAT HAVE YOU LEARNED?

1. Why did scholars choose the term postformal to describe the fifth stage of
cognition?

2. How does postformal thinking differ from typical adolescent thought?

3. What is the relationship between thesis, antithesis, and synthesis?

4. Why does the term broken home indicate a lack of dialectical thought?

5. How does the combination of subjective and objective thinking represent
dialectical thought?

6. How does listening to opposing opinions demonstrate cognitive flexibility?
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Ethics and Religion
As explained in earlier chapters, in infancy and early childhood children

spontaneously help others. They believe in their parents’ religion and
ethics. In middle childhood, prosocial and antisocial behaviors are evident.
Then, in adolescence, teenagers use abstract reasoning to espouse moral
principles, sometimes contrary to their parents.

Finally, in adulthood, with maturation and experience, adults increasingly
apply moral values and think about spiritual concerns. They no longer
have the luxury of debating abstractions: They must make choices for
themselves.

Doing the Right Thing
In adulthood, ethics no longer are just abstract principles but are guides to
relationships, child-rearing, financial decisions, religious principles, and
so on. Four studies comparing adults of several ages find that, over the
years of adulthood, people become less interested in their own financial
gain and more interested in the welfare of others (Freund & Blanchard-
Fields, 2014).

Does that mean that adults become more moral with age? Your answer
reflects your own idea of morality.

Defining Issues
One scholar who has devoted his life to the study of moral development
wrote decades ago:

Dramatic and extensive changes occur in young adulthood (the 20s and 30s)
in the basic problem-solving strategies used to deal with ethical issues….
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These changes are linked to fundamental reconceptualizations in how the
person understands society and his or her stake in it.

[Rest, 1993, p. 201]

Rest developed a measure of moral reasoning called the Defining Issues
Test (DIT), which presents moral situations. The person must choose
priorities. For example, in one DIT dilemma, a news reporter must decide
whether to publish some old personal information that will damage a
political candidate. Respondents rank their priorities from personal
benefits (“credit for investigative reporting”) to higher goals (“serving
society”).

Defining Issues Test (DIT)
A series of questions developed by James Rest and designed to assess respondents’ level
of moral development by having them rank possible solutions to moral dilemmas.

The DIT continues to be used in thousands of studies, in almost every
nation. It seems that the DIT correlates with how a person functions in
their profession, whether they engage in political action, and how they live
(Moreira et al., 2018; Han et al., 2019).

Rest wrote that college education may propel a shift in moral reasoning.
This is especially likely if coursework includes extensive discussion of
ethics or if the student’s future profession (such as law, business, or
medicine) requires ethical decisions. Students in those curricula often are
taught ethical guidelines (Kalshoven & Taylor, 2018; Shapiro &
Stefkovich, 2016; Carrese et al., 2015).

The DIT has been used to measure moral thought. Another measure is the
National Study of Youth and Religion (NSYR), which asks about
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volunteering to help other people. Both have been used extensively on
college campuses, because instructors hope to advance moral activity in
adulthood.

Listening to Other Perspectives
One way to deepen ethical and religious thought is to learn about
perspectives that are not one’s own. Just as with the odd/even cards above,
listening and discussing can help clarify ideas in adulthood.

For instance, in one course for business students in Arkansas, students
studied five major “wisdom traditions.” Almost all of the students
identified as Christian, most knew something about Judaism, and almost
no one knew much about Buddhism, Hinduism, or Islam.

Instructors asked the students to write, and rewrite, a “personal mission
statement” as one indication of learning in the course (Herzog et al.,
2016). Here are two of the final statements:

[My mission is] being an authentic, genuine and reliable leader that others
can admire, look up to and aspire to be. Establish and create a work
environment that is welcoming and accepting of all people who come from
different backgrounds, experiences and walks of life. Challenge myself to
seek opportunities to try or learn something new as often as possible. Vow to
surround myself with individuals different from myself, ask questions and
search for answers in order to cultivate growth.

Another wrote:

I was very interested in the idea of learning more about the world religions
and how they hold power over the hearts and minds of so many people. In
doing so I had hoped to strengthen my own beliefs as well. I feel as though I
have accomplished both of these initiatives. Learning from the many
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speakers we have had has been incredibly insightful. The Buddhist monk
was especially interesting to me. His illustration of Logic and reason as a
sort of salvation from the world was incredible. While I disagree with him in
this it was an amazing experience to hear from him about his beliefs.

By the end of the course many students thought in the adult mode,
welcoming ideas that they did not know before. Their scores on the NSYR
were higher than those of a control group. Many reaffirmed their own
religious beliefs: Postformal thinking is more likely to deepen thought
than supplant it.

Praise God?     Rituals and ceremonies are remarkably diverse. Some worshipers kiss the
ground five times a day, or reach for heaven seven times (as these women do in London,
England [left]). Some worshipers shout “Amen,” while others pray quietly (like these students
at Zion Bible College in Massachusetts [right]). Nonetheless, as people everywhere grow
older, they seem to believe in something greater than themselves.

Faith and Practice
The study of five faiths by the students in Arkansas raises a question.
What happens to religious beliefs from ages 18 to 65? Does mature
thought and an understanding of ethics follow religious convictions?

There is a paradox here: From adolescence to adulthood, people are less
likely to attend religious services (Pew Research Center, June 13, 2018)



1484

but more likely to see themselves as having moral values (Barry et al.,
2012). They think they are at least as spiritual as they were when younger
(Smith & Snell, 2009). Maturation may move adults past the doctrinaire
religion of childhood to a more flexible, dialectical, postformal faith.

Stages of Religious Development
To describe this process, James Fowler (1981, 1986) developed a now-
classic sequence of six stages of faith, building on the work of Piaget and
Kohlberg. Remember that both of those men developed stage theories, as
children moved from self-focused to more social, logical thought.

The Data Connections activity Religious Identity: Young Adults Versus Older
Cohorts further explores the religious behaviors and beliefs of U.S. adults.

Before any thought occurs, according to Fowler, a person is at “zero,”
when religion simply reflects children’s relationship with their parents.
Then thought begins.

Stage one: Intuitive-projective faith. Faith is magical, illogical,
imaginative, and filled with fantasy, especially about the power of
God and the mysteries of birth and death. It is typical of children ages
3 to 7.
Stage two: Mythic-literal faith. Individuals take the myths and stories
of religion literally, believing simplistically in the power of symbols.
God is seen as rewarding those who follow divine laws and punishing
others. Stage two is typical from ages 7 to 11, but it also characterizes
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some adults. Fowler cites a woman who says extra prayers at every
opportunity, to put them “in the bank.”
Stage three: Synthetic-conventional faith. This is a conformist stage.
Faith is conventional, reflecting concern about other people and
favoring “what feels right” over what makes intellectual sense.
Fowler quotes a man whose personal rules include “being truthful
with my family. Not trying to cheat them out of anything…. I’m not
saying that God or anybody else set my rules. I really don’t know. It’s
what I feel is right.”
Stage four: Individual-reflective faith. Faith is characterized by
intellectual detachment from the values of the culture and from the
approval of other people. College may be a springboard to stage four,
as young people learn to question the authority of parents, professors,
and others and to rely instead on their own understanding of the
world. Faith becomes an active commitment.
Stage five: Conjunctive faith. Faith incorporates both powerful
emotional ideas (such as the power of prayer and the love of God)
and rational conscious values (such as the worth of life compared
with that of property). People are willing to accept contradictions
(obviously a postformal manner of thinking). Fowler says that this
perspective is seldom achieved before middle age.
Stage six: Universalizing faith. People at this stage have a powerful
vision of universal compassion, justice, and love that compels them to
live their lives in a way that others may think is either saintly or
foolish. A transforming experience is often the gateway to stage six,
as happened to Moses, Muhammad, the Buddha, and Saul/Paul of
Tarsus, as well as more recently to Mohandas Gandhi, Martin Luther
King Jr., and Mother Teresa.

As you know, these seven named people were compelled by their religious
faith to act ethically. This is true for others as well, but not for most of us:
Few people reach stage six, according to Fowler. Notice the parallels
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between religious convictions and Kohlberg’s stages, from magical, self-
centered thinking (preconventional), to a more social stage (conventional),
and finally a universal one (postconventional).

Interpreting religious development is even more complicated than
interpreting moral development. Judging someone’s faith at a lower stage
might offend a believer who, for instance, thinks that a literal
understanding of religion is correct (Fowler’s stage two).

Similar problems appear in Kohlberg’s stages: Some adults believe that
everyone should prioritize their own welfare (Kohlberg’s stage two) or
that family loyalty trumps universal concerns (conventional over
postconventional).

Adding to the difficulty with interpretation is what adults themselves say.
People who consider themselves unaffiliated with any particular religion
(see Figure 18.1), including those who say they are atheists or agnostics,
nonetheless pray, believe in God, and consider themselves quite moral.
Sometimes faith seems to foster ethical values, but sometimes —
especially at the earlier stages of development — it impedes them
(Thomas, 2018).
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FIGURE 18.1

Explain This     The trends are clear, but the reasons are not. Are older adults
wiser, or more traditional? Many of the unaffiliated younger adults pray often
and believe in God — does that make their lack of religious identity foolish or
profound?

Data from Pew Research Center, May 12, 2015.

Deciding whether religion makes people more ethical or less so is a matter
of interpretation, which depends partly on the perspective of the person
doing the interpreting. Indeed, as postformal thinkers understand,
perspective is crucial for every judgment regarding the cognitive maturity
of moral and religious convictions.

Moral Foundations
The importance of the perspective of the interpreter is apparent in the
work of another prominent theorist of moral development. Jonathan Haidt
has studied morals in many religions and cultures, internationally as well
as among groups within the United States.
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He wrote many scenarios to uncover which moral principles were
important to people. Here are three of them:

A family dog is killed by a car and the family cooks the carcass and
eats it for dinner.
A brother and sister on vacation in a distant land where no one knows
them, using excellent contraception, have intercourse.
Someone drinks water from a glass that has a dead, sterilized
cockroach in it.

Each of these was highly offensive to most adults, who tried to explain
their reactions based on logic. In fact, their reactions revealed their deep
moral values. Haidt believes that adults have five moral foundations:

1. Care for others; harm no one.
2. Promote freedom; avoid oppression.
3. Be fair; do not cheat.
4. Seek purity; avoid contamination.
5. Respect authority; do not break religious rules.

The importance of these five varies from nation to nation, with #4, for
instance, much stronger in India and #2 much stronger in the United
States. The emphasis on each of the five is influenced by the doctrines of
each religion and by the values of each political party.

If one group prioritizes the first two and another group the last two, then
each group will interpret the middle one, fairness, differently. This may
explain why people of different religious, political, or cultural
backgrounds consider each other immoral; they prioritize differently
(Haidt, 2013).
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For instance, in 2019 a law was passed in the Netherlands forbidding
covering one’s face in any public building, including schools and
hospitals. The reason was said to be protection of the public (avoiding
harm #1) from masked bandits, but the regulation made no exception for
devout Muslim women (who wear a burka in order to avoid contamination
#4 and #5) or skiers (who wear a balaclava in subzero temperatures —
personal freedom #2). No wonder the law was considered immoral by
some but fair (#3) by others.

Adult Thinking and Moral Development
Haidt and his colleagues applied dialectical thinking to their model of
moral development. Knowing that people tend to seek proof, not valid
critiques, of their beliefs (called confirmation bias) and that social learning
makes people reluctant to criticize others directly, Haidt offered a
thousand dollars to anyone who would “demonstrate the existence of an
additional foundation, or show that any of the current five foundations
should be merged or eliminated” (quoted in Graham et al., 2013, p. 99).
The offer was open for two years.

No one won, but three people came close enough to be awarded $500, and
“many critics have stepped forward and volunteered to criticize MFT
[moral foundations theory] for free” (Graham et al., 2013, p. 99). It is
apparent that individuals can see moral questions from quite different
perspectives.

That may be evidence of adult dialectical cognition, in that, as one scholar
explains it: “The evolved human brain has provided humans with
cognitive capacity that is so flexible and creative that every conceivable
moral principle generates opposition and counter principles” (Kendler,
2002, p. 503).
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Quantitative research does not allow us to conclude that morality increases
and faith deepens over adulthood. However, some qualitative research
does.

Evidence for moral growth and religious insight abounds in biographical
and autobiographical literature. Most people probably know someone (or
might be that someone) who had a narrow, shallow outlook on the world at
age 18 and then developed a broader, deeper perspective, with more
empathy, after adolescence.

WHAT HAVE YOU LEARNED?

1. Why do adults make more decisions involving morality than adolescents do?

2. How does education affect moral development?

3. How are Fowler’s stages of faith similar to Kohlberg’s and Piaget’s stages?

4. How difficult is it to reach the highest level of religious development?

5. Why do people disagree about moral issues, according to Haidt?
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Cognitive Growth and Higher
Education

Many readers of this textbook have a personal interest in the final topic of
this chapter, the relationship between college, cognition, and later life.

Health and Wealth
Education improves health and wealth. The data on virtually every
physical condition, and every indicator of material success, show college
graduates are ahead of high school graduates, who themselves are ahead
of those without a high school diploma.

Long-Term Benefits
In the United States, each additional level of education correlates with
everything from happy marriages to strong teeth, from spacious homes to
long lives, from healthy children to working digestive systems (U.S.
Department of Health and Human Services, 2018). Similar findings come
from other nations, with and without national health insurance
(Maskileyson, 2014). Particularly when the educated person is a woman,
the rest of the community also benefits, in health and wealth.

Longitudinal data find that, on average, investing in college education
returns the initial expense more than five times. That means if students
spend a nickel now, they get a quarter back in a few decades, or if a degree
costs $200,000, over a lifetime the return is $1 million.
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And Millions More     When few U.S. colleges enrolled African Americans,
many historically black colleges (HBCs) educated millions of young adults,
benefiting the entire society. This is graduation day at Howard University,
chartered by U.S. Congress in 1867.

Massification
The idea that college might benefit everyone (the masses) has led to the
goal of massification, that college should be available for all. The United
States was the first major nation to embrace massification, beginning with
federal legislation to establish land-grant colleges in every state. (Iowa
was the first, in 1864.)

massification
The idea that establishing institutions of higher learning and encouraging college
enrollment can benefit everyone (the masses).

In the twenty-first century, every state has a publicly supported university,
and most have a network of community colleges, four-year colleges, and
graduate programs. California had the most: 146 public colleges as of
2019.
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One result is that the United States led the world throughout the twentieth
century in the percentage of college graduates, many of whom are now in
their prime earning years. The United States is one of the wealthiest
nations (perhaps the wealthiest?), which can be traced to the growth of
universities (Brint, 2019).

That international distinction is no longer. Twelve nations have a higher
rate of emerging adults who earn college degrees than does the United
States (OECD, 2018). Some other nations have much higher college
attendance compared to 50 years ago (e.g., Canada, Finland, Israel,
England). A rapid increase in educated citizens is evident in many
developing nations, because leaders have created and funded thousands of
new colleges and universities (see Figure 18.2).

FIGURE 18.2
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Too Many or Not Enough?     Adults in every nation debate whether almost
everyone needs to graduate from college. Does your opinion depend on your
national origin?

Data from OECD, 2019.

Description
24 data are presented for 23 different countries as well as the OECD average.
Each country is listed with its percentage, and selected data are as
follows:Korea, 70Japan, 60Lithuania, 55Australia, 51.5United Kingdom,
51Switzerland, 50Israel, 48United States, 48OECD Average, 45Poland,
43Finland, 41Turkey, 31Columbia, 29Mexico, 22



1495

One result is greater economic development in nations that once were
poor. In 1995, China had about a thousand colleges with 6 million
students. In 2016, China had about 2,600 colleges (400 of them private)
with 30 million students (Normile, 2018). China is no longer considered a
poor nation.

A VIEW FROM SCIENCE

Women and College
As you know from Chapter 1, scientists have many guidelines that ensure valid data.
However, interpreting those data is not simple. Consider data on women in college.

The first set of numbers show a revolution in female education. In 1970, at least two-
thirds of college students were male, often educated in exclusively male institutions.
Currently, at every level of education, women outnumber men, in part because males
are less likely to enroll and in part because they are more likely to quit before
graduation.

Data from the United States reveal the scope of this revolution. In 1950, 24 percent
of the recipients of bachelor’s degrees were female. Proportions shifted every year
from then on. By 2000, 57 percent of the bachelor’s degrees went to women, a ratio
that has continued every year of the twenty-first century (National Center for
Education Statistics, 2019).

Women are now enrolled in virtually every college and field. A historic example is
Virginia Military Institute (VMI), a state-supported military academy that had never
admitted women since its founding in 1839. Administrators at the college said that
females could not do the physical tasks required at VMI, and alumni said no woman
would want to be an army officer.
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However, in 1997, the U.S. Supreme Court ruled (7-1) that VMI, as a public
institution, could not discriminate based on gender. In 2018, 11 percent (about 185)
of the VMI students were female.

Why do more women than men earn college degrees?

One suggestion from the previous chapter is contraception. In 1950, sexually active
women soon became mothers: Caring for babies made college very difficult.

Another interpretation is that cultural changes have reduced sexism, so parents now
encourage their daughters to go to college even more than their sons, to make up for
past inequity. A third hypothesis is that something about women’s brains makes
them better students, so they are more inclined to study. A fourth interpretation is
that something about college (requirements? dorm living? rules?) is hostile to men,
so they quit. You can probably think of a fifth and sixth explanation. Thus, the facts
are clear; the interpretation is not.

The other set of data also can be interpreted in many ways. Why do educated women
earn less than men? (See Figure 18.3.)

FIGURE 18.3

Inequality or Choice?     Women earn much less at every level of education. Is that
because social norms are stacked against them, or because women make less
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materialistic choices?

Data from U.S. Bureau of Labor Statistics, July 17, 2019.

Description
The horizontal axis has 5 sets of data, each of which has two bars. The data clusters are
labeled less than ninth grade, high school diploma, Bachelor's degree, Professional
degree, Doctorate. The vertical axis labels income levels from $0 to $140,000 with
intervals of $20,000. The right vertical axis lists percentages from 0 to 45 with 5 point
intervals.The approximate data for median income by sex is as follows:Less than Ninth
Grade - Men, $30,000; Women, $20,500High school diploma - Men, $40,500; Women,
$25,500Bachelor's degree - Men, $71,000; Women, $46,000Professional degree - Men,
$118,000; Women, $91,000Doctorate - Men, $120,000; Women, $86,000The line
overlay is labeled Percent higher for men. The data are as follows:Less than Ninth Grade
- 38%High school diploma - 33%Bachelor's degree - 39%Professional degree -
27%Doctorate - 40%
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The hypotheses are many. Some observers blame culture, some blame laws, some
blame employers. Others blame the women themselves, who are less likely to
demand more pay and more likely to leave their jobs when their children are babies,
and thus to earn less seniority.

National norms matter, too. In Vietnam, far more women than men attend college
and work professionally; in India, far more men than women do so (Sánchez &
Singh, 2018).

Perhaps no one should be blamed for the gender gap, because income is not the best
indicator of employment equality. Women may choose lower pay in order to do work
they love. They become teachers, not corporate executives; they become nurses, not
computer systems experts.

In 2018, the United States Department of Education reported on annual salaries of
25- to 29-year-olds, employed full time, who earned a bachelor’s degree in various
fields. (Some students in every field had advanced degrees; these data focused on
their first degree.) Gender differences in pay were smaller than differences by
profession. Workers in STEM fields (science, technology, engineering, math) earned
an average of $60,000; in non-STEM fields, $45,490.

When specifics are further tallied, the lowest annual salary was early-childhood
education ($35,940) and the highest was computer engineering ($78,080). By far,
most early-childhood teachers are women; most computer programmers are men, but
that may be by choice.

Perhaps when people of any gender choose to be teachers, they believe that helping
children discover and grow is valuable in itself. Do most teachers wish they had
chosen to be digital analysts?

Dropping Out of College
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The benefits of college are most evident for those who earn a degree. But
in the United States, about half of those who enroll in college leave before
graduating. Quit rates are highest for low-SES African American, Latinx,
and Native American students.

This might be an example of what is termed the Matthew effect, the idea
that the rich get richer but the poor stay poor. Parental SES is the strongest
predictor of whether or not someone will earn a college degree. Money
(not grades) is the major reason that many college students drop out before
graduation (McKinney & Burridge, 2015).

Most nations counter this problem by investing public funds directly in
colleges, which are free for qualified emerging adults. The United States
uses that strategy to some extent, but the main U.S. strategy is to provide
tuition assistance to some students and to offer loans to everyone.

Two-thirds of adults who attended some college must pay back college
loans. The interest on those loans is high, as is the default rate — about 10
percent (Friedman, 2019). Students at for-profit colleges are more likely to
obtain loans and to default, perhaps because those colleges have the
lowest graduation and employment rates.

For many emerging adults, paying back loans is a major burden. Some
analysts question whether the debt burden on students, the cost to
taxpayers, and the profits to lending institutions are a good investment,
especially since those students who borrow the most are not necessarily
those most likely to graduate or find jobs (Herzog, 2018; Zhan et al.,
2018).
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The burden of debt falls particularly heavily on students from minority
groups or whose parents never attended college, exactly the ones the
program is supposed to help. Paying back loans causes anxiety and
sometimes disappearance: Adults move without a forwarding address,
change their name, or even leave the country, all of which makes getting a
good job more difficult.

One example, hopefully unusual, is a young American woman who fled to
Berlin to escape dunning phone calls about the $50,000 she owes. She
says:

I have this shame on the part of my parents because I really did not want this
for them. When I thought about going to college, this is not what I had in
mind. I really thought that they were going to be so proud of me. I was the
first child in my family … to graduate college. But … we weren’t thinking
about the debt when we were signing up for school. And sometimes I think
living in New York City and going to a private university maybe wasn’t the
best idea. I could have gone somewhere else….

I don’t have the money to pay for loans. I need to eat and live and not be a
slave to this debt. But I’m scared. When I look back, I wonder what I could
have done differently.

[Vanessa, quoted in Coggin, 2016]

It is easy to see the need for postformal thinking in this young woman and
her parents. Her emotional reaction (“I thought they were going to be so
proud”) overwhelmed practical, future thoughts.

College and Cognition
For developmentalists interested in cognition, the crucial question about
college education is not about wealth, health, rates, expense, or even
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graduation. Instead, developmentalists wonder whether college advances
critical thinking and postformal thought. The answer seems to be yes.

Before 2000
Let us begin with the classic work of William Perry (1981, 1970/1998).
After repeatedly questioning students at Harvard, Perry described
students’ thinking through nine levels of complexity over the four years
that led to a bachelor’s degree. In that study, thinking became more
reflective and expansive with each year of college.

In the first year, students had a simplistic either/or dualism (right or
wrong, success or failure) understanding of knowledge. Most 18-year-olds
thought in absolutes. Answers to questions were yes or no, the future led
to success or failure, and professors needed to teach the right answers.

 Especially for Those Considering Studying Abroad: Given the effects of
college, would it be better for a student to study abroad in the first year or last
year of a college education? (see response, page 476)

As they moved through college, Perry’s subjects no longer believed in
absolutes. Instead, they recognized that many perspectives are possible
and that almost nothing is, totally and forever, right or wrong. Thinking
was more dialectical.

At first that was unsettling, but by their senior year students moved past
their uncertainty. They had become critical thinkers, adapting a
perspective yet remaining flexible. Perry reported that many aspects of the
college experience caused this progression: Peers, professors, books, and
class discussion all stimulated new questions and thoughts.
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Similar conclusions were drawn from many other studies. According to
one comprehensive review:

Compared to freshmen, seniors have better oral and written communication
skills, are better abstract reasoners or critical thinkers, are more skilled at
using reason and evidence to address ill-structured problems for which there
are no verifiably correct answers, have greater intellectual flexibility in that
they are better able to understand more than one side of a complex issue,
and can develop more sophisticated abstract frameworks to deal with
complexity.

[Pascarella & Terenzini, 1991, p. 155]

Note that many of these abilities characterize postformal thinking.

Culture and Cohort     Ideally, college brings together people of many backgrounds who
learn from each other. This scene from a college library in the United Arab Emirates would
not have happened a few decades ago. The dress of these three suggests that culture still
matters, but education is recognized worldwide as benefiting every young person in every
nation.
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Current Contexts
But wait. You probably noticed that this research occurred decades ago.
Do those conclusions still hold? Many recent books question the value of
college. Notable is a twenty-first-century longitudinal study of a cross
section of U.S. college students (Arum & Roksa, 2011). The authors
concluded that current college students advance in critical thinking,
analysis, and communication only half as much as students did two
decades ago. They found that 45 percent of the students did not advance at
all in their first two years of college.

College students today study less and avoid classes that require much
reading or writing. They avoid courses in English, history, and philosophy
where serious reading, writing, and critical thinking are required. Even in
those classes, professors require less.

FIGURE 18.4

Blue Is Higher Except …     Since blue is for emerging adults and red is for adults of all ages
(including emerging ones), it is no surprise that massification has produced higher scores
among the young adults than the old ones. Trouble appears when young adults score about the
same as older ones.

Data from OECD, 2013.
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Description
The graph plots the percent of population using technology in problem
solving on the vertical axis from 0 to 70 in the increments of 10. The data for
age group of 16 to 24-year-olds and 16 to 65-year-olds are as follows:
Australia - 51 percent, 38 percent; Austria – 52 percent, 32 percent; Canada:
51 percent, 37 percent; Czech Republic: 55 percent, 33 percent; Denmark: 50
percent, 39 percent, Estonia: 51 percent, 28 percent; Finland: 62 percent, 41
percent; Flanders (Belgium): 57 percent, 35; Germany: 55 percent, 35
percent; Ireland: 40, 25 percent; Japan: 47 percent, 35 percent; Korea: 64
percent, 30 percent; Netherlands: 58 percent, 42 percent; Norway: 55 percent,
41 percent; Poland: 38, percent 19; Slovak Republic: 41 percent, 26 percent;
Sweden: 62 percent, 43 percent; United Kingdom: 43 percent, 35 percent;
United States: 38 percent, 31 percent. All data are approximate.
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A follow-up study found that students who did more socializing than
studying tended to be unemployed or underemployed. College did not give
them the skills or self-discipline that they needed for adult success (Arum
& Roksa, 2014).

Some other observers blame the wider culture for forcing colleges to
follow a corporate model, with students as customers who need to be
satisfied rather than youth who need to be challenged (Deresiewicz, 2014).
Customers, apparently, demand costly dormitories and sports facilities;
they do not choose colleges that require extensive reading, research, and
writing.

Another problem of current college students is “unprecedented levels of
distress,” with increasing suicide and self-harm (Liu et al., 2018).
Compared to a generation ago, today’s college students may be more
anxious and depressed, not only at high-pressure Ivy League schools but
in smaller, less urban, religious schools as well.

For example, Franciscan University in Steubenville, Ohio, reported a 231-
percent increase in visits to the college’s counseling center over a five-
year period (2008–2013). They reported that about one-third of the
students could be diagnosed as anxious or depressed, with about 10
percent of those severely disturbed. Students in their senior year had the
highest rates (Beiter et al., 2015).

Another indicator of trouble is the use of drugs, specifically Adderall and
Ritalin, taken to enhance cognition and to allow all-night studying before
an exam. Some say drug taking in college is “as common as coffee,”
although that probably is an exaggeration (Partridge et al., 2011).
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However, even some use may be too much, because “smart drugs” help
cognition very little or not at all — contrary to what students believe
(Ilieva & Farah, 2013). Belief itself is motivating. Thus, drug-using
students might study harder, crediting the drug instead of their false belief,
while harming their health.

College for All?
The phrase “college for all” has become a mantra among many political
leaders, parents, and high school graduates themselves. Often high schools
are measured by how many of their graduates go on to college. However,
might college become a frustrating and expensive experience (Gelbgiser,
2018; Ovink, 2017)?

Many critics of American education wonder whether massification is
misguided. Might the economic benefits of college occur not from college
itself but from the fact that children from wealthier families are more
likely to go to college, graduate, and find good jobs?

Now is time for some dialectical thinking. The traditional thesis is that
college benefits everyone. The antithesis is that it benefits no one. But
there is a new synthesis. When the relationship between family
background and adult success is carefully examined, those from low-SES
homes who, against the odds, earn a college degree benefit even more
from that degree than those from wealthier backgrounds (Brand & Xie,
2010; Karlson, 2019).

Parents who never went to college may underestimate the advantages of a
college education for their children. (See A Case to Study.) Fifty years
ago, the income gap between college graduates and others was much less
than it is now (Pew Research Center, February 11, 2014). As a result,
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many parents and grandparents knew people who earned good salaries
despite never going to college.

A CASE TO STUDY

Generation to Generation
One young man said:

People always ask me, why don’t you go to college. My dad, he never went. You work,
you pay your bills, you help with the rent. My priority right now is to be responsible, to
know how adult life works. It might go bad for me, or it might go good. It’s going to be
hard…. I’m scared we’ll wake up some day and say “We don’t got nothing to eat.”

[Maldonado, quoted in Healy, 2017]

His thinking is not unusual for young men like him. Students from families with
little money are not only unlikely to be able to pay for college, they are unlikely to
have role models who went to college or to have friends, teachers, and relatives who
pave the way for high school seniors.

Giovanni Maldonado’s father may be unaware of admission criteria, application
deadlines, early admission, scholarship opportunities, and much more that some
parents obsess about. GPA, SAT, AP, IB, and FAFSA are household acronyms to
some, unknown to others. Giovanni’s father learned decades ago that a good man
pays the bills, month by month, and he has passed that lesson on to his son.

When Giovanni worries “we don’t got nothing to eat,” he is reflecting financial
stress that he learned at home. As mentioned in Chapter 1, food insecurity is a
common cause of shame as well as fear. Many low-income people live paycheck to
paycheck: The term breadwinner began because putting food on the table was a
crucial concern; financing education that had no immediate economic benefits
seemed to be a luxury.

No wonder Giovanni does not think college is worth it. If he does enroll, he is likely
to be discouraged. His grammar suggests that he will need remedial, noncredit
writing courses, and then he will need more than four years (assuming full-time
attendance) to complete his degree. Poverty impedes planning, future investment,
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and analysis (Haushofer & Fehr, 2014), so it is cruel as well as foolish to blame
Giovanni for his decision.

If students flock to the least expensive colleges (for-profit ones), they are
also less likely gain the benefits of a college education, including
advanced cognition and better jobs. Thus, the synthesis is that the benefits
of college depend on both the student and the institution: Not all colleges
deliver the same experience (Gelbgiser, 2018).

Choosing to Avoid College

 Especially for High School Teachers: One of your brightest students
doesn’t want to go to college. She would rather keep waiting tables in a
restaurant where she makes good money in tips. What do you say? (see response,
page 476)

In some ways, it is better to avoid college than to enroll and then leave.
Some students arrive with poor academic skills, no role models, and with
work and family obligations that do not allow adequate, quiet time to
study, or opportunity to develop the relationships with other students that
may be crucial for the college experience (Choi, 2018).

But not attending college may reduce later health, income, and cognition.
Many adults who started working instead of college after high school
discover years later that they want a college degree.

Of the almost 20 million students in tertiary education in 2016, 40 percent
are over age 24 and 16 percent are over age 35. Most are employed and
are part-time students, but even among full-time students, 24 percent are
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age 25 or older (Snyder et al., 2018). That suggests that some adults wish
they had earned a degree in emerging adulthood.

Improving the College Experience
The ideal synthesis of the hopes and fears about college is a better college
experience for everyone. The challenge is to keep what works in higher
education, while incorporating innovations.

Benefits of Diversity
One innovation that has been welcomed by colleges is an increase in the
number of students from ethnic groups who traditionally were excluded.
You already learned that colleges are expanding in developing nations.
Similarly, in the United States, more minority students are attending, and
graduating from, college (see Figure 18.5).

FIGURE 18.5

Increasing Diversity     Note that the total proportion of “minority” students has
increased from 16 percent to 44 percent. This makes it likely that all emerging
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adults will have personal experience with peers of other backgrounds, which may
help them throughout their future lives. Most college students in the United
States, now and in prior years, are European American.

Data from U.S. Department of Education, National Center for Education
Statistics, 2019.

Description
The horizontal axis has five sets of data, each of which has four or five bars.
Each set is labeled by year. The vertical axis lists the percentages from - to 20
ticked at 2 point intervals. The approximate data are as follows:1980 -
Hispanic, 4; Black, 9; Asian, 2; Am. Indian, 11990 - Hispanic, 6; Black, 9;
Asian, 4; Am. Indian, 12000 - Hispanic, 10; Black, 12; Asian, 7; Am. Indian,
12010 - Hispanic, 14; Black, 15; Asian, 6; Am. Indian, 1; Two or more races,
22018 - Hispanic, 18; Black, 14; Asian, 7; Am. Indian, 1; Two or more races,
4
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 Observation Quiz: Which group has experienced the largest increase? (see
answer, page 476) 

This increase presumably helps students from economic and ethnic
minorities, but advances cognition for everyone. One catalyst for learning
is honest conversations with people from other backgrounds and
perspectives. That is what colleges do at their best, when they encourage
students to express opinions that they might not say at work or with their
families. A comprehensive study of 48 colleges found that having
conversations with people of other backgrounds advanced thought
(Bowman, 2013).

Among the current problems of the United States is the political divide
between those who identify as liberals and those who identify as
conservatives. Those groups not only vote for opposite policies, they listen
to opposite radio and television programs, read different books and
newspapers, are targeted by filtered social media, and so on. To combat
this, colleges can include diverse perspectives and mutual respect.

Sometimes college students are portrayed as radicals, with extreme left or
right views. But most are middling, with only 4 percent of incoming first-
year students considering themselves “far left” and only 2 percent
considering themselves “far right.” The most common response to the
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question “How would you characterize your political views?” was Middle-
of-the-road (41 percent) (Stolzenberg et al., 2018, p. 35).

The diversity within colleges advances the cognition of today’s emerging
adults, who are much more accepting of differences than earlier
generations were. Many studies have found that diversity of every kind
can lead to intellectual challenge and deeper thought, with benefits lasting
for years after graduation (Pascarella et al., 2014). Current U.S. college
students raise issues that adults did not recognize, such as the #MeToo
movement (sexual harassment), Black Lives Matter (unjust policing), and
the Dreamers (immigration policies).

The result is often student protests against college policies set decades ago
and clashes between student groups, faculty, and administrators.
Nonetheless, the fact that people with divergent views might hear each
other, and reflect on views other than their own, is a benefit of diversity.
Remember the dialectical: Opposites can lead to a new synthesis.
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Love Thy Neighbor     This is Larycia Hawkins, a tenured professor at a Christian college
(Wheaton) who in 2017 wore a hijab during Advent to express respect for Muslims, because
“we worship the same God.” The result: demonstrations of support by many Wheaton
students and several bouts of theological questioning by the president of the college, himself a
Wheaton graduate (1988). She either was fired or chose to leave (depending on who reports).
Nonetheless, every Wheaton student had to think more deeply about the relationship between
Christianity and Islam.

As we know from our study of adult cognition, simply having a diverse
student body does not guarantee intellectual growth. Instead, intellectual
expansion comes from honest conversations among people of varied
backgrounds and perspectives (Pascarella et al., 2014).

Colleges that make use of their diversity — via curriculum, assignments,
discussions, cooperative education, learning communities, residence halls,
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and so on — stretch students’ understanding, not only of other people but
also of themselves (Harper & Yeung, 2013; Shim & Perez, 2018).

Technology in College
Almost every college classroom now has a computer and a video screen.
Most college instructors incorporate technology in their classes, with
PowerPoint presentations or Google Slides, video clips, and online grade
reports. Almost every college student now has a smartphone, most have a
tablet or laptop computer, every college library has Internet access to aid
research and learning, and textbooks (including this one) have extensive,
interactive, technological aids.

Most colleges and universities offer some classes completely online, with
students doing all of their homework and reading on their computers when
they wish, and with tests and final grades sent through the Internet. Online
courses are particularly attractive to students in rural areas far from
colleges, or those unable to leave home because they have young children
or mobility issues, or those serving in the armed forces far from their
home college.

MOOCs: Pros and Cons
As with diversity, using technology to increase learning requires deliberate
effort. An illustrative example is the massive open online course
(MOOC), in which thousands of students enroll. Students in MOOCs
often live in places where few rigorous or specialized classes are
accessible. The first MOOC offered by Massachusetts Institute of
Technology (MIT) and Harvard enrolled 155,000 students from 194
nations, including 13,044 from India (Breslow et al., 2013).

massive open online course (MOOC)
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A course that is offered solely online for college credit. Typically, tuition is very low, and
thousands of students enroll.

Some data from the MOOCs have been disappointing. Only 4 percent of
the students in that first MOOC completed the course. MOOCs are most
successful if students are highly motivated, adept at computer use, and
have the needed prerequisites (Reich, 2015). Completion rates have risen
in later courses, but the dropout rate is almost always over 80 percent.

In theory, a MOOC saves instructional costs, because a professor sets up
the lessons but provides no individualized attention. However, it seems
that college education “is not a spectator sport” (Koedinger, 2015). Active
personalized engagement is needed.

The potential for education of millions of students who could not attend
conventional classes is exciting, so many people are trying to figure out
when and how MOOCs can work. One crucial variable is the involvement
of the teacher (Gregori et al., 2018). Another crucial variable is the
preparation and motivation of the students (Tsai et al., 2018).

This would not surprise anyone who understands adult cognitive
development. Students learn best in MOOCs if they have another
classmate, a local expert, or a teacher as a personal guide. This is true for
all kinds of college learning: Technology can enhance education, but it
does not substitute for it.
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Learning from Peers and Computers     College students often learn via computer, allowing
more education in nations where relatively few elders are professors. This is true here, in
Chengu, China. But note: Computer education works best with other learners nearby.

The Flipped Classroom
Another way to combine technology and traditional learning is called the
flipped class, in which students are required to watch videos and practice
problems on their computers before class. Then class time is used for
discussion, with the professor prodding and encouraging but not lecturing.
From a developmental perspective, it seems that flipped classrooms
combine insights from two developmental theorists, Piaget and Skinner.
This is an example of a thesis and an antithesis leading to a new synthesis.
As two professors wrote:

The flipped classroom is a new pedagogical method, which employs
asynchronous video lectures and practice problems as homework, and
active, group-based problem solving activities in the classroom. It represents
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a unique combination of learning theories once thought to be incompatible
— active, problem-based learning activities founded upon a constructivist
ideology [Piaget] and instructional lectures derived from direct instruction
methods founded upon behaviorist principles.

[Bishop & Verleger, 2013]

In general, students prefer flipped classes and learn more in them. One
detailed study found that the number of students earning D, F, or W
(withdraw without a grade) in an introductory course in networking was
49 percent before the flipped classroom and only 7 percent when the same
class was flipped (Nwosisi et al., 2016).

CHAPTER APP 18

 SimpleMind Pro+ Mind Mapping

IOS:
https://tinyurl.com/yylpswka
ANDROID:
https://tinyurl.com/yxznp5hh
RELEVANT TOPIC: College and cognition

This brainstorming app aims to help college students maximize their efficiency and
focus on their studies. Through organizational charts and unique layouts for mind
maps, users capture their ideas, clarify thinking, and manage complex information.
Users can even add media to their mind maps.

Active Learning
As evident in all of these innovations, instructors seek engaged learners,
not passive students. Many professors still lecture, but they include more
student involvement. An exposition of how this is done begins with a
quote from a Canadian satirist, Stephen Leacock:

https://tinyurl.com/yylpswka
https://tinyurl.com/yxznp5hh
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Most people tire of the lecture in ten minutes; clever people can do it in five.
Sensible people never go to lectures at all.

[quoted in Chaudhury, 2011, p. 13]

College instructors are well aware of the criticism implied by Leacock.
Professors used to be “a sage on the stage,” that is, an expert who lectures
from the front of the room. Instead, more instructors seek to be “a guide
on the side.” Pedagogy has changed: more projects, teamwork,
technology, and discussion.

Particularly in human development, service learning (when students apply
their knowledge to helping people) can help make classroom learning
more important and relevant. However, as with other methods of active
learning, the design of service learning matters. Active involvement of the
professor is needed (Gerholz et al., 2018).

Unlike Their Parents     Both photos show large, urban colleges in the United States
(California and New York), with advantages that older college generations did not have:
wireless Internet (in use by all three students in the left photo) and classmates from 50 nations
(evident in the right photo).

Why Learn?
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To conclude this chapter, we need to raise a question: Why is learning and
cognition important for adults?

Underlying our entire discussion of college, indeed our entire discussion
of adult cognition, is the assumption that adults benefit from combining
the practical and the theoretical, the emotional and the analytic, thinking
that characterizes adult thought at its best. Not everyone agrees with that
assumption (Heimlich, 2011).

Many adults (55 percent) who have never attended college believe that
“acquiring specific skills and knowledge” is the most important reason to
go to college. For them, success is a high-paying job. Students who
endorse that perspective seek a degree in computer systems or the health
professions (doctor, nurse, therapist), because those are areas in increasing
demand and higher pay.

Other students consider college as a moratorium, a way to postpone the
responsibilities of adulthood. They seek social comfort, not cognitive
challenge.

By contrast, many college graduates (56 percent) believe that the main
purpose of higher education is “personal and intellectual growth.”
Professors hope to foster critical thinking and analysis, the postformal
cognition that began this chapter. Critical thinking, however, requires all
of us, textbook authors as well as professors and students, to ask what this
academic endeavor is all about!

WHAT HAVE YOU LEARNED?

1. What are the economic benefits of college?
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2. How might student loans be harmful for adult development?

3. How does cognitive development compare between current students and those
in college several decades ago?

4. What are the problems with the idea of “college for all”?

5. How can diversity among students advance cognitive development?

6. What are the benefits and problems of MOOCs?
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Chapter 18 Review

SUMMARY

A New Level of Thinking

1. Piaget thought the highest level of thinking was his fourth stage,
formal operational, which began in adolescence and continued
through all of adult life. Many scientists believe he was mistaken,
in that he did not realize that more advanced cognition was
possible.

2. In adulthood the complex and conflicting demands of daily life
may produce a new, advanced cognitive perspective. Postformal
thinking combines the practical and analytical in a flexible manner.

3. Stereotypes may be useful in childhood but need to be abandoned
in adulthood. The flexibility of postformal thought helps people
shed stereotypes and defend against stereotype threat.

4. Contemporary marriage patterns are an example of adults’ ability
to reject earlier stereotypes. Emerging adults tend to postpone
marriage, and they are more likely to marry across ethnic lines than
was true for their parents.

5. Dialectical thinking synthesizes complexities and contradictions.
Instead of seeking absolute, immutable truths, dialectical thought
recognizes that people and situations are dynamic and ever-
changing.

6. Dialectical thinking can apply to many adult experiences, from
surviving a romantic breakup to drinking in moderation. The
ability to synthesize emotions and rational analysis is particularly
useful in responding to social understanding and actions, because
each relationship requires complex and flexible responses.
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7. Dialectical thought may be more typical in Asian cultures than in
Western ones. However, working together and considering many
perspectives is useful for everyone, as many adults from every
culture do.

Ethics and Religion

8. Thinking about questions of morality, faith, and ethics advance in
adulthood. Specific moral opinions are strongly influenced by
culture and context, but adults generally become less self-centered
as they mature.

9. In many academic fields, coursework is designed to raise ethical
issues. Progress can be measured with the Defining Issues Test,
which requires people to prioritize conflicting moral values.

10. Adults tend to identify less with a particular religion but
nonetheless consider themselves quite moral and spiritual.
According to Fowler, with experience and maturation, religious
faith also moves beyond culture-bound concepts toward universal
principles.

11. Jonathan Haidt has studied moral thinking, finding five
foundations that are influenced by religion and culture. Most adults
have strong convictions that are not necessarily logical.

Cognitive Growth and Higher Education

12. Research over the past several decades indicates that college
graduates are wealthier and healthier than those who never went to
college. That makes college education is a worthwhile investment.
However, benefits come with earned degrees, and many students
drop out of college with huge debts but without a degree.

13. Traditionally, college education advanced reading, thinking and
communication skills. That may be less true currently, in that
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reading and writing requirements are less demanding. Many
students do not seem to advance cognitively in their first years of
college.

14. Many colleges seek to improve instruction. Diversity (ethnic, SES,
political) is increasing in colleges, and that can expand awareness
of other perspectives. Colleges can foster discussions that
encourage dialectical thought,

15. Technology can improve instruction and allow MOOCs and flipped
classes, both of which have potential but need to be carefully
crafted. Personal engagement still seems to be a catalyst for
cognitive growth.

KEY TERMS

postformal thought
stereotype threat
dialectical thought
thesis
antithesis
synthesis
Defining Issues Test (DIT)
massification
massive open online course (MOOC)

APPLICATIONS

1. Read a biography or an autobiography that includes information about
the person’s thinking from age 18 to age 60, paying particular attention
to practical, flexible, or dialectical thought. How did personal
experiences, education, and ideas affect the person’s thinking?
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2. Some ethical principles are thought to be universal, respected by people
of every culture. Think of one such idea and analyze whether it is
accepted by each of the world’s major religions.

3. Statistics on changes in students and in colleges are fascinating, but
only a few are reported here. Compare your nation, state, or province
with another. Analyze the data and discuss causes and implications of
differences.

4. One way to assess cognitive development during college is to study
yourself or your classmates, comparing thoughts and decisions at the
beginning and end of college. Since case studies are provocative but not
definitive, identify some hypotheses that you might examine and
explain how you would do so.

Especially For ANSWERS

Response for Someone Who Has to Make an Important Decision (from
p. 457): Both are necessary. Mature thinking requires a combination of
emotions and logic. To make sure you use both, take your time (don’t act on
your first impulse) and talk with people you trust. Ultimately, you will have
to live with your decision, so do not ignore either intuitive or logical thought.

Response for Those Considering Studying Abroad (from p. 470): Since
one result of college is that students become more open to other perspectives
while developing their commitment to their own values, foreign study might
be most beneficial after several years of college. If they study abroad too
early, some students might be either too narrowly patriotic (they are not yet
open) or too quick to reject everything about their national heritage (they
have not yet developed their own commitments).

Response for High School Teachers (from p. 472): Even more than ability,
motivation is crucial for college success, so don’t insist that she attend
college immediately. Since your student has money and a steady job (prime
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goals for today’s college-bound youth), she may not realize what she would
be missing. Ask her what she hopes for, in work and in lifestyle, over the
decades ahead.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 454): Los Angeles, California.
Garcia is an undergraduate at the University of California at Los Angeles.
Clues — ethnic diversity and the temple’s architecture.

Answer to Observation Quiz (from p. 472) Hispanic, from 4 percent to 18
percent. If you guessed two or more races, you might be right, but that was
not tallied before 2010.

VISUALIZING DEVELOPMENT

Why Study?
From a life-span perspective, college graduation is a good investment, for
individuals (they become healthier and wealthier) and for nations (national
income rises). However, when the effort and cost of higher education depend on
immediate choices made by students and families, as in the United States, many
decide it is not worth it, as illustrated by the number of people who earn
Bachelor’s degrees.
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Description
The introductory text reads, From a life-span perspective, college graduation is a
good investment, for individuals (they become healthier and wealthier) and for
nations (national income rises). However, when the effort and cost of higher
education depend on immediate choices made by students and families, as in the
United States, many decide it is not worth it, as illustrated by the number of people
who earn Bachelor’s degrees.
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A subheading reads, Current College Enrollment among U. S. 18 to 24 Year Olds. A
bar chart follows that compares the percent of enrollment among 4 different
ethnicities, White, Black, Hispanic and Asian, across the years, 2000, 2010, and
2017.

Year, 2000: White, 39 percent; Black, 31 percent; Hispanic, 21 percent; Asian, 55
percent.

Year, 2010: White, 42 percent; Black, 38 percent; Hispanic, 31 percent; Asian, 63
percent.

Year, 2017: White, 41 percent; Black, 36 percent; Hispanic, 36 percent; Asian, 63
percent.

A text to the side of the bar charts reads, If this graph showed how many in each
group ever attended college, the numbers for Black and Hispanic people would be
closer to the numbers for Asian people, many of whom earn both Bachelor’s and
advanced degrees during this six-year period.

A subheading reads, highest level of education attained by U. S. adults, followed by
an introductory text that reads, The percent of U.S. residents with high school and
college diplomas is increasing as more of the oldest cohort (often without degrees)
dies and the youngest cohorts aim for college. The data below are for people ages 25
and older. In 1968, half of them reached high school age when education past eighth
grade was a luxury, expected for those who were rich, native-born, and white, not for
the general population.

Three graphs are shown next.

The first graph compares the percent of men and women in the years, 1968 and 2018
having completed 8 years or less of primary school. In 1968 (Men, Women): (41
percent, 39 percent). In 2018 (Men, Women): (3 percent, 3 percent)

The second graph compares the percent of men and women in the years, 1968 and
2018 having completed 4 years of high school. In 1968 (Men, Women): (17 percent,
21 percent). In 2018 (Men, Women): (30 percent, 32 percent)

The third graph compares the percent of men and women in the years, 1968 and 2018
having completed 4 years or more of college. In 1968 (Men, Women): (9 percent, 8
percent). In 2018 (Men, Women): (31 percent, 28 percent)
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Chapter 19 Emerging Adulthood: Psychosocial
Development
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✦ Identity Achievement
Moratoria
Ethnic Identity
Vocational Identity

✦ Identity and Intimacy
Emerging Adults and Their Parents
Friendship
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✦ Romantic Partners
The Dimensions of Love
A CASE TO STUDY: My Students, My Daughters, and Me
Cohabitation
OPPOSING PERSPECTIVES: Making Divorce More Likely?
Concluding Hopes

✦ CAREER ALERT: The Career Counselor
✦ VISUALIZING DEVELOPMENT: Marital Status in the United
States

What Will You Know?

1. How did the recent economic recession affect emerging adults?
2. How is a family more than a collection of individuals?
3. In spouse abuse, is it better for partners to be counseled or to

separate?

It used to be that people would “settle down” after high school, as
adulthood began at age 18 and that meant getting serious. My husband and
I expected that for our daughters.

In high school, our youngest daughter did not care much about her studies.
We thought the problem was too much TV, so we hid the television. She
searched and found it. In desperation, my husband cut the wire (he
reconnected it later). Our daughter’s English teacher said that he had seen
many like her, and they eventually settled down. We waited.

She chose a small college in a semirural community; we hoped that social
context would stabilize her. Wrong. She still experimented and explored,
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as emerging adults do. In her first college year, she tutored refugees and
got a part-time job at a chain restaurant. After that, she transferred to
another college where she joined the crew team (which meant rising at
dawn), majored in economics (as no one in our family ever had), spent a
semester in a nation none of us had visited (Spain), and — to our happy
surprise — graduated with honors.

But she was still unsettled. After graduation, she lived in three places
within a few years, was an intern at one company, a temporary employee
at another, and unemployed for several months. She skipped some family
gatherings to be with friends. However, since age 25, she has had one job,
lived in one neighborhood, and is warmly supportive of the family! In
retrospect, I see emerging adulthood in her and in many other 18- to 25-
year-olds.

This chapter describes that period, with evidence of exploration — in
ethnic identity, in family relationships, in personality — and eventual
commitment to one adult life.
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Identity Achievement
Identity exploration begins in adolescence (as explained in Chapter 16),

but identity achievement does not usually arrive until age 25 or later. As
one team explains: “identity development in the areas of love, work, and
worldviews is a central task of the third decade of life” (Padilla-Walker &
Nelson, 2017, p. 5).

Moratoria
A defining feature of emerging adulthood is postponing commitment,
which makes this “the period of life that offers the most opportunities for
identity exploration” (Luyckx et al., 2013, p. 703). Two aspects of identity
formation are particularly salient in current times: ethnic identity and
vocational identity. Often political and sexual identity are connected with
those two, and thus they are discussed in this section.

As explained in Chapter 16, the identity crisis sometimes causes confusion
or foreclosure (see Table 19.1). A more mature response is a moratorium,
postponing identity achievement and avoiding marriage and parenthood
while exploring possibilities. Our current culture offers many moratoria:
attending college; joining the military; taking on religious mission work;
various internships in government, academe, and industry.

TABLE 19.1 Erikson’s Eight Stages of Development

Stage Virtue /
Pathology

Possible in Emerging
Adulthood If Not
Successfully Resolved

Trust vs. Hope / Suspicious of others, making
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mistrust withdrawal close relationships difficult

Autonomy vs.
shame and
doubt

Will /
compulsion

Obsessively driven, single-
minded, not socially
responsive

Initiative vs.
guilt

Purpose /
inhibition

Fearful, regretful (e.g., very
homesick in college)

Industry vs.
inferiority

Competence
/ inertia

Self-critical of any endeavor,
procrastinating,
perfectionistic

Identity vs.
role diffusion

Fidelity /
repudiation

Uncertain and negative
about values, lifestyle,
friendships

Intimacy vs.
isolation

Love /
exclusivity

Anxious about close
relationships, jealous, lonely

Generativity
vs. stagnation

Care /
rejection

[In the future] Fear of failure

Integrity vs.
despair

Wisdom /
disdain

[In the future] No
“mindfulness,” no life plan

Information from Erikson, 1982/1998.

All moratoria reduce the pressure to achieve identity, and all may be seen
either as “floundering haphazardly” or as “sagely avoiding foreclosure and
premature commitment in a treacherous job market” (Konstam, 2015, p.
95). Emerging adults do what is required (as student, soldier, missionary,
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or whatever), which explains why a moratorium is more mature than role
confusion. But a moratorium avoids commitment.

Grown Up Now?     In Korean tradition, age 19 signifies adulthood, when people can drink
alcohol and, in modern times, vote. In 2011, administrators invited 100 19-year-olds to a
public Coming of Age ceremony, shown here, continuing a tradition that began centuries
before. Emerging adults are torn between old and new. For example, in many nations, coming
of age ceremonies are exclusive to one gender, but here young men and women participate.

Ethnic Identity
Identity achievement requires an interaction between the individual and
the historical context. This is particularly evident in ethnic identity, which
is “not a matter of one’s idiosyncratic self-perception but rather,
profoundly shaped by one’s social context, including one’s social role and
place in society” (Seaton et al., 2017, p. 683).
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That makes ethnic identity tied to political identity, as explained in
Chapter 16. Exploration and gradual commitment to a certain ethnic
identity is particularly notable in the first two years of college.

Changing Self-Definition
It may seem from a distance that each emerging adult has one, and only
one, ethnic identity. Currently, however, most American young adults
combine many threads to forge their own self-definition.

Some identify as being of two or more races (still uncommon, but rates
have doubled over the past decade), but almost everyone claims several
ancestors who pull in divergent directions; almost everyone is also
buffeted by current identity issues, with immigration debates, Black Lives
Matter, and so on to incorporate in identity.

Ethnic identity is affected by a person’s stage in life as well. For example,
in San Diego, the same people (age 14 at the start and age 37 at the end)
were repeatedly asked about their ethnic identity (What do you call
yourself?) (Feliciano & Rumbaut, 2019).

Few chose pan-ethnic terms (Asian, Latino, etc.) to identify themselves.
Especially in adolescence, many used specific heritage terms (Cambodian,
Mexican, and so on), with a trend toward American (hyphenated or not) as
time went on. For example, one identified as Vietnamese in high school
but in adulthood said he was American.

I wouldn’t identify myself as Vietnamese… Physically from a phenotype
perspective, I don’t look typical American… most people when they think
of Americans they think of just White. But living in San Diego, you see a
multicultural group of people…
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In this study, the relationship of ethnic self-identity to how outsiders see
them differed for those who appear White and those who appear Black.
The white-appearing ones deliberately included their immigrant roots,
such as Mexican-American: None of them simply said they were
American.

The African-American-appearing ones did not always identify as Black
during adolescence but did later, in part because of the larger community.
One example of a woman with a Filipina mother and Black father said she
was Black-Filipina. She added:

… if it was up to me, actually, I’d just say, I’m American [but] I know what
they’re asking… I don’t want to be rude about it.

Those who were of Mexican heritage were particularly likely to assert that
in adulthood. As one said:

For me it’s very important to label me Mexican-American because I wanna
show people … two sides. I wanna show my parents that, hey, I made it.
And I’m proud of being Mexican. And …, I wanna show … conservatives
… I’m an immigrant that came to this country and I succeeded and I don’t
take advantage of the system.

This and every similar study finds that ethnic identity is not a private,
personal choice but a community one, with differences depending on
education (more education led to more specificity), family, and national
politics. The impact of those influences is not the same on every
individual, even those with the same origin.

As development continues from adolescence through adulthood, ethnic
identity is “complex and varied” (Feliciano & Rumbaut, 2018, p. 42).
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Historical conditions as well as maturation have an effect.

Dreamers and Adoptees
Establishing ethnic identity is especially difficult for two particular groups
of emerging adults within the United States.

About 2 million emerging adults are called Dreamers — unauthorized
immigrants to the United States who came as children and who now seek
higher education (some states allow them in-state tuition at public
colleges, some do not), employment, and family creation. They want to
become responsible U.S. citizens, but they are prevented from doing so.

Legally, about half earned a two-year stay of deportation. They had to
apply, pay $495, and meet five criteria, set by the Obama administration:

1. Under age 31 in 2012;
2. Entered the United States before age 16;
3. Lived continuously in the United States for at least five years;
4. Never convicted of a felony or serious misdemeanor; and
5. Graduated from a U.S. high school or served in the armed forces.

Successful applicants were promised another two years if they reapplied,
paid another $495, and continued to obey the law. The Trump
administration later attempted to reverse Dreamer status. The U.S.
Congress and judges resisted. As of April 2019, the future status of the
Dreamers was unknown.

What is known is that many have a new identity — Dreamer. They are
unlike either their age-mates still living in their original nation or other
emerging adults who are citizens of the United States. Instead, many have
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taken on an activist political identity (de la Torre & Germano, 2014;
DeAngelo et al., 2016). From a developmental psychology perspective,
this is what young adults need to do: Embracing an identity resolves
uncertainty and allows movement toward adulthood.

Another large group (estimated at 300,000) of emerging adults were
adopted internationally and raised in the United States, usually by parents
of another ethnicity. They are citizens, but they must reconcile many
identities: racial, ethnic, national, immigrant, and adoptee (Pinderhughes
& Rosnati, 2015; Godon-Decoteau et al., 2018).

Ideally, they develop a multifaceted identity, appreciating all of the genetic
and cultural influences on them (Ferrari et al., 2015). Their success at that
complex task, with affirmation or rejection from both their adoptive and
original cultures, affects their entire lives — enriching them or
undermining their later development.
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What Are You?     Many emerging adults refuse to identify as a single ethnicity or sexual
orientation. That may be why Halsey, a proudly bisexual singer–songwriter of Irish, Italian,
Hungarian, and African American heritage, is a superstar for many of her generation. Among
her many record-breaking accomplishments, her album Badlands sold 115,000 copies in the
first week after its release. She was born in 1994; here she is 24.

Everyone Else
Dreamers and adoptees have complex identities to establish, but every
emerging adult must establish an ethnic and political identity. Almost
never are all four grandparents from the same geographical region, with
the same political opinions and religion.
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This identity struggle affects all emerging adults, who struggle with
aspects of themselves even as they think other people are less troubled.
My students were bewildered when I told them that I do not consider
myself Anglo or Caucasian, because my ancestors were not from England
(Anglo) or Eastern Russia (the Caucasus). That matters to me, but not to
other people: Each person’s ethnic identity journey is his or her own.

For all people, becoming proud of their particular heritage correlates with
healthy psychosocial development. On the other hand, too much
sensitivity about ethnicity can increase awareness of discrimination,
making the emerging adult vulnerable to stereotype threat. Ethnic identity
is said to be a “double-edged sword,” making this aspect of identity
critical for self-concept (Yip, 2018).

Political Choices
As already evident with the Dreamers, political choices are crucial to the
self-definition of many emerging adults. In former times, growing up in a
particular community established political identity. People identified as a
Democrat or a Republican because that was the party of their parents, their
classmates, their church. That is less true today.

For the first time in the past 70 years of U.S. history, in 2008 millions of
young adults voted for a candidate for president (Obama) whom their
grandparents did not support. That age divide continues: In 2016, only
about one-third of 18- to 29-year-olds voted for Trump, as did slightly
more than half of voters over age 45, a 16-percent gap.

This was not true for earlier cohorts. In the 2000 presidential contest,
when both candidates were quite similar in ethnicity, gender, and age, the
difference between older and younger voters was only 2 percent.
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CHAPTER APP 19

 Countable

IOS:
https://tinyurl.com/jeh8m6y
ANDROID:
https://tinyurl.com/y8rb3q5b
RELEVANT TOPIC:
Political choices in emerging adulthood

This app informs users of pending U.S. federal legislation (and soon, state and local
legislation) with succinct, non-partisan, sourced writeups that include pro and con
arguments. Countable also enables users to give instant feedback on pending bills
and see how their representatives voted.

Of course, there are many plausible explanations, but one is that the
younger generation are more accepting of ethnic and gender diversity, in
part because they are likely to have friends who are unlike them in their
various identities. (Specifics of sexual identity and partnership formation
are discussed later in this chapter.)

For all kinds of diversity, emerging adults are more welcoming than older
adults. For example, in the United States, almost three-fourths of people
under age 30 believe more diversity is needed, compared to only about
half of those over age 50. Similar age trends are evident in other nations
(Poushter et al., 2019).

Vocational Identity
Establishing a vocational identity is considered part of growing up, not
only by developmental psychologists influenced by Erikson but also by

https://tinyurl.com/jeh8m6y
https://tinyurl.com/y8rb3q5b
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emerging adults themselves. As explained in Chapter 18, many go to
college to prepare for a good job.

Help from Adults
Vocational identity may be elusive for emerging adults. Most employees
find their jobs via personal contacts, who alert them to openings, provide
recommendations, and so on. Since the job market is changing rapidly, the
older generation is of limited use to young adults. Parents usually know
only their own job and employer, not labor-market projections.

One result is that many emerging adults have a limited understanding of
which jobs would make them happy or even what to look for, other than
income and benefits. Some use John Holland’s description (1997) of six
possible interests (see Figure 19.1). However, even if they earn a degree
(most don’t, as you saw in Chapter 18) and know what they want (again,
most don’t), they still may be unable to find the work they hope for
(Konstam, 2015).



1543

FIGURE 19.1

Happy at Work     John Holland’s six-part diagram helps job seekers realize that
income and benefits are not the only goals of employment. Workers have
healthier hearts and minds if their job fits their personal preferences.

Description
In the hexagon the different vocational personality types are described, as
follows:Realistic - Prefer practical, hands-on, physical activities with tangible
results. Prefer building, fixing, or repairing objects or mechanical things, or
working outside.Investigative - Prefer to solve abstract problems involving
science- or engineering related subjects. Curious about the physical world
and why and how it works. Enjoyintellectual challenges and original or



1544

unconventional attitudes.Artistic -Prefer unstructured situations involving
self-expression of ideas and concepts through different artistic media such as
art, music, theater, film, multimedia, orwriting.Social - Prefer direct service
or helping opportunities involving advising, counseling, coaching, mentoring,
teaching, or group discussion. Drawn to humanistic or
socialcauses.Enterprising - Prefer business situations involving persuasion,
selling, or influence. Enthusiastic, energetic, assertive, and self-confident.
Drawn to management, leadership, or marketing roles.Conventional - Prefer
structured business situations involving data analysis, finance, planning, and
organizational tasks. Value efficiency and order.

An added problem is finding a well-paying job. Financial independence
has traditionally been considered a marker of adulthood. Yet because the
recent recession hit emerging adults hardest, most emerging adults
depended on their parents for financial support in an uncertain job market
(Bea & Yi, 2019).



1545

To make vocational identity even harder, many young adults consider their
job part of who they are. As one psychologist wrote:

[C]areer choices faced by individuals inevitably raise the question of the
meaning that they intend to give their lives. To choose their work or sector
in which they want to evolve is also to consider the purpose of their
existence, the priorities (physical, spiritual, social, aesthetic, etc.) that they
want to give, the choices that they wish to operate, the overall style of life
that they wish to give themselves.

[Bernaud, 2014, p. 36]

Ordinary Workers     Most children and adolescents want to be sports heroes, star
entertainers, billionaires, or world leaders — yet fewer than one in 1 million succeed in
doing so.
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Thus, for many younger adults, vocational identity is not just about
finding a job; it is about deciding what kind of person they want to be and
then becoming that person. Many do stop-gap work in the gig economy,
which includes all of the temporary, episodic, or independent jobs that are
not part of a regular contract, with minimum hourly wage and health
benefits. They drive cars for hire, tutor children, sell items online, act as
social media “influencers,” and much more.

If they are hired for more traditional jobs, they quit more often than older
workers do. Between ages 18 and 25, the average U.S. worker has held
seven jobs, with the college-educated changing jobs more than the high
school graduate (U.S. Bureau of Labor Statistics, 2018).

Many emerging adults avoid the demands of a 9-to-5 job; they do not want
to climb, rung by rung, up a career ladder. Some have little choice:
Employers save money by hiring temporary or contract-based workers,
and older adults are less likely to retire. This is obvious in higher
education: Many colleges have more part-time instructors than tenured
faculty.

Taking a life-span perspective suggests a generational clash. Many in the
older generation want to stay employed, partly to support their adult
children and partly because they fear that health and housing expenses will
become too steep if they retire. Many employers want workers who will
stay on the job for decades or more — which is not what most emerging
adults want. Thus, because each cohort has its own perspective, vocational
identity for the young is difficult to attain.

Personality in Emerging Adulthood
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As adult identity is gradually established, genes and early childhood
continue to have an impact. If self-doubt, anxiety, depression, or antisocial
behavior characterizes childhood and adolescence, it does not disappear in
emerging adulthood.

Yet personality is not static, and each emerging adult combines genes,
parental influences, and political contexts in a specific way to form an
adult personality. Emerging adulthood has been called the “crucible for
personality development” (Roberts & Davis, 2016), and the result is
usually positive, with negative personality traits no longer dominant and
positive ones strengthened.

A study of almost a million adolescents and adults from 62 nations found
that “during early adulthood, individuals from different cultures across the
world tend to become more agreeable, more conscientious, and less
neurotic” (Bleidorn et al., 2013, p. 2530).

Emerging adults gradually feel more in control of their own lives (Vargas
Lascano et al., 2015). One longitudinal study found that self-criticism
gradually declines from age 23 to 29, which improves mental health later
on (Michaeli et al., 2018).

The specifics of the social context make a difference. Another longitudinal
study traced the experiences of 3,912 U.S. high school seniors for five
years (Schulenberg et al., 2005). Chosen transitions (such as entering
college, starting a job, leaving home, or getting married) tended to
increase well-being.

In that study, those who went to college away from home, and thus learned
to live independently, showed the largest gains. Those who became single
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parents showed the least. Even the latter, however, tended to be happier
than they had been in high school (see Figure 19.2).

FIGURE 19.2

Worthy People     This graph shows a steady, although small, rise in young adults’ sense of
well-being from age 18 to age 24, as measured by respondents’ ratings of statements such as
“I feel I am a person of worth.” The ratings ranged from 1 (complete disagreement) to 5
(complete agreement). The average rating was actually quite high at age 18, and it increased
steadily over the years of emerging adulthood.

Data from Schulenberg et al., 2005.

Description
The horizontal axis lists age groups, each with two bars above. The groups
are 18, 19 to 20, 21 to 22, and 23 to 24. The vertical axis lists numerical
ratings from 3.75 to 4.15 with intervals at .05 units. The data are as
follows:Age 18 - Men, 3.87; Women, 3.87Age 19 to 20 - Men, 4.04; Women,
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3.9Age 21 to 22 - Men, 4.1; Women, 4.04Age 23 to 24 - Men, 4.12 ; Women,
4.06

 Observation Quiz: It looks as if well-being more than doubled between age
18 and the early 20s. Is that right? (see answer, page 502) 
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Another longitudinal study found that most young adults relied on parental
financial help for years, even after college was over. Financial help meant
less stress and eventually more independence, from age 18 to 27 (Bea &
Yi, 2019).

Those (about one-fourth) who were totally independent, financially,
tended to fare worse at age 27 than those with substantial assistance. The
conclusion of this study is that family support is not a barrier to
independence but more often the opposite — a helpful launching pad
toward adulthood (Bea & Yi, 2019).

WHAT HAVE YOU LEARNED?

1. How does a moratorium differ from identity achievement?

2. Why is ethnic identity particularly complicated in the United States?

3. How does vocational identity differ among emerging adults and older adults?

4. How does personality change, and not change, with age?
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Identity and Intimacy
In Erikson’s theory, after achieving identity, people experience the crisis

of intimacy versus isolation. He explains:

The young adult, emerging from the search for and the insistence on
identity, is eager and willing to fuse his identity with others. He is ready for
intimacy, that is, the capacity to commit himself to concrete affiliations and
partnerships and to develop the ethical strength to abide by such
commitments, even though they call for significant sacrifices and
compromises.

[Erikson, 1993a, p. 263]

intimacy versus isolation
The sixth of Erikson’s eight stages of development. Adults seek someone with whom to
share their lives in an enduring and self-sacrificing commitment. Without such
commitment, they risk profound aloneness and isolation.

Other theorists have different words for the same human need: affiliation,
affection, interdependence, communion, belonging, love. But all
developmentalists agree that social connections are pivotal lifelong
(Padilla-Walker et al., 2017). In adulthood, intimacy progresses from
attraction to connection to commitment. Each relationship demands
vulnerability and compromise, shattering the isolation caused by too much
self-protection.



1552

Being Intimate     The word “intimacy” was traditionally a euphemism for sexual intercourse,
but to developmentalists it is much more than that. Look closely at these two couples, one in
Spain (left) and one in Malaysia (right). Whether or not they are having sex does not matter:
They are intimate in their touching, emotions, and even clothing.

The social context may be particularly influential in emerging adulthood, a
period called the “frontier” of efforts to prevent problems and foster
positive growth (Schwartz & Petrova, 2019). Individual differences
matter, but the trend is toward more social connections, with family
relationships maintained and friendships established. That benefits
emerging adults (Jorgensen & Nelson, 2018).

Emerging Adults and Their Parents
It is hard to overestimate the importance of the family during any time of
the life span. Although a family is composed of individuals who identify
as members of that family, it is much more than just the persons who
belong to it. In the dynamic synergy of a well-functioning family, children
grow, adults find support, and everyone is part of a unit that gives meaning
to life.

Parents may now be more important during emerging adulthood than they
were in past history. Two experts in human development write, “with
delays in marriage, more Americans choosing to remain single, and high
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divorce rates, a tie to a parent may be the most important bond in a young
adult’s life” (Fingerman & Furstenberg, 2012).

All members of each family have linked lives; that is, the experiences and
needs of family members at every stage of life are affected by everyone
else (Elder, 1998; Macmillan & Copher, 2005; Settersten, 2015). In earlier
chapters you read that children suffer when their parents fight, that family
financial stress troubles everyone, that siblings can be role models for
good or for ill.

linked lives
Lives in which the success, health, and well-being of each family member are connected
to those of other members, including those of another generation, as in the relationship
between parents and children.

The concept of linked lives highlights the need for awareness of
intersectionality — that ethnicity, income, and gender affect family
function (Wong, 2018). This is more evident today than ever, in that young
adults less often establish their own families and more often depend on
their families of origin. Further, since family size is smaller, parents have
fewer children and thus are more able to invest in their young-adult
offspring.
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No Thanks     Even living with one’s own children is problematic.

Many emerging adults still live at home, though the percentage varies
from nation to nation. Almost all unmarried young adults in Italy and
Japan live with their parents, as do an increasing number in the United
States. Those who are living with their parents, especially the
“boomerang” group who came back to their parents’ home because they
lost jobs or partnerships, are often depressed. However, those who have
never left, who are now employed and planning to leave, are sometimes
quite happy (Copp et al., 2015).

The crucial test of linked lives is not who lives together but who supports
whom. When young adults have their own residence, many see their
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parents several times a week and phone or text them often (Fingerman et
al., 2012b). That is a sign of family closeness, as support is mutual.

Attitudes are affected by parents, who themselves are affected by their
young-adult children (Padilla-Walker et al., 2018), benefitting both
generations. For example, religious values and practices reflect parental
faith, although they rarely duplicate it. Religious values foster mental
health, reflecting past and current family ties (Haney & Rollock, 2018).

A detailed Dutch study found substantial agreement between parents and
their adult children on contentious issues: cohabitation, same-sex
partnerships, and divorce. Generational differences appeared, with the
young more accepting of diversity than the old; but when parents were
compared with their own children (not young adults in general),
“intergenerational congruence” was apparent (Bucx et al., 2010, p. 131).

Support from Parents
At least according to legend, in former years children left the family home
at age 18 or so, and parents were no longer responsible for them. The term
empty nest came from the idea that children, like little birds, established
their own lives because they were able to fly away without parental help.
That may no longer be the case.

It certainly is not the case financially. Parents of all income levels in the
United States provide substantial help to their adult children, for many
reasons (Padilla-Walker et al., 2012). A major reason is that the parents’
generation has more income. On average, households with the highest
average income are headed by someone aged 45 to 54 (U.S. Census
Bureau, 2019).
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This harks back to the concept of linked lives. In nations such as the
United States, where neither college nor preschool education is free,
family financial help may be crucial for the emerging adult’s later
financial and personal success (Bea & Yi, 2019).

About half of all emerging adults in the United States receive cash from
their parents, in addition to tuition, medical care, food, and other material
support. Most are also given substantial gifts of time, such as help with
laundry, moving, household repairs, and, if the young adult becomes a
parent, free child care. Earning a college degree or raising small children
is almost impossible without family help.

Financial support is less essential in many European nations, where
college tuition is free or less expensive, where early-childhood education
is considered a public right, and where housing and health care are less
costly. Accordingly, parents in Europe usually spend less on their adult
children.

However, European parents support their adult children in many other
ways — the urge to support grown children is universal; specifics depend
on family resources and national policies (Brandt & Deindl, 2013).

In cultures with arranged marriages, parents provide practical support
(such as child care) and emotional encouragement, and they may also
protect their grown child if the chosen marriage is a disaster. For instance,
if the husband severely beats the wife, if the wife refuses sex, if the
husband never works or the wife never cooks, then the parents intervene.
Again, parents respond to the expectations of their culture: They intervene
differently in, say, Cambodia, than they might in, say, Colorado.
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Too Little or Too Much?
A major question everywhere is how much family support is needed. One
example is children in foster care. Because of laws established decades
ago, at age 18, these young people are considered adults, able to take their
place in society. Given all that is now known, this is far too young (Avery
& Freundlich, 2009); few 18-year-olds can manage life on their own.

Financially, some help is available for former foster children (food stamps,
college scholarships), but emotional support and encouragement are still
needed. Without that, former foster children are at risk of almost every
problem.

The emotional needs of foster children were evident in Sweden in a study
of 65 young adults, aged 18 to 26, who once were in foster care (Höjer &
Sjöblom, 2014). Although they were supported well financially, the former
foster children had more problems of every kind, such as arrest, early
parenthood, and mental illness.

By contrast, some parents keep their adult children too dependent. One
example is the so-called helicopter parent, hovering over the emerging-
adult child, ready to swoop down if any problem arises (Fingerman et al.,
2012a). This can occur at college or in the workplace: Parents sometimes
complain about a bad performance review from a work supervisor of their
adult child (Karl & Peluchette, 2016).

helicopter parents
The label used for parents who hover (like a helicopter) over their emerging-adult
children. The term is pejorative, but parental involvement is sometimes helpful.

 Especially for Family Therapists: More emerging-adult children today live
with their parents than ever before, yet you have learned that families often
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function better when young adults live on their own. What would you advise?
(see response, page 502)

Even worse may be the so-called snowplow parents, who try to clear
every obstacle in the path of their children. This erupted in a major U.S.
scandal in 2019, when some parents paid to have college applications
distorted to make their children seem more capable and talented than was
the case (Coleman, 2019).

snowplow parents
Parents who try to remove any impediments in the way of their children. This term is
pejorative; it implies that parents do not allow children to learn how to overcome obstacles
on their own.

The basic problem is that young people begin adulthood later, and older
adults live longer, lengthening the time for possible support from the
parents. What should that support be? Doing laundry? Baking cookies?
Editing papers? Paying bills?
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Who Needs It?     Is Sophia grateful that her mother is making her bed as she moves into her
freshman dorm at Saint Joseph’s College in Maine? Your answer may be influenced by
whether you identify with the mother or the daughter.

All of this may keep young adults dependent, not learning from their
mistakes, but may aid development. One factor is the parents’ relationship.
If parents fight between themselves and then one parent intrudes in the life
of the emerging adult to compensate for the poor marital relationship, that
is particularly harmful to the child (Kumar & Mattanah, 2018). On the
other hand, mutual care and support is beneficial for the entire family, as
the life of each person is linked to the others.

One mother explains that her son doesn’t come home from college as
often as she would like, but when he does, he brings bags of dirty laundry
that she washes and



1560

I always send him back with some food and maybe a little bit of money as
well…. I just feel that he is my baby, and I feel as though I am still
providing for him, if I at least know he is eating right and has enough
money.

[quoted in Hendry & Kloep, 2011, p. 84]

Cultural norms matter, too. In mainstream American culture, unsolicited
parental advice is not welcome. One mother says her tongue is scarred
from biting it so much.

Yet among many cultures (including some American subcultures), parents
advise their grown children about everything from clothing styles to
marriage partners — they would consider themselves remiss not to do so.
Americanized emerging adults might say that is hostile and intrusive,
whereas their parents might consider that reaction from their adult
children to be selfish and rude.

Given the reality that emerging adults are not yet mature, and the lifelong
need for family support, it may be that parental involvement of all kinds
benefits the children. Too much parental protection hinders growth, but
too much criticism of helicopter parents may undercut family
relationships, and may result in loneliness and isolation in both
generations rather than self-reliant young adults.

Most emerging adults find a balance: Only about 20 percent of them
disclose personal as well as routine information about their lives to their
parents. In general, some distance is better, but individuals vary by culture
and personality (Son & Padilla-Walker, 2019). Family lives are linked, but
time, place, and family interaction determine when chains are restrictive
and when support is beneficial.
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Friendship
Friends are another important source of support for emerging adults.
Lifelong friends increase our understanding of our experiences via self-
expansion (Aron et al., 2013); they enlarge our understanding as we
absorb their experiences and ideas.

Friends in Emerging Adulthood
Since fewer emerging adults today are married and have children, their
social world can, and usually does, include friends who provide needed
companionship and critical support. Unlike relatives, friends are selected
for their ability to be loyal, trustworthy, supportive, and enjoyable — a
mutual choice, not an obligatory one.

Thus, friends understand and comfort each other when romance turns sour,
and they provide useful information about everything from which college
to attend to which socks to wear. For example, many young adolescents
are depressed about how their bodies appear. Interviews with 26-year-olds
found that negative body image lifted in late adolescence and early
adulthood, primarily because of friends who reassured them about their
bodies (Gattario & Frisén, 2019).

People tend to make more friends during emerging adulthood than at any
later period. They often use social media to extend and deepen friendships
that begin face-to-face, becoming more aware of the day-to-day
tribulations and celebrations of their friends.

Some older adults originally feared that increasing Internet use would
diminish the number or quality of friendships. That fear has been proven
false.
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Internet users tend to have more face-to-face friends, to know more about
political and social events, and to advance in learning, all examples of
self-expansion. Internet use is neither a boon nor a burden to emerging
adults; the benefit or harm depends on the person (Castellacci & Tveito,
2018; Hood et al., 2017; Blank & Lutz, 2018).

Same Situation, Far Apart: Good Friends Together     These smiling emerging adults show
that friendship matters everywhere. Culture matters, too. Would the eight Florida college
students celebrating a 21st birthday at a Tex-Mex restaurant (left) be willing to switch places
with the two Tibetan workers (right)?

Friendship patterns change with maturation. Young adults want many
friends, and they work to gather them — befriending classmates; attending
parties; speaking to strangers at concerts, on elevators, in parks, and so on.
At about age 30, a switch begins, when quality becomes more important
than quantity (Carmichael et al., 2015). Consequently, some friendships
from early adulthood fade away, but others deepen. Social media helps
with both processes.

THINK CRITICALLY: Can a person with many friends also be lonely?

There is a paradox here. Not only do young adults, on average, have more
friends and acquaintances than adults of other ages, they also have more
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loneliness. Only adults over age 80 have higher rates of loneliness
(Luhmann & Hawkley, 2016).

This leads us back to Erikson, who notes that each ongoing relationship
demands some personal sacrifice, including vulnerability that brings
deeper self-understanding and shatters the isolation of too much self-
protection. To establish intimacy, the young adult must

face the fear of ego loss in situations which call for self-abandon: in the
solidarity of close affiliations [and] sexual unions, in close friendship and in
physical combat, in experiences of inspiration by teachers and of intuition
from the recesses of the self. The avoidance of such experiences … may
lead to a deep sense of isolation and consequent self-absorption.

[Erikson, 1993a, pp. 163–164]

Gender and Friendship
It is a mistake to imagine that men and women have opposite friendship
needs. All humans seek intimacy throughout their lives. Claiming that
men are from Mars and women are from Venus ignores reality: People are
from Earth (Hyde, 2007).

Nonetheless, for cultural and biological reasons, some sex differences are
traditional. A meta-analysis of 37 studies (Hall, 2011) found that men
shared activities and interests. They talked about external matters —
sports, work, politics, cars. They were less likely to tell other men of their
failures, emotional problems, and relationship dilemmas; if they did, they
expected practical advice, not sympathy.

Women’s friendships were typically more intimate and emotional. They
expected to share secrets with their friends and engage in self-disclosing
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talk, including difficulties with their health, romances, sex life, and
relatives. Women reveal their weaknesses and problems and receive an
attentive and sympathetic ear, a shoulder to cry on.

Physical touch showed sex differences as well. Men rarely touched each
other except in aggressive activities, such as competitive athletics or
military combat. The butt-slapping or body-slamming immediately after a
sports victory, or the sobbing in a buddy’s arms in the aftermath of a
battlefield loss, are less likely in everyday life. Many women routinely
hug friends in greeting or farewell; men might fist bump or hand slap.

Male–Female Friendships

 Especially for Young Men: Why would you want at least one close friend
who is a woman? (see response, page 502)

The gender differences above may now be less apparent, since gender
divisions are changing. As already noted, gender differences are cultural,
not biological. One difference is apparent: Male–female friendships are no
longer rare. Some male–female friendships are platonic and some include
sex (called “friends with benefits”) (Weger et al., 2019). Neither is a
hookup (sex without friendship) or a romance (a couple in love).

Same-sex and cross-sex friendships develop among people of every sexual
orientation. One study of friendships included 25,185 adults, 1,361 who
were sexual minorities (Gillespie et al., 2015). The number of friends was
quite similar among people of every sexual orientation and gender
identity.
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As earlier research on heterosexual adults had reported, most people had
at least three same-sex friendships and at least two of the other sex. Gay
men under age 30 tended to have the highest number of cross-sex friends,
perhaps because their cross-sex friendships avoided the sexual tension that
heterosexual cross-sex friendships might entail.

In this study, participants were asked how many friends they could discuss
sex with, celebrate their birthdays with, or call if in trouble late at night.
Not surprisingly, all groups thought of more people to celebrate birthdays
with than to talk about sex with. Generally, the number of friends to call
when in trouble was between the other two numbers (see Figure 19.3).

FIGURE 19.3

Same, Yet Different     The authors of this study were struck by how similar the
friendship patterns of sexual minority and majority people were. As you see, the
one noticeable trend is age, not sexuality. People over 30 reported fewer friends
overall, and fewer other-sex friends in particular, from an average of 2.6 to an
average of 2.1.

Data from Gillespie et al., 2015.
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Description
The graph plots the sexual orientation of both the genders on the horizontal
axis and the average number of friends from 0 to 6 in the increments of 1.
The data are as follows: Heterosexual men: Person under age 30: Number of
same-sex friends: 4.8, Person under age 30: Number of other-sex friends: 2.4,
Person over age 30: Number of same-sex friends: 3.2 percent, Person over
age 30: Number of other-sex friends: 1.9. Heterosexual Women: Person under
age 30: Number of same-sex friends: 3.5, Person under age 30: Number of
other-sex friends: 2.4, Person over age 30: Number of same-sex friends: 3.1
percent, Person over age 30: Number of other-sex friends: 2. Gay men:
Person under age 30: Number of same-sex friends: 3.2, Person under age 30:
Number of other-sex friends: 3.2, Person over age 30: Number of same-sex
friends: 3.3 percent, Person over age 30: Number of other-sex friends: 2.1.
Lesbian women: Person under age 30: Number of same-sex friends: 4, Person
under age 30: Number of other-sex friends: 1.9, Person over age 30: Number
of same-sex friends: 3.5 percent, Person over age 30: Number of other-sex
friends: 2. Bisexual men: Person under age 30: Number of same-sex friends:
3.6, Person under age 30: Number of other-sex friends: 3, Person over age 30:
Number of same-sex friends: 2.9 percent, Person over age 30: Number of
other-sex friends: 1.9. Bisexual women: Person under age 30: Number of
same-sex friends: 3.4, Person under age 30: Number of other-sex friends: 2.7;
Person over age 30: Number of same-sex friends: 3.2 percent, Person over
age 30: Number of other-sex friends: 2.6. All data are approximate.
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In this study, the number of friends did not correlate with life satisfaction,
but the quality of friendship did (Gillespie et al., 2015). Everyone benefits
from good friends.

WHAT HAVE YOU LEARNED?

1. How does the idea of linked lives apply to emerging adults?

2. What kinds of support do parents provide their grown children?

3. What are the advantages and disadvantages of having a “helicopter parent”?

4. What special difficulties occur for emerging adults who were foster children?

5. How are friendships different for young adults and older adults?

6. How does sexual orientation affect friendship?
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Romantic Partners
“Falling in love” is a common experience for emerging adults. But

exactly what that means is affected by many particulars — personality,
age, cohort, and gender among them.

The Dimensions of Love
“Love” itself has many manifestations. In a classic analysis, Robert
Sternberg (1988) described three distinct aspects of love: passion,
intimacy, and commitment. The presence or absence of these three gives
rise to seven different forms of love (see Table 19.2).

TABLE 19.2 Sternberg’s Seven Forms of Love

Present in the Relationship?

Form of Love Passion Intimacy Commitment

Liking No Yes No

Infatuation Yes No No

Empty love No No Yes

Romantic love Yes Yes No

Fatuous love Yes No Yes

Companionate
love

No Yes Yes

Consummate Yes Yes Yes



1569

love

Information from Sternberg, 1988.

Early in a relationship, passion is evident in falling in love, an intense
physical, cognitive, and emotional onslaught characterized by excitement,
ecstasy, and euphoria. The entire body and mind, hormones and neurons,
are activated; the person is obsessed (Sanz Cruces et al., 2015).

Passionate love is difficult to measure. In fact, 33 scales attempt to
measure it; each of these is distinct, although overlap is also common
(Hatfield et al., 2012).

Intimacy is knowing someone well, sharing secrets as well as sex. This
aspect of a romance is reciprocal, with each partner gradually revealing
more as well as accepting more of the other’s revelations. The moonstruck
joy of passionate love can become bittersweet as intimacy increases. As
one observer explains, “Falling in love is absolutely no way of getting to
know someone” (Sullivan, 1999, p. 225).

The research is not clear about the best schedule for passion and intimacy,
whether they should progress slowly or quickly, for instance. According to
some research, they are not always connected, as lust arises from a
different part of the brain than affection (Langeslag et al., 2013; Fisher,
2016a).

For those who follow the current Western pattern of love and marriage,
commitment is the least common in early adulthood, as it takes time and
effort. It grows through decisions to be together, mutual caregiving, shared
possessions, and forgiveness (Schoebi et al., 2012). Social forces
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strengthen or undermine commitment; that’s why in-laws are often the
topic of jokes and arguments, and why a spouse might be unhappy with
their mate’s close friends.

Commitment is powerfully influenced by culture. When cultures endorse
arranged marriages, commitment occurs early on, before passion or
intimacy. A study of husbands and wives in arranged marriages reports
that the commitment by both partners to make the marriage work led to
love, not vice versa. One husband said:

Perhaps I could say that love involves commitment or [that] marriage is a
commitment to love. From the beginning I was committed to love [my
wife]. Sometimes I have been challenged to keep the commitment or just
challenged to love her, but I do my best to be a loving husband. Loving her
is usually easy but sometimes not.

[quoted in Epstein et al., 2013, pp. 352–353]

Couples are affected by whether or not their friends and acquaintances
endorse the value of committed relationships. An odd correlation was
found in Sweden: Couples who lived in detached houses (with yards
between them) broke up more often than did couples living in attached
dwellings (such as apartments). Perhaps “single-family housing might
have deleterious effects on couple stability due to the isolating lack of
social support for couples staying together” (Lauster, 2008, p. 901). In
other words, suburban couples may be too far from their neighbors to
receive encouraging and helpful advice when conflicts arise.
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Postponing Parenthood?     A challenge for many adults is how to combine work and family.
Most postpone parenthood, but Shaun Creeden took another path. Here he holds his infant
son, Dean, at his graduation from New York University.

When children are born, passion may fade for both partners, but
commitment increases. This may be one reason why most sexually active
young adults try to avoid pregnancy unless they believe their partner is a
lifelong mate. [Life-Span Link: The relationship of parenthood to marital
satisfaction is discussed in Chapter 22.]

The Ideal and the Real
In Europe in the Middle Ages, love, passion, and marriage were
considered to be distinct phenomena. Currently, however, the Western
ideal of consummate love includes all three components: passion,
intimacy, and commitment.
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For developmental reasons, this ideal is difficult to achieve. Passion seems
to be sparked by unfamiliarity, uncertainty, and risk, all of which are
diminished by the familiarity and security that contribute to intimacy and
by the time needed for commitment.

In short, with time, passion may fade, intimacy may grow and stabilize,
and commitment may deepen. This pattern occurs for all types of couples
— married, unmarried, and remarried; gay, lesbian, and straight; young,
middle-aged, and old; in arranged, guided, and self-initiated relationships.
In this chapter we focus on the young, many of whom shy away from
commitment. The reason may be that they are trying to coordinate their
identity with that of a life partner — not an easy task (Shulman &
Connolly, 2013).

Thus far on the subject of finding a partner, we have described the
universal drives of young adults — drives that have been part of the
human species for thousands of years. It seems that love is a universal
emotion, and thus passion, intimacy, and commitment have been built into
every culture.

Hookups
As already mentioned, a hookup is a sexual interaction between partners
who do not know each other well, perhaps having met just a few hours
before. The phrase, and the experience, arose from emerging adults, first
on college campuses in the United States, with scholars describing a new
hookup culture. When such a relationship occurred in prior generations, it
was either prostitution or illicit, as in a “fling” or a “dirty secret.” No
longer.

hookup
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A sexual encounter between two people who are not in a romantic relationship. Neither
intimacy nor commitment is expected.

Hookups are more common among first-year college students than among
those about to graduate, perhaps because older students want partners.
Thus, a hookup is considered a temporary act and does not diminish the
desire to enter a committed relationship sometime in the future (James-
Kangal et al., 2018). As one student put it, “if you hook up with somebody
it probably is just a hookup and nothing is going to come of it” (quoted in
Bogle, 2008, p. 38).

The desire for physical sex without emotional commitment is stronger in
young men than in young women, either for hormonal (testosterone) or
cultural (women want committed fathers if children are born) reasons. In a
U.S. survey of 18- to 24-year-olds who had completed at least one year of
college, 56 percent of the men but only 31 percent of the women said they
had had a hookup (Monto & Carey, 2014).

As contraception, employment, and college education have changed
women’s lives, this “guy” pattern includes more females. The hookup
rates for women are about twice as high in the twenty-first century as they
were late in the twentieth century, although men’s rates did not increase as
much (Monto & Carey, 2014). Nonetheless, women are less likely to hook
up and less happy when they do.

Indeed, some of the current college awareness of date rape and sexual
assault may be fueled by women’s reluctance to be involved in casual sex
and men’s assumption that their dates share their sexual desires. Of course,
this topic is complicated by many old myths and falsehoods. Three of
those misleading myths: (1) Men can’t control themselves; (2) women
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want sex even when they don’t admit it; and (3) rape is an attack by a
stranger, or involving a woman who is drugged, not an aggressive act
between acquaintances (Deming et al., 2013).

The ideal sexual interaction during emerging adulthood is obviously a
complex topic, one that cannot be described in a few paragraphs here.
However, as has been apparent many times in this text, the body and the
psyche function together, so the hope that sex can occur with no psychic
consequences is an illusion (Fisher, 2016b). The hookup is not merely a
physical activity.

Interestingly, emerging adults of both sexes who want a serious
relationship with someone recognize this. They are likely to begin their
courtship with covert glances, spoken pleasantries, direct gazing, casual
touch, more serious talk, and more — all before beginning sexual
interaction (Fisher, 2016b).

Although most U.S. emerging adults find premarital sex acceptable, only
about 5 percent consider extramarital sex sometimes OK. That
extramarital approval rate is similar in men and women and is actually
slightly lower than 20 years ago (Monto & Carey, 2014).

Finding Each Other and Living Together
One major innovation of the current cohort of emerging adults is the use
of social networks, as the online connections between dozens or hundreds
of people are called. Virtually all emerging adults have smartphones and
social-networking accounts, and some of them use this technology many
times each day to keep in touch with others. Use increased rapidly from
2010 on, but this rise has now stopped — in part because use is near
universal (Hitlin, 2018).
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Just Friends?     This photo was taken in a public park in Isfala, Iran. Given that context,
these two are probably more than friends.

 Observation Quiz: What indicates that this is romance, not mere
friendship? (see answer, page 502) 

Many young adults seeking romance join one or more matchmaking Web
sites that provide dozens of potential partners to meet and evaluate. Often
physical attraction is the gateway to a relationship. Intimacy and then
commitment require much more.

The large number of possible partners whom young adults find — the
thousands of fellow students at most colleges or the hundreds of
suggestions that matchmaking sites provide — causes a potential problem,
choice overload, when too many options are available. Choice overload
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makes some people unable to choose, and it increases second thoughts
after a selection is made (Chernev et al., 2015).

choice overload
Having so many possibilities that a thoughtful choice becomes difficult. This is
particularly apparent when social networking and other technology make many potential
romantic partners available.

 Especially for Social Scientists: Suppose your 25-year-old Canadian friend,
never married, says, “Look at the statistics. If I marry now, there is a 50/50
chance I will get divorced.” What three statistical facts allow you to insist, “Your
odds of divorce are much lower”? (see response, page 502)

Choice overload has been proven with many consumer goods (jams,
chocolates, pens, restaurants), but it applies to mate selection as well.
Having many complex options that require weighing present and future
advantages and disadvantages (trade-offs are inevitable in partner
selection) may be overwhelming and lead to poor decisions (Lee & Chiou,
2016). One solution provided by some Internet dating sites is to allow the
program to do the filtering, selecting possible mates based on mutual
interests and background.

Because Internet dating sites offer a plethora of choices, overload makes
people who choose to meet someone in person wonder whether they
should have chosen someone else, or whether the computer algorithm
missed a good match (Tong et al., 2016; D’Angelo & Toma, 2016).
Fortunately, most people overcome this liability.

Changing Historical Patterns
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Love, romance, and lasting commitment all remain of primary importance
for emerging adults. Nonetheless, a defining characteristic of emerging
adults is that they marry later, in part because marriage is no longer what it
once was — a legal and religious arrangement that was the exclusive
avenue for sexual expression, the only legitimate prelude to childbearing,
and a lifelong source of intimacy and support. Now, sex almost always
begins before marriage, and almost as many babies are born to unmarried
people as to married couples.

Further evidence for this cultural shift is found in U.S. statistics:

Less than half of all adults aged 18 to 65 are married and living with
their spouse.
Only one-fifth of all emerging adults marry before age 25.
The divorce rate is almost half the marriage rate, primarily because
fewer people marry, and those who divorce are more likely to marry
again as well as divorce again.
Women having their first baby under age 30 are more often unmarried
than married.

[U.S. Census Bureau, 2018]

Such statistics make some people fear that marriage is a dying institution.
However, few developmentalists hold that assessment. They believe that
emerging adults are postponing, not abandoning, marriage. The efforts that
gay and lesbian couples made to achieve marriage equality, the backlash in
“defense of marriage,” and then the 400,000 gay and lesbian couples who
wed suggest the power of the institution.

What does seem to have occurred, however, is a change in the relationship
between love and marriage. Three distinct patterns were evident in former
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centuries.

In about one-third of the world’s families, love did not lead to
marriage because parents arranged matches that joined two families
together.
In roughly another one-third, adolescents met only a select group
(single-sex schools keep them from unsuitable mates). Some then
decided to marry, and young men asked the young women’s fathers
for “her hand in marriage.” Parents supervised interactions and then
bestowed their blessing. (When parents disapproved, young people
separated reluctantly or eloped — neither of which occurs often
today.)
A third pattern involves what were called love marriages, which
distinguishes them from the first two. Young people met thousands of
others, sometimes falling in love and having sex, but they did not
expect to marry until they were able to be independent, both
financially and emotionally.

The “one-third” suggested for each of the first two types is a rough
approximation. In former times, nearly all marriages were of the first type,
and the rest were of the second type.

Currently, the practice in developing nations often blends these two types.
For example, in modern India most brides believe they have a choice, but
one source says that two-thirds of Indian brides meet their husband for the
first time on their wedding day (Allendorf & Pandian, 2016).
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How to Find Your Soul Mate     Tiago and Mariela met on a dating site for people with
tattoos, connected on Skype, moved in together, and soon were engaged to marry.

The final pattern is relatively new (although familiar to most readers of
this book) but is becoming the most common one. The choices of the
young couple tilt toward personal qualities observable at the moment —
appearance, hygiene, sexuality, a sense of humor — and not to qualities
that parents value, such as religion, ethnicity, and evidence of long-term
stability. (See A Case to Study.)

A CASE TO STUDY

My Students, My Daughters, and Me
I was married late for my cohort (at age 25) to a man my parents never met until we
were very much a couple. I had children late for my cohort (two by age 30 and
another two by age 40).
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Of my four children, only one is married — and she and her husband decided to
marry so they could both have health insurance. My other three daughters are older
than I was when I married, and they are still single. I am proud of all four; they are
admirable women working in professions that I respect. But sometimes I wonder
why they did not marry.

Few of my young college students have children, and even fewer of them are
currently married. I pay close attention to their thoughts about love and marriage.
Emerging adult Kerri wrote:

All young girls have their perfect guy in mind, their Prince Charming. For me he will
be tall, dark, and handsome. He will be well educated and have a career with a strong
future … a great personality, and the same sense of humor as I do. I’m not sure I can do
much to ensure that I meet my soul mate. I believe that is what is implied by the term
soul mate; you will meet them no matter what you do. Part of me is hoping this is true,
but another part tells me the idea of soul mates is just a fable.

[Personal communication]

Kerri’s classmate Chelsea, also an emerging adult, wrote:

I dreamt of being married. The husband didn’t matter specifically, as long as he was
rich and famous and I had a long, off-the-shoulder wedding dress. Thankfully, my
views since then have changed…. I have a fantastic boyfriend of almost two years who
I could see myself marrying, as we are extremely compatible. Although we are
different, we have mastered … communication and compromise…. I think I will be
able to cope with the trials and tribulations life brings.

[Personal communication]

Neither of these students is naive. Kerri uses the words Prince Charming and fable
to express her awareness that her ideas are childish, and Chelsea seems to have
moved beyond her “long, off-the-shoulder wedding dress.”

My students reflect the attitudes of most emerging-adult women, as found in a study
that asked college students to reflect on the media portrayal of love and their own
attitudes (Koontz et al., 2019). For example, one wrote:

You’d like to have a perfect marriage. Your husband is the prince and you are the
princess. But I think realistically no. Because it’s more important that my husband just
treats me right. Not necessarily have to [sic] treat me like a princess…. as long as you
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love each other and respect each other and you trust each other and he makes me laugh.
To me that means more than whether he treats me like I’m Cinderella … as I grow
older, the realistic side of it comes out more which is probably a good thing.

[Personal communication]

I wish every young adult well. As a scientist, I read about divorce and the pain of
separation; I do not want that for my children or my students. They are wise to be
wary of marriage.

But as a mother, I wish that all of my daughters would have loving partners,
committed to them for life. When my daughters were babies, I imagined them in
homes with lawns, picket fences, children, a dog, and a cat. Ridiculous. Foolish. Not
logical. Bad for the planet.

Even worse, I sometimes blame myself. Did I promote female independence too
much, forgetting to highlight my happy marriage? Certainly my daughters are not
unlike millions of their peers, and like most of my students, influenced by their
context as I was. My postformal mind makes me realize that their attitudes and
practices may be better in the twenty-first century than mine are. Still …

This is true worldwide. In parts of India, love marriages have become
more popular than arranged marriages, but marrying someone of a higher
or lower caste is still much more troubling to the parents than to the
emerging adults (Allendorf, 2013).

For Western emerging adults, love is considered a prerequisite for
marriage, according to a survey of 14,121 individuals of many ethnic
groups and sexual orientations (Meier et al., 2009). They were asked to
rate from 1 to 10 the importance of money, racial background, long-term
commitment, love, and faithfulness for a successful marriage or a serious,
committed relationship. Faithfulness was the most important of all (rated
10 by 89 percent), and love was almost as high (rated 10 by 86 percent).
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By contrast, most thought being from the same race was not important (57
percent rated it 1, 2, or 3).

Cohabitation
The fact that marriage is often postponed, and that sex sometimes occurs
without commitment, does not mean that emerging adults do not hope for
a committed romantic partnership. In fact, having a steady partner is still
sought. This makes sense for human development: Young adults in
romantic relationships tend to be happier and healthier than their lonely
peers.

What has changed is the rise of cohabitation, living with an unmarried
partner. Cohabitation was relatively unusual 50 years ago: Only 1 in 9
marriages in 1970 began with cohabitation. Now cohabitation is the norm
(see Figure 19.4). About three of every four couples cohabit before
marriage (Rosenfeld & Roesler, 2019).

cohabitation
An arrangement in which a couple lives together in a committed romantic relationship but
are not formally married.

FIGURE 19.4
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More Together, Fewer Married     As you see, the number of cohabiting male–
female households in the United States has increased dramatically over the past
decades. These numbers are an underestimate: Couples do not always tell the
U.S. Census that they are living together, nor are cohabiters counted within their
parents’ households. Same-sex couples (not tallied until 2000) are also not
included here.

Data from U.S. Census Bureau, 2015 and earlier years.

Description
The graph plots years along the horizontal axis from 1970 to 2015 in
increments of 5 and the number of male, female unmarried partners in
households in millions from 0 to 8 in increments of 1. The data from the
graph is as follows: 0.5 million for the year 1970, 1 million for the year 1975,
2 million for the year 1980, 2.1 million for the year 1985, 3.1 million for the
year 1990, 3.8 million for the year 1995, 4 million for the year 2000, 4.7
million for the year 2005, 7 million for the year 2010, and 7.5 million for the
year 2015. All data are approximate.
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Cohabitation rates vary from nation to nation. Almost everyone in Canada
and Europe cohabits at some point. Many people in Sweden, France,
Jamaica, and Puerto Rico live with a partner for decades, sometimes all
their lives, never marrying.

Although marriage rates are down and cohabitation is up in every
demographic group, education increases the chance of marriage and
marital childbearing. Cohabiting couples without college degrees have
children about five times as often as couples the same age who have
graduated from college (Lundberg et al., 2016).

The reason is not that college graduates know something that others do
not. Instead, they are more likely to have a steady, well-paying job, which
often is considered a requirement for marriage. Some young women who
cannot find a suitable mate decide that they would rather have a child than
an unemployable husband.

Data Connections activity Technology and Romance: Trends for U.S. Adults
examines how emerging adults find romantic partners.
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In some nations — including Japan, Ireland, and Italy — cohabitation is
not yet the norm, although it is becoming increasingly common. For
example, Spain was once a nation where cohabitation was unusual; now
one-third of all couples in Spain live together before they marry, a pattern
that has become accepted and preferred (Dominguez-Folgueras & Castro-
Martin, 2013).

OPPOSING PERSPECTIVES

Making Divorce More Likely?
Many emerging adults consider cohabitation to be a wise choice, a prelude to
marriage, a way for people to make sure they are compatible before tying the knot
and thus reducing the chance of divorce. However, research suggests otherwise.

Contrary to widespread belief, living together before marriage does not prevent
problems after a wedding. There is a short-term benefit, in that divorce in the first
year after marriage is lower in couples who have lived together. After that, however,
rates of divorce rise in couples who have previously cohabited, especially if they
have lived with someone other than the person they eventually married (Rosenfeld &
Roesler, 2019).

Some emerging adults want to avoid customs and institutions. They believe that
cohabitation allows a couple to have the advantages of marriage without the legal
and institutional trappings.

But cohabitation is unlike marriage in many ways. Cohabiters are less likely to pool
their money, less likely to have close relationships with their parents or their
partner’s parents, less likely to take care of their partner’s health, more likely to
commit crimes, and more likely to break up (Forrest, 2014; Guzzo, 2014; Hamplová
et al., 2014).

Particularly problematic is churning, when couples live together, then break up, and
then come back together. Churning relationships have high rates of verbal and
physical abuse (Halpern-Meekin et al., 2013) (see Figure 19.5). Cohabitation is
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fertile ground for churning because the partners are less committed to each other
than if they were married, but they cannot slow down their relationship as easily as if
they were not living together.

FIGURE 19.5

Love You, Love You Not     In a random sample of unmarried emerging adults (half
men, half from two-parent homes, two-thirds European American, all from Toledo,
Ohio) who had had a serious dating or cohabiting relationship in the past two years,
some (15 percent) had broken up and not reunited, some (41 percent) had been together
without breaking up, and some (44 percent) were churners, defined as having broken up
and gotten together again with their partner. As you see, young-adult relationships are
often problematic, but churning correlates with the stormiest relationships, with half of
churners fighting both physically and verbally.

Data from Halpern-Meekin et al., 2013.

Description
The graph plots the types of conflict and abuse on the horizontal axis along with the
percent on the vertical axis from 0 to 70 in increments of 10. The data from the graph is
as follows: Physical contact: Consistently together: 27 percent, Consistently broken up:
26 percent, Unstable or churning: 58 percent; Verbal abuse: Consistently together: 43
percent, Consistently broken up: 45 percent, Unstable or churning: 64 percent; Physical
and Verbal conflict: Consistently together: 20 percent, Consistently broken up: 18
percent, Unstable or churning: 48 percent. All data are approximate.
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Although research suggests many problems with cohabitation, most emerging adults
do it, and most of their grandparents did not. Of course, humans tend to justify
whatever they do. In this case, cohabiting adults typically think they have found
intimacy without the restrictions of marriage. Are they fooling themselves?

If so, gay and lesbian couples may be fooling themselves as well. When same-sex
couples were finally allowed to marry in the United States, about 400,000 couples
did so — many of whom had been cohabiting for decades. They thought marriage
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was better than cohabitation. Interestingly, most of them married to express their
love and commitment, exactly the reasons that other-sex couples marry. There are
many legal advantages for married couples, especially if one partner gets sick or
dies, but that is not the usual reason for marriage.

Most researchers thought that cohabitation would reduce the rates of divorce,
because people would know that they really wanted to marry their partners. When
researchers analyzed the data, they were surprised to find that they were mistaken
(Rosenfeld & Roesler, 2019). Now, most emerging adults choose to live together
instead of marrying. Are they mistaken as well?

The meaning and consequences of cohabitation and marriage vary from
couple to couple no matter what their education level or sexual
orientation. However, one definite advantage and one clear disadvantage
have been found in study after study.

The advantage is economic: People save money by living together, so
cohabitation is better financially than living alone. This is a reason given
by many couples who struggle to pay the rent (Sassler & Miller, 2017).
The disadvantage occurs if children are born: Cohabiting partners have
lower incomes than married partners and are less committed to child
rearing, and their children are less likely to excel in school, graduate, and
go to college (Manning, 2015).

Some of these differences relate to the economic status of the parents,
since families with little money are more likely to cohabit, and their
children have reduced well-being because of it. In addition, however,
marriage seems to increase the partners’ commitment to each other and to
their children.

Intimate Partner Violence
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Now we turn to a problem that is particularly common among emerging-
adult couples. Domestic abuse occurs among dating and married couples,
but it is especially common among cohabitating partners (Manning et al.,
2018).

A nationwide survey of 14,155 men and women in the United States found
that 32 percent of the women and 28 percent of the men had experienced
physical violence from an intimate partner, with the most common age at
first abuse between ages 18 and 24 (MMWR, September 5, 2014).

Why this age? Inexperience, hormones, and freedom from parental
supervision all play a part, but two aspects are directly related to emerging
adulthood. One of the correlates of intimate partner violence is that one
partner is NEET (not in education, employment, or training). In that case,
abuse is more likely — true for women and for men, married or cohabiting
(Alvira-Hammond et al., 2014).

The other factor is substance abuse. As you read, alcohol and drug abuse
are more common for people in their early 20s, and that increases the
frequency and severity of interpersonal violence. In emerging adulthood,
the connection between all forms of abuse (as victim and perpetrator) and
drug use may be especially common in women (Ahmadabadi et al., 2019).

Two Forms of Abuse
To know how to mitigate interpersonal aggression, it is useful to
distinguish two types: (1) situational couple violence and (2) intimate
terrorism. Each has distinct causes, patterns, and means of prevention
(Johnson, 2008).
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Situational couple violence occurs when both partners fight — with
words, slaps, and exclusion (leaving home, refusing sex, and so on) — and
yet both partners are sometimes caring and affectionate. The situation
brings out the anger, and then the partners abuse each other. This is the
most common form of domestic conflict, with women at least as active in
situational violence as men.

situational couple violence
Fighting between romantic partners that is brought on more by the situation than by the
deep personality problems of the individuals. Both partners are typically victims and
abusers.

Situational couple violence can be reduced with maturation and
counseling; both partners need to learn how to interact without violence.
Often the roots are in the culture, not primarily in the individuals, which
makes it possible for adults who love each other to learn how to overcome
the culture of violence. Both partners are distressed, which makes it easier
to help them (Sader et al., 2018).

Intimate terrorism is more violent, more demeaning, and more likely to
lead to serious harm. Usually intimate terrorism involves a male abuser
and female victim, although the sex roles can be reversed (Dutton, 2012).
(See Figure 19.6.)

intimate terrorism
A violent and demeaning form of abuse in a romantic relationship, in which the victim
(usually female) is frightened to fight back, seek help, or withdraw. In this case, the victim
is in danger of physical as well as psychological harm.
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FIGURE 19.6

When Did It Begin?     These data are from the U.S. Centers for Disease Control
and Prevention, a reputable source. As you see, when victims are asked when the
first incident of sexual violence, physical violence, or stalking occurred,
emerging adulthood is the most likely time. For a sizable minority, the first
incidence occurred before age 18 (especially for females) or after age 25
(especially for men). Almost never does intimate partner violence begin after age
45 (although victimization, once started, often continues). Not shown here are
other data from this report, which shows that, over their lifetime, about a third of
all adults have been victimized in some way (raped, physically abused,
threatened, stalked). Rates are similar for both women (36 percent) and men (34
percent), although more women sought medical, legal, or psychological help in
recovery than men did (25 percent of all women versus 11 percent of all men).

Data from Smith et al., 2018.

Description
The horizontal axis lists the age of first experience, with five sets of two bars
each. The ages are under 18, 18 to 24, 25 to 34, 35 to 44, and 45+. The
vertical axis has the percent of occurrence, from 0 to 50 with intervals every
5 percentage points. The data are as follows:Under 18 - Male, 15; Female,
2518 to 24 - Male, 41; Female, 4525 to 34 - Male, 25.5; Female, 1935 to 44 -
Male, 10; Female, 645+ - Male, 6; Female, 2
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Terrorism is dangerous to the victim and to anyone who intervenes. It is
also difficult to treat because the terrorist gets some satisfaction from
abuse, and the victim often submits and apologizes. A sign of intimate
terrorism is extreme jealousy and social isolation, which makes it hard for
outsiders to know what is happening, much less to stop it. With intimate
terrorism, the victim must be immediately separated from the abuser,
relocated to a safe place, and given help to restore independence.
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This is a useful distinction, because it helps to know when protection
(including police, safe houses, prison) is needed and when counseling of
both partners is advised. Of course, to some extent interpersonal violence
is a continuum (Love et al., 2018). Some couples need to learn how to
keep from insulting and criticizing each other; at the other extreme, guns
need to be taken away from people who might harm their families. (About
half of all female homicides are the result of interpersonal violence,
usually with guns.)

The scientist who originally distinguished these two forms of intimate
partner abuse says it is a mistake to ask a cross section of people about
their current relationship, since those most severely abused will not, or
cannot, answer honestly. However, when asking about ex-spouses, many
people admit to being victims of intimate terrorism (W. Johnson et al.,
2015).

Traditionally, women, not men, were asked whether they experienced
spousal abuse. It was assumed that females were victims and males were
abusers. It is true that more women are seriously injured or killed by male
lovers than vice versa — evident in every hospital emergency room or
police summary. However, when the definition of abuse includes threats,
insults, and slaps as well as physical battering, women are more likely to
be abusers than men are.

This was one finding in a study of the effect of witnessing domestic abuse
as a child. Such girls were more likely to become abusive to their partners
in emerging adulthood than the boys were (Kaufman-Parks et al., 2018).
That fact may help fathers be more respectful of their wives. One man
said, after his young daughter witnessed a violent argument, “I really had
to stand back and just check myself on that because do I want my little
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Doodlebug growing up and seeing that and thinking it’s okay for her man
to treat her that way” (Merchant & Whiting, 2018).

The original, mistaken male-abuser/female-victim assumption occurred
because men are physically stronger, thus causing more injury. Moreover,
men are reluctant to admit that they are victims, and outsiders are less
likely to believe them.

Likewise, same-sex couples hesitate to publicly acknowledge conflict,
although in domestic violence and most other aspects of relationships,
they are very similar to heterosexual couples (Kurdek, 2006; Stults et al.,
2019).

Social scientists have identified numerous causes of domestic violence,
including youth, poverty, personality (such as poor impulse control),
mental illness (such as antisocial disorders), and substance use disorder.
Developmentalists note that many children who are harshly punished or
sexually abused, or who witness domestic assault, grow up to become
abusers or victims themselves.

Just as we now know it is a mistake to assume that women are victims and
men are perpetrators, it is also a mistake to think that interpersonal
violence happens only in established relationships. A study of college
students in dating relationships found that about 20 percent had
experienced interpersonal violence, with the same predictors as for those
in marriages, specifically childhood experiences and current alcohol use
(Paat & Markham, 2019).

Knowing causes points toward primary prevention. Halting child
maltreatment, for instance, averts some later abuse. For tertiary
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prevention, all medical professionals need to recognize the signs (such as
depression, anger, bruises, silence) of intimate partner violence, a
preventable health problem (Collett & Bennett, 2015).

Concluding Hopes
Asking people about their lives, and encouraging them to talk to each
other, is good advice for every problem in emerging adulthood. In Chapter
17, risk taking is reduced when people talk about the implications of what
they do. In Chapter 18, listening to the experiences and beliefs of others,
particularly in college classes, advances postformal thought. In this
chapter, we emphasized the benefits of having friends and lovers who
expand one’s mind.

Fortunately, most emerging adults, like humans of all ages, have strengths
as well as liabilities. Many survive risks, overcome substance abuse, think
more deeply, combat loneliness, and deal with other problems through
further education, maturation, friends, and family. If they postpone
marriage, prevent parenthood, and avoid a set career until their identity is
firmly established and their education is complete, they may be ready and
eager for all the commitments and responsibilities of adulthood (described
in the next chapters).

WHAT HAVE YOU LEARNED?

1. What is the relationship among Sternberg’s three aspects of love?

2. How have reasons to marry changed over the past century?

3. What are the advantages and disadvantages of cohabitation?

4. Why is it useful to distinguish common couple violence from intimate
terrorism?
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5. What does the research on domestic violence suggest about primary
prevention?
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Chapter 19 Review

SUMMARY

Identity Achievement

1. For today’s youth, the identity crisis continues into adulthood. In
multiethnic nations, ethnic identity becomes important but difficult
to achieve, and it requires complex psychosocial adjustment.

2. Vocational identity requires knowing what career one will have.
Few young adults are certain about their career goals. Many
societies offer some moratoria on identity achievement (such as
college) that allow postponement of vocational identity.

3. Current economic circumstances make vocational identity
particularly difficult. Many adults of all ages switch jobs, with
turnover particularly quick in emerging adulthood. Most short-term
jobs are not connected to the young person’s skills or ambitions.

4. Personality can change in early adulthood. Genes and childhood
influences are always factors, but many people improve their
personal characteristics once they are able to make their own
choices.

Identity and Intimacy

5. Family support is needed lifelong. Family members have linked
lives, always affected by one another and often helping those older
and younger.

6. In most nations, emerging adults and their parents are closely
connected. Sometimes this means living in the same household, but
even when it does not, complete separation of the two generations
is unusual.
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7. Especially in nations with less public support for young adults,
parents often pay college costs, provide free child care, and
contribute in other ways to their young-adult children’s welfare.
Parental financial and emotional support for emerging-adult
children usually is helpful, but too much may impede
independence.

8. Friendships are needed at every age, particularly in emerging
adulthood. Close friendships typically include some other-sex as
well as same-sex friends, with few differences found for adults of
various sexual orientations. Women may exchange more
confidences and physical affection with their friends than men do.

Romantic Partners

9. Romantic love is complex, involving passion, intimacy, and
commitment. In some nations, commitment is crucial and parents
arrange marriages with that in mind. Among emerging adults in
developed nations, passion is more important but does not
necessarily lead to marriage.

10. Many emerging adults use social networking and matchmaking
sites on the Internet to expand and deepen their friendship circles
and mating options. This has advantages and disadvantages.

11. Cohabitation is increasingly common, with marked national
variations. This arrangement does not necessarily improve marital
happiness or stability.

12. Marriages work best if couples are able to communicate well.
Conflict is part of many intimate relationships.

13. Spousal abuse is common worldwide. In situational couple
violence, both partners need to learn how to love each other. In
other cases (intimate terrorism), the abused spouse needs to leave
the abuser and be protected.
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KEY TERMS

intimacy versus isolation
linked lives
helicopter parents
snowplow parents
hookup
choice overload
cohabitation
situational couple violence
intimate terrorism

APPLICATIONS

1. Talk to three people you would expect to have contrasting views on
love and marriage (differences in age, gender, upbringing, experience,
and religion affect attitudes). Ask each the same questions, and then
compare their answers.

2. Vocational identity is fluid in early adulthood. Talk with several people
over age 30 about their work history. Are they doing what they
expected they would be doing when they were younger? Are they
settled in their vocation and job? Pay attention to their age when they
decided on their jobs. Was age 25 a turning point?

Especially For ANSWERS

Response for Family Therapists (from p. 487): Remember that family
function is more important than family structure. Sharing a home can work
out well if contentious issues — like sexual privacy, money, and household
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chores — are clarified before resentments arise. You might offer a three-
session preparation package to explore assumptions and guidelines.

Response for Young Men (from p. 490): Not for sex! Women friends are
particularly responsive to deep conversations about family relationships,
personal weaknesses, and emotional confusion. But women friends might be
offended by sexual advances, bragging, or advice giving. Save these for a
future romance.

Response for Social Scientists (from p. 494): First, Canada’s divorce rate is
not as high as that of the United States. Second, the divorce rate in the
United States comes from dividing the number of divorces by the number of
marriages. Because some people are married and divorced many times, that
minority drives up the ratio and skews the average. (In the United States,
only one first marriage in three — not one in two — ends in divorce.)
Finally, teenage marriages are especially likely to end: Older brides and
grooms are less likely to divorce. The odds of your friend getting divorced
are about one in five.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 485): No. Read the caption and the
scale on the y-axis. Well-being rose, on average, about 4 percent — a
significant rise, but not a dramatic one.

Answer to Observation Quiz (from p. 494): Note body position, hands, and
her facial expression.

CAREER ALERT

The Career Counselor
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We need more career counselors! Job growth in this occupation is above average,
and so is annual income: 13 percent above and $56,000 a year, according to the
Occupational Outlook Handbook (United States Bureau of Labor Statistics,
2019).

This occupation is both challenging and satisfying: Helping people find the right
work for them benefits individuals, families, and communities. Studying human
development is a good first step, so you are already on your way! After earning a
Bachelor’s degree, a Master’s in counseling is recommended.

As you know from Erikson, vocational identity is crucial, and work is central to
development. Emerging adults often change jobs (every year, on average),
sometimes because they expected the job to be temporary (e.g., summer work as
a waitress, lifeguard, or office assistant). But many employment shifts occur
because young adults are unaware of job availability or of their own skills and
values. Education improves job fit and satisfaction (Ilies et al., 2019), but which
education for which job?

Many adults have not found the best employment for them. They take jobs that
are available; they consult friends and family. They may discover that they hate
their work, or an economic shift may put them out of work. Even if they are
doing work they enjoy, people may be happier with another employer, or self-
employment, or somewhere else. Career counseling needed!

This vocation is especially vital today for at least six reasons:

Most current vocations did not exist a generation ago, making past sources
of job information (parents and teachers) less reliable.
Adult lives change over time, obviously for veterans, for parents with new
babies or growing children, and for immigrants, but also for everyone else.
The economy is shifting, with startups, closed factories, relocated
corporations, and emerging markets.
Long-term unemployment is one of the worst problems of adulthood,
destroying personal happiness, as well as families and communities.
Major groups — women, minorities, people with disabilities — who were
once shut out of productive work now can be vital workers in today’s
economy.
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Adults who enjoy their work, with co-workers, challenges, and hours that
make each day a good one, achieve a fulfilling, productive life.

This career alert follows the chapters on emerging adulthood because floundering
is more common than flourishing during these years. Most high school graduates
know that they need more education in order to be hired for the work they want,
but few know what college courses, requirements, and vocational training satisfy
the demands of the job market. Most employees find their work by chance, or
through word of mouth, or by stumbling across something on the Internet.
Fantasy conflicts with reality; rejection and discouragement are common.
Everyone needs guidance by a wise and informed advisor.

A few decades ago, vocational counselors had a simple task. There were valid
tests of skills and personality, and the counselor used those to match a person
with a career. Holland’s description of six general vocational areas (see page 543)
was one of the best of these matching efforts.

Currently, however, a skilled counselor must do more than match. Vocational
advisors still need to know the current and future job market, but they also must
help each person recognize their particular skills and personality, values and
aspirations (Rothausen & Henderson, 2019).

Career counselors motivate and guide, helping with searches and applications,
role-playing for interviews, crafting résumés, suggesting additional education,
gathering recommendations, encouraging applicants after rejection, analyzing
offers after acceptance, negotiating benefits, and more.

Can you do this?

VISUALIZING DEVELOPMENT

Marital Status in the United States
Adults seek committed partners, but do not always find them — age, cohort, and
culture are always influential. Some choose to avoid marriage, more commonly
in northern Europe and less commonly in North Africa than in the United States.
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As you see, in 2018, U.S. emerging adults were unlikely to marry, middle-aged
adults had the highest rates of separation or divorce, and widows often chose to
stay alone while widowers often remarried.

Description
The introductory text reads, Adults seek committed partners, but do not always find
them–age, cohort, and culture are always influential. Some choose to avoid marriage,
more commonly in northern Europe and less commonly in North Africa than in the
United States. As you see, in 2018, U. S. emerging adults were unlikely to marry,
middle-aged adults had the highest rates of separation or divorce, and widows often
chose to stay alone while widowers often remarried.
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A four part population pyramid infographic titled marital status in the United States
compares percent of men and women across different age groups who are married,
widowed, divorced or separated, and never married. The horizontal axis represents
percentage and is at the top. The vertical axis represents age in years from top to
bottom ranging from 15 years to 85 + years. The total percent of men and women is
given at the top of the vertical axis before the label, 15 years. All values are
approximate.

The first population pyramid is labeled married. The total percent of married men and
women are 51 percent and 49 percent respectively. The percent of men who are
married increases from 25 percent, after reaching 25 years, to 50 percent and above,
after reaching 35 years and stays above 50 percent upon reaching 85 + years. The
percent of women who are married increases to 50 percent upon reaching 35 years
and stays above 50 percent till 80 years. It declines sharply after 85 + years to less
than 25 percent.

The second population pyramid is labeled widowed. The total percent of widowed
men and women are 1 percent and 10 percent respectively. The percent of widowed
men remains negligible till an age of 70 years and finally increases to over 25 percent
upon reaching 85 + years. The percent of widowed women steadily increases at sharp
intervals from 65 years and reaches over 50 percent at an age of 85 + years.

The third population pyramid is labeled divorced or separated. The total percent of
divorced or separated men and women are 10 percent and 12 percent respectively.
The percent of divorced or separated men gradually increases from age 30 till age 50
at 20 percent. It plateaus till 65 years and begins a gradual decline to 80 years at less
than 10 percent. The percent of divorced or separated women displays exactly the
same trend as observed with divorced or separated men.

The fourth population pyramid is labeled never married. The total percent of men and
women who never married are 35 percent and 28 percent. The percent of men and
women who have never married begins at age 15 with a large percent of almost a 100
percent. The trends for both men and women mirror each other. They both display a
steady decline as age increases and display negligible percent upon reaching 65 years
of age.

An infographic below is titled top reasons for getting married according to U. S.
adults. The data is as follows,

Love, 88 percent; Making a lifelong commitment, 81 percent; Companionship, 76
percent; Having children, 49 percent; A relationship recognized in a religious



1605

Part VII Adulthood

CHAPTER 20
CHAPTER 21
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CHAPTER 22
We now begin the seventh part of this text. These three chapters cover
40 years (ages 25 to 65), when bodies mature, minds master new material,
and people work productively.

Adulthood spans such a long period because no particular year is a logical
divider. Adults of many ages marry; raise children; care for aging parents;
are hired and fired; grow richer or poorer; experience births, deaths,
weddings, divorces, illness, and recovery. Thus, adulthood is punctuated
by joys and sorrows, which can occur at any time. Most days are neither
happy nor sad; they are quite similar to the day before or the day after.

Although events are not programmed by age, they are not random: Adults
build on their past — creating their own ecological niche — and prepare
for their future. They choose their activities, communities, and habits.

Culture and context are crucial. Many U.S. adults choose marriage, but an
increasing number of all ages choose cohabitation or partnerships that
involve separate homes. Rates of marriage, singlehood, and divorce vary
markedly not only by age but also by nation: The United States has one of
the highest divorce rates in the world, but divorce is rare in Chile, Malta,
and the Philippines, where it was illegal until recently.

Some experiences once thought to occur to almost every North American
adult — midlife crisis, sandwich generation, and empty nest among them
— are much less common than assumed. As you will see, adulthood is not
what most people think, or thought, or will experience. 
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Chapter 20 Adulthood: Biosocial Development
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✦ Growing Older
Senescence
INSIDE THE BRAIN: Neurons Forming in Adulthood
Outward Appearance
The Senses

✦ The Sexual-Reproductive System
Sexual Responsiveness
The Sexual-Reproductive System in Middle Age

✦ Habits: Good and Bad
Exercise
Drugs
Nutrition
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Correlating Income and Health
✦ VISUALIZING DEVELOPMENT: Adult Overweight Around the
World

What Will You Know?

When do people start to show their age?
Should a woman bear children before age 30, 40, or 50?
How can a person be vitally healthy and severely disabled?

Jenny was in her early 30s, a star student in my human development class.
She told the class that she was divorced, raising her 7-year-old son, 10-
year-old daughter, and two orphaned teenage nephews in a huge public
housing complex in a south Bronx neighborhood infamous for guns,
gangs, and drugs. She spoke enthusiastically about free activities for her
children — public parks, museums, the zoo, Fresh Air camp. We were
awed by her creativity, optimism, and energy.

A year later, Jenny came to my office to speak privately. She was about to
graduate with honors and had found a job that would enable her family to
leave their dangerous neighborhood. She sought my advice because she
had recently discovered that she was pregnant. The father, Billy, was a
married man who told her he would not leave his wife but would pay for
an abortion. She loved him and feared he might end their relationship if
she did not terminate the pregnancy.

I did not advise her; I listened intently. I learned that she thought she was
too old to have another infant; that she was a carrier for sickle-cell anemia,
which had complicated her other pregnancies; that her crowded apartment
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was no longer “babyproof”; that her son needed special care because he
had a speech impediment; that she was not opposed to abortion. She was
eager to get on with her adult life, and a baby would stop that.

After a long conversation, Jenny thanked me profusely for helping her
reach a decision — although I had only asked questions, provided facts,
and nodded. Then she surprised me.

“I’ll have the baby. Men come and go, but children are always with you.”
I had thought her narrative was leading to the opposite conclusion, but she
was planning her life, not mine.

Despite feeling too old, Jenny was relatively young. Nonetheless, she was
a typical adult in many ways. Many worry about reproduction, genes,
health, and aging.

This chapter explains some choices that people make about their bodies
and their futures. First you will learn about physiological changes in
strength, appearance, and body functioning, including changes in vision,
hearing, and sexual responses, as well as ways to slow down aging. You
will learn who ages quickly and who is likely to be strong and vital at age
65. At the end of this chapter, you will read how Jenny’s adulthood
progressed after she left my office.
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Growing Older
“Aging — we are all doing it,” a subway poster proclaims.

However, few of us realize it. Organ reserve, homeostasis, and
allostasis (described in Chapter 17) allow declines to go unnoticed.
Few adults under age 65 consider themselves old. Typically, 30- to
65-year-olds feel 5 to 10 years younger than their chronological age
and think that “old” describes people significantly older than they
themselves are.

Senescence
Most adults consider themselves strong, capable, and healthy.
Economic analysis supports this perception: Adults ages 26 to 60
contribute more to society than those older or younger, supporting
those not yet, or no longer, “in their prime” (Zagheni et al., 2015).

Genes are crucial. Senescence, as the aging process is called, is
genetically coded for every species. Genes allow humans to live to
age 80 or beyond. Some of us inherit genes that will allow us to live
more than a century.

senescence
The process of aging, whereby the body becomes less strong and efficient.

That is true for our species, but personal choices and the social
context are more important than genes in allowing one individual to
live twice as long and with more vitality than another. All agree that
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vast variation in aging is evident, and the cause is not primarily
genetic.

 Observation Quiz: Is Jared closer age 30, 40, or 50 in this photo? (see
answer, page 528) 

People disagree as to what speeds up aging and whether economic
constraints (poverty of the nation or individual) or personal habits
(drug use, diet) are more crucial (Selita & Kovas, 2019; Robert &
Labat-Robert, 2015; Rea et al., 2018). But all agree that, especially
before old age, genes are not the major reason that some adults age
more quickly than others.

Just Keeping Rolling Along     After four years in Iraq and two in Afghanistan, Jared
McCallum sought new challenges. He hiked the Appalachian Trail (2,180 miles) and,
on September 1, 2014, began rowing the Mississippi River. Here, on October 1, 2014,
he is at Rock Island, Iowa.
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The Experience of Aging
Every organ, every body system, and indeed every neurotransmitter
slows down with age. For that reason, in our culture, aging is often
linked to disease and decline, but that link may be broken. Aging —
everyone does it; impairment — many avoid it.

One example is breath. Because of homeostasis, the body naturally
maintains a certain level of oxygen. Aging affects this; on average,
oxygen dispersal into the bloodstream from the lungs drops about 4
percent per decade after age 20. Thus, older adults may become
“winded” after running fast, or they may pause after climbing a long
flight of stairs to “catch their breath.” That is homeostatic.

However, the rate that organ reserve is depleted depends more on
habits than age. Some people lose as little as 2 percent a decade, but
those who are heavy smokers, who are obese, or who live in polluted
cities lose up to 10 percent a decade. By age 60, they may need an
oxygen mask to breathe, and some have trouble even with extra
oxygen.

For U.S. adults aged 45 to 64, chronic breathing problems are the
fourth most common cause of death (after heart failure, cancer, and
accidents). It gets worse: After age 65, inability to breathe is the third
most common cause of death, the result of lifestyle patterns that
began 50 years before (National Center for Health Statistics, 2019).
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But impairment need not occur. Adults can maintain their breathing
by exercising regularly and avoiding pollutants, including cigarette
smoke. If a smoker quits by age 30, lung functioning gradually
improves. As a result, ex-smokers have stronger lungs at age 40 than
they did at age 20. Indeed, an estimated 10 years of life is gained by
stopping smoking (Jha et al., 2013).

This has practical applications. Suppose a 50-year-old who is winded
when climbing several flights of stairs wants to run a marathon.
That’s possible — if the person spends a year or more doing practice
runs, eating and sleeping well, not smoking, and so on. Like the
muscles of the legs, the lungs can be strengthened with judicious
exercise.
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Having Fun?     Here are some of the 98,247 aspiring marathoners running on the
Verrazano-Narrows Bridge from Staten Island to Brooklyn, New York, as part of a 26-
mile race. Everyone should exercise and should figure out how to make that enjoyable
to them. Some choose this.

The word judicious refers to judgment. People judge how to protect
their bodies. Improved functioning with age is not automatic — quite
the opposite. The need for healthy eating and adequate exercise has
been understood for decades and is discussed in detail later in this
chapter.

More recently, however, sleep is increasingly seen as a crucial
foundation, so we highlight it now. Adults need to get ample, sound
sleep in order to function well (Spira, 2018). This may mean avoiding
late-night television, abstaining from coffee or alcohol after dinner, or
taking a shorter afternoon nap. All of that needs judgment.

For example, the “heterogeneity among naps, nappers, and napping”
means that health and cognition sometimes benefit from naps and
sometimes suffer (Spira, 2018, p. 357). Adults must figure out
whether napping is best for them (Mantua & Spencer, 2017).
Sleeping excessively and sleeping too little both seem to cause (not
just correlate with) anxiety, depression, and many other problems —
but this again varies from one person to another.

At least among women, poorer sleep is more likely among African
Americans and Latinas, primarily because of health problems and
financial stress, and among Asian Americans, primarily because of
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anxiety and depression (Matthews et al., 2019). However, anyone, at
any age, can have problems sleeping too much or too little, waking up
too often or lying in bed awake.

For all health habits, decision are crucial; without proper decisions,
that marathon is impossible. In other words, the effects of aging in
adulthood depend as much on the mind as on the body.

In the short term, people may combat the anxieties of life by
smoking, eating junk food, or sitting rather than exercising, but that
momentary homeostasis can lead to compromised body functioning
with age. This explains why stress early in life impairs health later on.

VIDEO: Brain Development Animation: Middle Adulthood offers an
animated look at how the brain changes with age.

The Brain with Age

 Especially for Drivers: A number of states have passed laws
requiring hands-free technology for people who use cell phones while
driving. Do these measures cut down on accidents? (see response, page
528)
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Like every other body part, the brain slows down. Neurons fire more
slowly, and reaction time lengthens because messages from the axon
of one neuron are not picked up as quickly by the dendrites of other
neurons. New neurons and dendrites appear, but others atrophy.

For most adults, cognitive reserve, homeostasis, and allostasis protect
the brain, and neurogenesis allows new learning. Adults may be
slower, losing to a teenager at a video game, but their analysis is more
comprehensive. This is one reason why judges, bishops, and world
leaders are almost always at least 50 years old.

A balanced understanding of human biology requires that we temper
this encouraging conclusion. For about 1 percent of all adults, brain
loss is significant between ages 25 and 65, and compensation is
inadequate. However, the cause is pathology, not normal aging
(Schaie, 2005/2013). (More specifics of typical cognitive changes
with age are discussed in the next chapter.)

Here we mention the biological factors that can cause severe brain
loss before age 65:

Drug abuse. Any psychoactive drug can harm the brain,
especially alcohol abuse over decades, which can cause
Wernicke-Korsakoff syndrome (“wet brain”), because vitamin
B1 is depleted.
Poor circulation. Everything that impairs blood flow — such as
hypertension and cigarette smoking — impairs circulation in the
brain and thus harms thinking (Sweeney et al., 2018).
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Viruses. Various membranes, called the blood–brain barrier,
protect the brain from most viruses, but a few — including HIV
and the prion that causes mad cow disease — cross that barrier
and destroy neurons.
Genes. About 1 in 1,000 persons inherits a dominant gene for
Alzheimer’s disease, and even fewer people inherit genes for
other severe neurocognitive disorders. Genetic effects on the
brain usually involve more than one gene, and they are also
influenced by nurture, not just nature (Burlina, 2018).
Traumatic brain injury (TBI). Brain damage can be caused by a
blow, by an extremely loud noise, or by rapid acceleration or
deceleration of the head. Causes are many — a concussion in a
football game, whiplash in a car crash, a punch in an assault, an
explosion in a war. None of these usually causes permanent
damage, but all can lead to a devastating disease called chronic
traumatic encephalopathy (CTE).

Brains continue to mature throughout adulthood. Regarding addiction
and TBI, it is comforting to know that brains are designed to
reestablish broken connections, compensating with other brain areas
when neurons in one part are destroyed. This means that time, rest,
and avoiding further toxins or concussions may be all that is needed
for full recovery.

On the other hand, several causes of brain malfunction may cluster
together. An adult with alcohol use disorder who is genetically
vulnerable and is repeatedly hit on the head is likely to suffer
irreversible brain damage. Time aids recovery, but some brain
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responses render neuronal connections worse as time goes on (Corps
et al., 2015).

Neurons Growing     Even in adulthood, dendrites grow (pale yellow in this picture).
Here the cells are in a laboratory and the growth is cancerous, but we now know that
healthy neurons develop many new connections in adulthood.

Barring these serious problems, age strengthens the connections
between various parts of the brain. Adults are better able to
understand how one aspect of life impacts another. This can happen
on a global scale — adults can understand the connection between
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famine in South Sudan and electricity use in North Dakota — as well
as on a more personal level.

The most dramatic evidence comes from stroke victims, whose brains
can literally be restructured to learn new movements in adulthood.
That same principle of plasticity, because of exercise and experience,
applies to all brains in all adults (Sampaio-Baptista et al., 2018).

Gains? Brain growth? In adulthood? Yes! Myelination continues and
dendrites grow. An adult who performs a particular action, time and
time again, becomes better and quicker at it because of changes in the
brain, a topic explored in the next chapter in the discussion of
expertise. More detail about brain growth is provided in the
following.

 INSIDE THE BRAIN

Neurons Forming in Adulthood
It has long been known that brains slow down with age and that some parts of
the brain shrink in size. It also has long been known that neurons are formed
rapidly during prenatal development and that most of those neurons are
eliminated by pruning, especially in infancy and in early adolescence. It was
thought that brain growth and neurogenesis (the formation of neurons) stopped
long before adulthood.

But in the past two decades, scientists learned that parts of the brain gain
neurons during adulthood. Not only do dendrites form and pathways
strengthen, but new neurons are born. One area that gains brain cells is the
hippocampus, the brain structure that is most prominent in memory (Bergmann
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et al., 2015). That neurogenesis “appears to contribute significantly to
hippocampal plasticity across the life span” (Kempermann et al., 2015).

The specific area of the hippocampus where new neurons settle is the dentate
gyrus, a region activated in forming new memories and exploring new places.
One conclusion of the new research is that the adult human brain is
characterized by amazing plasticity (Kempermann et al., 2015).

This means that shrinkage of parts of the brain is accompanied by neurological
expansion and reorganization between ages 25 and 65. Those new brain cells
facilitate learning and memory (Lepousez et al., 2015).

Brain plasticity is evident lifelong, a finding now accepted by almost all
scientists. But not everyone agrees that a significant number of new neurons
are born in adulthood. One team of 19 scientists reported that the number of
new neurons created after age 13 is so low as to be undetectable (Sorrells et al.,
2018). That conclusion is contrary to the one found by another team of 12
scientists — that new neurons form even at age 79, although the rate of
neurogenesis slows with age (Boldrini et al., 2018).

I mentioned the number of scientists in each of these two contradictory studies
to highlight that this is not a controversy between an optimist and a pessimist;
it is a dispute between two teams of careful scientists. For neuroscientists, this
dispute is thrilling: They await new techniques to study the brain, to determine
exactly what changes in adulthood.

For our purposes, however, it is evident that cognitive reserve, homeostasis,
and allostasis protect the brain. New learning occurs during adulthood, perhaps
because of neurogenesis but certainly because dendrites sprout to reach
hundreds of other neurons as new situations demand it.

Outward Appearance
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Knowing that aging of the vital internal organs is not usually
devastating in adulthood is comforting: Bodies can function well at
age 30 or age 60, if people take care of themselves.

However, few adults are comforted by the visible signs of aging. In
an age-conscious society, few adults want to look older. As early as
age 30, everyone does.

Skin and Hair
The first visible signs of age are in the skin, which becomes dryer,
rougher, and less regular in color. Collagen, the main component of
the connective tissue of the body, decreases by about 1 percent per
year starting at age 20. By age 30, the skin is thinner and less flexible,
the cells just beneath the surface are more variable, and wrinkles
become visible, particularly around the eyes.

Hormones and diet have an effect — fat slows down wrinkling — but
aging is apparent in all four layers of the skin, with “looseness,
withering, and wrinkling” particularly notable at about age 50 for
women, as a result of lower estrogen during menopause (Piérard et
al., 2015, p. 98).
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Look Your Age?     Jennifer Roe is used to getting Botox injections — she has been
doing this since she was 21. She is among an estimated 16 million people in the United
States who in 2017 turned to these injections, or more invasive cosmetic surgery, to
mitigate the signs of aging.

 Observation Quiz: What is this woman’s age? (see answer, page 528)

Wrinkles are not the only sign of skin senescence. Especially on the
face (the body part most exposed to sun, rain, heat, cold, and
pollution), skin becomes less firm. Age spots, tiny blood vessels, and
other imperfections appear. These are visible by age 40 in most
people.
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In addition, veins on the legs and wrists become more prominent, and
toenails and fingernails become thicker (Whitbourne & Whitbourne,
2014). Changes in appearance are barely noticeable from one year to
the next, but if you meet three typical sisters, ages 18, 28, and 38,
their skin tells you who is older. By age 60, all faces have aged
significantly — some much more than others. The smooth, taut,
young face is gone.

THINK CRITICALLY: Is the saying “beauty is only skin deep” accurate?

Hair usually becomes gray and thinner, first at the temples by age 40
and then over the rest of the scalp. This change does not affect health,
but since hair is a visible sign of aging, many adults spend substantial
money and time on coloring, thickening, styling, and more.

Both men and women lose hair, but the pattern differs. Women’s hair
becomes thinner overall, whereas some men lose hair on the top of
their heads but not on the sides. That is male pattern baldness. I saw a
man wearing a T-shirt that read, “This is not a bald spot; it is a solar
plate for a sex machine.” It is true that male pattern baldness
correlates with hormones; it also correlates with increased risk of
prostate cancer (Zhou et al., 2016).

Body hair (on the arms, legs, and pubic area) also becomes less dense
over the 40 years of adulthood. An occasional thick, unwanted hair
may appear on the chin, inside the nose, or in some other place. That
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has no known correlates with any disease, although it distresses many
adults.

Shape and Agility
The body changes shape between ages 25 and 65. A “middle-age
spread” increases waist circumference; muscles weaken; fat settles on
the abdomen, the upper arms, the buttocks, and the chin; people stoop
slightly when they stand (Whitbourne & Whitbourne, 2014).

By late middle age, even if they stretch to their tallest, adults are
shorter than they were, because back muscles, connective tissue, and
bones lose density, making the vertebrae in the spine shrink. People
lose about an inch (2 to 3 centimeters) of height by age 65, a loss in
the trunk because cushioning between spinal disks is reduced. As
torsos shrink, waists widen, hence the dreaded middle-age spread.

Muscles weaken; joints lose flexibility; stiffness is more evident;
bending is harder; agility is reduced. Rising from sitting on the floor,
twisting in a dance, or even walking “with a spring in your step” is
more difficult. A strained back, neck, or other muscle may occur. All
this depends on muscle use: Judicious, daily workouts allow yoga at
age 80 (see Chapter 23).

The Senses
The senses become less acute with passage of time, although nurture
always plays a role — as first explained with nearsightedness in
Chapter 3. Each part of each organ is on a particular timetable.
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Vision
Some 30 distinct brain areas as well as at least a dozen aspects of the
eye combine to allow sight. Peripheral vision (at the sides) narrows
faster than frontal vision; some colors fade more than others;
nearsightedness and farsightedness follow different paths.

Nearsightedness is particularly affected by age. It increases gradually
in childhood and more rapidly in adolescence; then it stabilizes,
reversing in midlife. Because of changes in the shape of the lens,
nearsightedness is often reduced in the 50s while farsightedness
(difficulty seeing close objects) increases.

Compensation     All of the senses decline with age. Some people accept these losses
as inevitable, becoming socially isolated and depressed. Instead, compensation is
possible in two ways. One is to increase use of the other senses and abilities. Stevie
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Wonder illustrates this well — he relies on hearing and touch, which have enabled him
to sell over 100 million records and win 25 Grammys. The other way is more direct:
Many technological and medical interventions are available for every sensory loss.

This explains why 40-year-olds hold the newspaper much farther
away than 20-year-olds do: Their near focus is blurry, but far focus is
better (Aldwin & Gilmer, 2013). Adults who have never needed
corrective lenses suddenly require reading glasses.

Other aspects of vision are also affected by age. It takes longer for the
eyes to adjust to darkness (as when entering a dark theater after being
in daylight) or to adjust to glare (as when headlights of an oncoming
car cause temporary blindness) (Aldwin & Gilmer, 2013). Motion
perception (how fast is that car approaching?) and contrast sensitivity
(is that a bear, a tree, or a person?) slows down (Owsley, 2011). The
lens of the eye thickens; brighter lighting is needed.

Hearing
Hearing is most acute at about age 10, again with specific
intrapersonal variations. Gender is significant: Females lose less than
males, on average. Sounds at high frequencies (a small child’s voice)
are lost earlier than sounds at low frequencies (a man’s voice).
Although some middle-aged people hear much better than others,
everyone’s hearing is less acute with age.

Actually, hearing is always limited: No one hears a conversation from
100 feet away; “shouting distance” is limited. Because deafness is
rarely absolute, gradual losses are not noticed. Presbycusis (literally,
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“aging hearing”) is rarely diagnosed until about age 60, although
whispers become inaudible years earlier.

WHAT WILL YOU KNOW?

1. How can people improve the functions of their lungs?

2. What sleep patterns are unhealthy in adulthood?

3. What suggests that the aging process is not dependent solely on time and
genes?

4. What aspects of appearance signify that a person is aging?

5. How does sight change with age?

6. Who is likely to experience hearing losses over time?
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The Sexual-Reproductive
System

One more set of changes needs to be discussed. Many adults worry
about the aging of their sexual and reproductive system.

Sexual Responsiveness
Sexual arousal occurs more slowly, and orgasm takes longer with
senescence. However, some say that sexual responsiveness improves
with age. Could that be? Might familiarity with one’s own body and
with that of one’s partner make slower response more often a pleasure
than a problem?

A U.S. study of women aged 40 or older found that sexual activity
decreased each decade but that sexual satisfaction did not (Trompeter
et al., 2012). A British study of more than 2,000 adults in their 50s
found that almost all of them were sexually active (94 percent of the
men and 76 percent of the women) and, again, that most were quite
satisfied with their sex lives (D. Lee et al., 2015).
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Long-Lasting Joy     In every nation and culture, many couples who have been
together for decades continue to delight in their relationship. Talk shows and headline
stories tend to focus on bitter divorces, ignoring couples like these who are clearly
happy together.

Variability is evident. A study of 38,207 adults in the United States
who had been in a committed relationship for more than three years
found that about half (55 percent of the women and 43 percent of the
men) were highly satisfied with their sex lives, but about one-third
(27 percent of the women and 41 percent of the men) were not
(Frederick et al., 2016). Interestingly, age was not a major factor, but
variety of sex acts (including oral sex) and quality of sexual
communication were.

Indeed, for some couples, physiological slowdowns are
counterbalanced by reduced anxiety and better communication, as
partners become more familiar with their own bodies and those of
their mates and are willing to talk about it. Distress at slower
responsiveness seems less connected to biology than to troubled
interpersonal relationships and unrealistic fears and expectations
(Burri & Spector, 2011; DeLamater, 2012).

Overall, research finds that some adults are sexually satisfied, even
thrilled, with their sex lives, and some are unhappy. Although sexual
satisfaction tends to be highest in the early months of a relationship,
some long-married couples report that happiness with their sexual
interactions is as good as or better than ever (Frederick et al., 2016).
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Differences and Variations in Sexual Response
Male/female differences could be biological or cultural. Wives
sometimes said, “Not tonight, I have a headache,” because they did
not want to become pregnant with an unwanted baby, for whom they
would provide exclusive care. No more.

Some experts say that, without the fear of pregnancy, women are as
sexual as men. However, comparisons are difficult. If two people
both say they are highly aroused sexually, does that mean that they
are equally aroused, or is one person’s “highly aroused” unlike
another’s?

Every large study finds a vast range of sexuality and sexual
satisfaction, not only between men and women but between one
individual and another. Some people are strongly heterosexual or
homosexual, and others less so; some people are pansexual and others
bisexual. Some adults are asexual, not interested or aroused by sex.
This is apparent more in attitude than in biology (Brotto & Yule,
2011). On the other hand, some people think about sex almost all the
time.

Arrest rates for sexual offenses are much higher in men than women,
but very few people, male or female, ever commit a harmful sexual
act (estimates vary widely), so arrest rates do not reflect typical
sexuality. Further, correlation is not causation.

All adults, of varying sexualities, can be sexually aroused by
pornography, which is legal unless children are depicted (Spape et al.,
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2014). Many choose not to look; some seem unable to stop looking.
Viewing pornography is related to culture and age: Older men and
women view less.

Are age differences caused by reduced sexual arousal, less computer
expertise, or greater wisdom? Pornography interferes, at least
temporarily, with rational thinking, acute hearing, and healthy
relationships (Laier et al., 2014; Oliver et al., 2016).

Sexual arousal, orgasm, and, as we will soon see, fertility and
menopause are all connected to senescence, but the effects, and even
the occurrence, are strongly influenced by the mind (Pfaus et al.,
2014). As many say: “The most important human sexual organ is
between the … ears.”

The brain and culture are particularly relevant for contraception. For
example, most couples in India rely on female sterilization to control
family size. An estimated half of all women are sterilized by age 30,
but virtually no men in India have a vasectomy (Sunita & Desai,
2013).

In the United States, young women are rarely sterilized, but the most
popular contraception is the birth control pill, which is almost never
used for contraception in Japan (Matsumoto et al., 2011). In the
United States, sterilization is common after age 35 and involves a fair
number of men: 44 percent of sexually active women and 20 percent
of older men are surgically infertile.
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Seeking Pregnancy
Rates of infertility (failure to conceive after one year of trying) vary
from nation to nation, primarily because the rate increases when
medical care is scarce. Worldwide, an estimate of primary infertility
(never able to conceive naturally) is about 2 percent of all couples,
and secondary infertility (inability to have a second child after a year
of trying) is about 10 percent.

infertility
The inability to conceive a child after trying for at least a year.

Both forms of infertility are usually kept secret from friends, as are
the results of various tests. Some women do not even discuss it with
their partners, although most do (Sormunen et al., 2018). In general,
infertility, contraception, and miscarriage are not typically talked
about. That adds to the problem for people with these experiences and
for their friends and family.
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Choosing Motherhood     In 2018, U.S. Senator Tammy Duckworth, age 50, had her
second baby via IVF and won the right to bring her infant daughter to the Senate floor.
Next: Will the United States continue to be the only nation (except for New Guinea)
without mandated paid family leave?

Age matters. In the United States, about 12 percent of all adult
couples do not conceive after one year of trying, partly because many
postpone childbearing. Peak fertility is at about age 18.

If couples in their 40s try to conceive, about half fail (a 50 percent
infertility rate) and the other half risk various complications. Of
course, risk is not reality: In 2014 in the United States, 118,464
babies were born to women age 40 or older. Most of those babies
become healthy, well-loved children.
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We need to put age and fertility into perspective. By far, most babies
born in the United States have mothers aged 23 to 33, and only about
3 percent are born to women over 40. However, the age trends over
the past two decades are dramatic: The teenage birth rate is half of
what it was, and older women are the only ones whose birth rate is
rising.

Age matters particularly for women, who are less likely to conceive
in midlife. Ovulation stops at menopause. Age affects men as well.
When couples are infertile, either or both partners may be the
problem.

A common reason for male infertility is low sperm count. Conception
is most likely if a man ejaculates more than 20 million sperm per
milliliter of semen, two-thirds of them mobile and viable. Each
sperm’s journey to the ovum is aided by millions of fellow travelers.

Depending on a man’s age, each day about 100 million sperm reach
maturity after a developmental process that lasts about 75 days.
Anything that impairs body functioning during those days (e.g., fever,
radiation, drugs, time in a sauna, stress, pollution, alcohol, cigarettes)
reduces sperm number, shape, and motility (activity), making
conception less likely. Sedentary behavior, perhaps particularly
watching television, correlates with lower sperm count (Gaskins et
al., 2013).

As with men, women’s fertility is affected by anything that impairs
physical functioning — including disease, smoking, extreme dieting,
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and obesity. Many infertile women do not realize that they have
contracted one specific disease that impairs conception — pelvic
inflammatory disease (PID). PID creates scar tissue that may block
the fallopian tubes, preventing sperm from reaching an ovum
(Brunham et al., 2015).

Fertility Treatments
In the past 50 years, medical advances have solved about half of all
fertility problems. Surgery can repair some problems directly, and
assisted reproductive technology (ART) overcomes obstacles such as
a low sperm count and blocked fallopian tubes. One ART procedure,
in vitro fertilization (IVF), was explained in Chapter 3.

What was not discussed was the impact on the adults, who may be
depressed if they are unable to have a baby. Infertility and subsequent
fertility measures affect the psyche, not just the body. People may
question their own morality (is parenthood selfish?) and their
partner’s wishes. Remember that communication is crucial for a
satisfying adult sex life; this is especially true when ART is involved.

Some ART is morally acceptable to virtually everyone, especially
when couples anticipate disease-related infertility. For example, many
cancer patients freeze their ova. When the treatment is over, if they
want a baby, their IVF success rate (about one-third of attempts) is
similar to that for those who freeze their ova for reasons not related to
cancer (Cardozo et al., 2015).
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Some healthy young women freeze their ova for IVF years later
because the age of the ova is a significant factor in success rates (Mac
Dougall et al., 2013). When women over 40 have babies via IVF,
most use donor ova (Hamilton et al., 2015).

Remembering Younger Days     When Chris McNulty was diagnosed with cancer, he
and his wife decided to freeze his sperm so that they could later have children. He died,
but his widow used his sperm five years after his death. Her twin sons, Kyle and Cole,
are the result (left). Bala Ram Devi Lohan and his wife, Rajo, wanted a child but had
tried for 40 years without success. Finally, a donor egg and Bala Ram’s sperm produced
a zygote, which was implanted in Rajo’s uterus. She gave birth to a 3-pound, 4-ounce
girl, shown here with her happy parents, ages 70 and 72 (right).

ART has helped millions who thought they could never have a baby.
The most dramatic example is with HIV-positive adults. Three
decades ago, doctors recommended sterilization and predicted early
death. Now, people with HIV can live happily for decades, using
condoms for sex and taking antiviral drugs.

If an HIV-positive woman wants a child, drugs and a c-section almost
always protect the fetus. If an HIV-positive man wants a child, his
sperm can be collected, washed, and used in IVF to achieve
conception. Indeed, conception for HIV-positive men can occur
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naturally with virus-suppressing drugs, but IVF is safer (Wu & Ho,
2015).

The Sexual-Reproductive System in
Middle Age
During adulthood, the level of sex hormones circulating in the
bloodstream declines — suddenly in women, gradually in men. Both
sexes are affected by those changes, with some taking hormones to
replace the hormones that are lost. That may be ill-advised — as you
will see.

Menopause
For women, sometime between ages 42 and 58 (the average age is
51), ovulation and menstruation stop because of a marked drop in
production of several hormones. This is menopause. The age of
natural menopause is affected primarily by genes (17 have been
identified) (D. Morris et al., 2011; Stolk et al., 2012) and normal
aging but also by smoking (earlier menopause), exercise (later), and
moderate alcohol consumption (later) (Taneri et al., 2016).

menopause
The time in middle age, usually around age 50, when a woman’s menstrual periods
cease and the production of estrogen, progesterone, and testosterone drops. Strictly
speaking, menopause is dated one year after a woman’s last menstrual period,
although many months before and after that date are menopausal.

Menopause is connected to many physical reactions beyond the
cessation of menstruation and ovulation. The symptoms include



1640

vaginal dryness and body temperature disturbances, including hot
flashes (feeling hot), hot flushes (looking hot), and cold sweats
(feeling chilled). Those physical responses can be hardly noticeable,
or they can be dramatic — interfering with sleep, which can make a
woman tired and irritable.

The psychological effects of menopause also vary a great deal, with
some women sad that they can no longer become pregnant and other
women happy for the same reason. Anthropologist Margaret Mead
famously said, “There is no more creative force in the world than the
menopausal woman with zest.” Some menopausal women are
depressed, some are moody, and others are more energetic.

In the United States, about one in five women has a hysterectomy
(surgical removal of the uterus), which may include removal of her
ovaries (Morgan et al., 2018). If she was pre-menopausal, removal of
the ovaries suddenly reduces estrogen and therefore causes
menopausal symptoms.

Early menopause, surgical or not, correlates with various health
problems later on, including heart disease, sleep difficulties, and
frailty (Verschoor & Tamim, 2019). Female hormones protect health,
which is one reason why hysterectomies are less common than 40
years ago. Many current hysterectomies are done laparoscopically,
without major surgery, and keep the ovaries intact.

Hormone Replacement
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Toward the end of the twentieth century, millions of post-menopausal
women used hormone replacement therapy (HRT). Some did so to
alleviate symptoms of menopause, others to prevent osteoporosis
(fragile bones), heart disease, strokes, or cognitive loss. Correlational
studies found that these diseases occurred less often among women
taking HRT.

hormone replacement therapy (HRT)
Taking hormones (in pills, patches, or injections) to compensate for hormone
reduction. HRT is most common in women at menopause or after removal of the
ovaries, but it is also used by men as their testosterone decreases. HRT has some
medical uses but also carries health risks.

However, that correlation was misleading. In a multiyear study of
thousands of women, half (the experimental group) took HRT and
half (the control group) did not. The results were a shock: Taking
estrogen and progesterone increased the risk of heart disease, stroke,
and some types of cancer (U.S. Preventive Services Task Force,
2002).

The most dramatic difference was an increase in breast cancer, at the
rate of 6 per year for 1,000 women taking HRT compared to 4 per
1,000 for women who did not take the hormone (Chlebowski et al.,
2013). The women had been randomly assigned to the experimental
or control group, which meant that the results were solid. The study
was halted before its scheduled end because the researchers were
convinced that the experimental group was at risk.
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How could the previous research have been mistaken? In retrospect,
scientists realized that simply comparing women who chose HRT
with women who did not resulted in women with higher SES being
compared with women of lower SES (who could not afford HRT).
Benefits were the result of some women’s education and health care,
not of HRT.

Scientists agree that HRT has some beneficial uses: It relieves the
symptoms of menopause, which some women find very troubling,
psychologically as well as physically. It also decreases osteoporosis
and may improve hearing. But HRT also has risks, the greatest of
which is a slight increase in the chance of breast cancer.

Overall, experts now recognize the need for “individualized
decision.” For example, some studies show an increased incidence of
heart disease; others show a decreased risk, with the key factors being
genes, diet, and exercise, as well as when the woman took HRT
(Keck & Taylor, 2018). Indeed, because of the wide variation in
bodies and benefits, each person must make daily decisions about
drugs, diet, and so on, guided by the research but not ruled by it.

Another study emphasizing the need for individualized decision
included 872 women in 17 nations whose ovaries were surgically
removed because they carried the BRAC1 gene, which increases the
risk of ovarian cancer. If they were under age 45 when they took
estrogen (but not progesterone) for symptoms of menopause, they did
not have higher rates of breast cancer than similar women who did
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not take hormones (Kotsopoulos et al., 2018). Indeed, they may have
been at less risk — but the data were not significant for that.

Andropause?
Do men undergo anything like menopause? Some say yes, suggesting
that the word andropause should be used to signify an age-related
lower testosterone level, which reduces sexual desire, erections, and
muscle mass (Samaras et al., 2012). Even with erection-inducing
drugs such as Viagra and Levitra, sexual desire and speed of orgasm
decline with age, as do many other physiological and cognitive
functions.

But most experts think that the term andropause (or male
menopause) is misleading because it implies a sudden drop in
reproductive ability or hormones. That does not occur in men, some
of whom produce viable sperm at age 80 and older. Sexual inactivity
and anxiety reduce testosterone — superficially similar to menopause
but with a psychological, not physiological, cause. In addition, some
medical conditions and treatments reduce testosterone.

andropause
A term coined to signify a drop in testosterone levels in older men, which typically
results in reduced sexual desire, erections, and muscle mass. (Also called male
menopause.)

To combat their hormonal decline, some men take HRT. Of course,
their H is the hormone testosterone, not estrogen. The result seems to
be less depression, more sexual desire, and leaner bodies. (Some
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women also take smaller amounts of testosterone to increase their
sexual desire.)

Weighing of costs and benefits is again needed (Hackett, 2016). One
recent study found that men who took testosterone for years had
lower rates of cardiovascular disease and fewer deaths, but in the
short term more deaths occurred than usual (Wallis et al., 2016).

One team found that older men were most likely to seek more
testosterone when they were troubled by declining sexual desire and
function, but the added hormones did not necessarily help (Rastrelli
et al., 2019). Many scientists rightly call for more longitudinal
randomized studies, a wise suggestion given the results from
women’s HRT.

WHAT HAVE YOU LEARNED?

1. How does sexual arousal change with age?

2. How does contraception vary from one culture to another?

3. How are male and female sexual behaviors similar and not similar?

4. What impairs fertility in men and in women?

5. What are the effects of menopause?

6. How do male changes in sexual behavior differ from female ones?

7. What are the consequences of HRT in women and in men?
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Habits: Good and Bad
As you have seen, personal habits and attitudes are crucial for

physiological aging. Allostatic load, described in Chapter 17, builds
quickly or slowly, so some adults seem decrepit by age 50 while others
seem youthful. Measured by 18 indicators of health and aging — as well
as appearance in photographs — some 26- to 38-year-olds age three years
per chronological year, and some age hardly at all (Belsky et al., 2015).

Exercise, nutrition, and drugs influence how long, how strong, and how
full each adult life is. We describe the impact of each of these in turn.

Exercise
Many people have sought the secret sauce, the fountain of youth, the
magic bullet that will slow, or stop, or even reverse the effects of
senescence. Few realize that it has already been found. Thousands of
scientists, studying every disease of aging, have found something that
helps every condition — exercise.
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Just Give Me the Usual     Even bad habits feel comfortable — that’s what makes them
habits.

Regular physical activity protects against serious illness even if a person
overeats, smokes, or drinks (all discussed soon). Exercise reduces blood
pressure, strengthens the heart and lungs, promotes digestion, and makes
depression, diabetes, osteoporosis, strokes, arthritis, and several cancers
less likely. Health benefits from exercise are substantial for men and
women, old and young, former sports stars and those who never joined a
team (Aldwin & Gilmer, 2013).

Moving the body protects both mental health and physical health.
Surroundings are key. Neighborhoods high in walkability (paths,
sidewalks, etc.) reduce time driving and watching television (Kozo et al.,
2012). This relationship between the surroundings, movement, and health



1647

is causal, not merely correlational: Exercise strengthens the immune
system (Davison et al., 2014). Moreover, active people feel energetic,
which increases other good habits.

Exercise maintains flexibility and strength, evident in those who do yoga
or swim laps in late adulthood. The same is true for internal muscles —
the heart, the lungs, the digestive system.

By contrast, sitting for long hours correlates with almost every unhealthy
condition, especially heart disease and diabetes. Even a little movement —
gardening, light housework, walking up the stairs or to the bus — helps.
Some research suggests that intensity is not necessary: Regular exercise is
(Ross et al., 2015).

How Much and When?
Unfortunately, exercise takes time and effort. It cannot be put in a pill and
sold. Perhaps this is one reason why no corporation subsidizes research to
understand and promote it. Consequently, scientists do not know exactly
which exercise — and for how long — is best, nor how to get every adult
to do it.

As one cardiologist said, “It’s almost like we have something more
powerful than any drug that we have for cardiovascular disease —
physical activity — but we don’t know how to dose it” (Ashley, quoted in
Servick, 2015, p. 1307). For example, is it better to exercise a little every
day than to exercise a lot on weekends?

Overweight people are sometimes healthier than trim ones. How can that
be? The crucial difference is body fitness: Heavy people who exercise
regularly reduce their risk for the diseases of aging, unlike those who are
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thinner but do not move much. A meta-analysis showed that physical
activity reduced the risk of breast cancer, no matter how heavy the woman
was (Pizot et al., 2016).

CHAPTER APP 20

 Couch to 5K

IOS:
https://tinyurl.com/yydkles4
ANDROID:
https://tinyurl.com/mhalrkl
RELEVANT TOPIC: Health habits

As its name suggests, this app pledges to get users off of their couches and running a
5k run in a matter of nine weeks — no experience necessary. It tracks progress and
logs workout routines via four coaches, each of whom provides audio cues to keep
users motivated as the runs get more challenging. (Note: It is important to consult
with a doctor before embarking on a new exercise routine.)

Ideally, exercise is varied — working on overall fitness and specific
muscle groups — and is part of daily life, not something that occurs on
vacation or in a particular season of the year. Unused muscles atrophy
quickly — even a few weeks of bed rest weakens the legs.

The fibers for Type II muscles (the fast ones needed for forceful actions)
are reduced much faster than Type I muscle fibers (for slower, more
routine movement) (Nilwik et al., 2013). This means that as adults age,
they become less able to win a 100-meter dash than a marathon, or less
able to lift heavy rocks for a few minutes than to pick vegetables for
hours.

Historical Change

https://tinyurl.com/yydkles4
https://tinyurl.com/mhalrkl
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Cohort changes are evident. Adults today do not move their legs, arms, or
even hands as much as adults did a century ago, thanks to many modern
devices, from the automobile to the TV remote. Fortunately, some adults
fight the lazy comfort of modern life.

More than half (62 percent of those aged 18 to 44 and 53 percent of those
aged 45 to 64) meet either the U.S. weekly goal of 150 minutes of
moderate exercise or 75 minutes of intense exercise. That is much better
than 20 years ago, when only 41 percent met either benchmark (National
Center for Health Statistics, 2018).

Of course, it is better to meet both goals, and only 23 percent did so —
with lower rates as adults grow older. That 23 percent is nonetheless a
cohort improvement. In 1998, only 14 percent of adults met both goals
(National Center for Health Statistics, 2018).

The aging of the adult body is most evident in sports that require strength,
agility, and speed: Gymnasts, boxers, and basketball players are among the
athletes whose bodies slow down in their 20s. These are physiological
slowdowns: The intellectual and emotional gains of adulthood may
compensate for physical changes; some 30-year-olds are more valuable
teammates than younger athletes.

Although there is no pill that duplicates exercise, that does not stop people
from trying to find one. As you saw, many older adult men take
testosterone because it adds lean body mass. Many doctors are skeptical
about the benefits, even though many pharmaceutical companies advertise
“T” to make a man’s body young again.

Drugs
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Adults take many drugs, prescription and not, for medical uses and for
personal enjoyment. As you will see, people differ as to the benefit and
harm.

Medication
Medication has improved health for many people, but many note that the
profits of drug companies are among the highest in the United States. (In
many other nations, medical drugs are much cheaper because they are
regulated by the government.) The pharmacological industry argues that
drug research is very expensive and that other countries benefit from the
results but do not pay for the research.

Almost Died Twice     As a younger woman, U.S. Supreme Court Justice Sonia Sotomayor
twice survived a loss of consciousness from her type 1 diabetes. Fortunately, her friends
noticed her crisis. Now she has automatic monitoring and calibrated insulin, and she is
expected to interpret the Constitution for 30 more years or so.

In the past month in the United States, 37 percent of 18- to 44-year-olds
and almost 70 percent of 45- to 64-year-olds took at least one prescription
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drug, according to surveys completed between 2011 and 2014. About 21
percent of adults took three or more prescription drugs in the past month.
About half of those prescriptions were for chronic conditions (such as high
blood pressure) and about half were for pain. Prescribed psychoactive
drugs were also common: 9 percent of young adults and 17 percent of
those aged 45 to 64 took antidepressants (Pratt et al., 2017).

Over the past 50 years, prescription medication has cut the adult death rate
in half and markedly reduced disability. Childhood diabetes (type 1), for
instance, was once a death sentence; now diet and insulin allow diabetics
to reach the highest levels of success, as Supreme Court Justice Sonia
Sotomayor did. She began injecting herself at age 7; now she takes newer
medication that is more precisely calibrated to her daily needs (Sotomayor,
2014).

There is no accurate tally of over-the-counter drugs, but almost every adult
frequently takes vitamins, analgesics, laxatives, antihistamines, or some
other medication. Advertisements for expensive drugs are common. One
benefit of growing older might be wisdom regarding drug use: Adults tell
each other what works, doctors adjust their prescribing, and each person
knows his or her personal reactions to various drugs.

Nonmedical Drugs
Most adults take drugs that affect their mood. Almost everyone drinks
caffeinated soda and coffee, and a few take illegal drugs. Some
improvement over adulthood is evident. Illegal drug abuse decreases
markedly over adulthood — often before age 25 and almost always by age
40. Past data show reduced use of marijuana, although recent legal
changes may affect adult use, and we need to analyze data for another
decade to understand the effect.
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New evidence on coffee is good news: We now know that the effect of
coffee varies genetically, and adults learn how coffee affects them
(Cornelis et al., 2015). For some, coffee does no harm but reduces various
problems, including depression and type 2 diabetes (Palatini, 2015). For
others, coffee disrupts nighttime sleep and undercuts daytime efficiency.
Adults adjust accordingly.

Tobacco
Always, culture and SES matter. This is shown dramatically in use of
tobacco, considered the leading risk factor for many diseases. Rates are
quite different depending on nation, SES, gender, and cohort.

Wishful Thinking     Would you like to be her, with a thin cigarette in your hand? If this was
her usual appearance, she might now suffer from cancer and heart disease.
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In the United States, high-SES people are less likely to smoke. However,
in poor nations, rates of smoking increase with income, because poor
people cannot afford cigarettes. Traditionally in Asia, women rarely
smoked, but as their incomes have risen, rates of smoking are increasing
rapidly.

The World Health Organization calls tobacco “the single largest
preventable cause of death and chronic disease in the world today,” with 1
billion smoking-related deaths projected between 2010 and 2050, most in
low-income nations where rates of abject poverty are declining. This is
glaringly evident in Asia, where smoking rates have plateaued in nations
that have had high incomes for decades (e.g., Japan, Singapore) but
continue to increase in China (Yang et al., 2013).

Cigarette smoking in the United States also illustrates marked cohort and
gender effects. During World War II (1941–1945), American soldiers
(always men) were given free cigarettes. Then in 1964, the U.S. surgeon
general first reported on the health risks of smoking, with many follow-up
reports in the next few decades. As a result, many former soldiers quit.

Meanwhile, some women celebrated another historical happening,
women’s liberation, by smoking — encouraged by cigarette
advertisements. (One brand launched in 1968, Virginia Slims, used the
slogan “you’ve come a long way, baby.”)

In the 1960s, more than half of U.S. adult men and more than a third of
women smoked. Over the next decades, as research became clearer on
smoking, cancer, heart disease, and secondhand smoke, both sexes had
decreased smoking rates. Recent data show that only 19 percent of adult
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men (aged 25 to 65) and 15 percent of women are smokers. Rates peak at
about age 30 and then decrease, indicating the advantages of maturation
among adults (National Center for Health Statistics, 2018). By age 60,
more adults are former smokers than current smokers.

The changes over the past decades are reflected in lung cancer deaths. A
half-century ago in the United States, five times as many men as women
died of lung cancer. More recently, rates are closer to equal, because
“women who smoke like men die like men who smoke” (Schroeder, 2013,
p. 389). In the past decades, adults of both sexes quit smoking and lung
cancer was reduced by 500 percent — not primarily because of better
medical care but because of wiser adults (see Figure 20.1).

FIGURE 20.1

No More Cancer Sticks     The rates of lung cancer deaths dropped dramatically about a
decade after smoking rates decreased. Other age groups of adults show similar results,
although improvements are not as dramatic for older adults because they learned too late
about the damage done to their lungs. In another few decades we will know whether e-
cigarettes reverse this trend.
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Data from National Center for Health Statistics, 2018.

Description
The horizontal axis shows six different years, and the vertical axis shows rate
per 100,000 with scores from 0 to 18 at 2-point intervals. There is a line for
men and a line for women. The approximate data are as follows:1970: Men
(16), Women (6)1980: Men (11.8), Women (6.3)1990: Men (8.5), Women
(5.3)2000: Men (7), Women (5.5)2014: Men (3), Women (2.8)2016: Men
(2.2), Women (2)
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Not only cohort but also culture has a strong effect on both smoking and
gender differences. Almost half of the adults of both sexes in Germany,
Denmark, Poland, Holland, Switzerland, and Spain smoke. A joke in
Europe is “if you want to stop smoking, go to America.”

Alcohol
The harm from cigarettes is dose-related: Each puff, each day, each breath
of secondhand smoke makes cancer, heart disease, strokes, and
emphysema more likely. No such linear harm results from drinking
alcohol. In fact, some alcohol may be beneficial: Adults who drink wine,
beer, or spirits in moderation — never more than two drinks a day — live
longer than abstainers (Goel et al., 2018).

This may be a misleading correlation because some of those abstainers
were formerly heavy drinkers, so their death rate reflects earlier damage
done by alcohol (Chikritzhs et al., 2015; Knott et al., 2015). Whether or
not moderation is beneficial is debatable, but everyone agrees that
excessive drinking is harmful. Certainly abstainers should not be
encouraged to start drinking (Goel et al., 2018).

 Especially for Doctors and Nurses: If you had to choose between
recommending various screening tests and recommending various lifestyle
changes to a 35-year-old, which would you do? (see answer, page 528)

Alcohol use disorder destroys brain cells, is a major cause of liver damage
and several cancers, contributes to osteoporosis, decreases fertility, and
accompanies many suicides, homicides, and accidents — all while
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wreaking havoc in families. Even moderate consumption is unhealthy if it
leads to smoking, overeating, casual sex, or other destructive habits.

Alcohol abuse shows age, gender, cohort, and cultural differences. For
example, the risk of accidental death while drunk is most common among
young men: Law enforcement in the United States has cut their drunk-
driving rate in half. However, middle-aged parents who abuse alcohol are
more harmful to other people, because of their neglect and irrational rage
(Blas & Kurup, 2010).

In the United States, about one in three adults under age 45 have gotten
drunk in the past year, as have about one in five adults over age 45. Rates
of alcohol abuse are higher among men than women, higher among
European Americans than African or Hispanic Americans (National
Center for Health Statistics, 2018).

THINK CRITICALLY: How would you apportion blame for drug addiction?

In general, low-income nations have more abstainers, more abusers, and
fewer moderate drinkers than more affluent nations (Blas & Kurup, 2010).
In developing nations, prevention and treatment strategies for alcohol use
disorder have not been established, regulation is rare, and laws are lax
(Bollyky, 2012). Thus, alcohol is particularly lethal to a community as
national income falls.

The Opioid Epidemic
Most of the data on adult use of drugs show positive trends. Prescription
drugs reduce blood pressure and heart disease; illegal drug use decreases
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markedly after age 25; cigarette smoking is less than half of what it once
was; a better understanding of alcohol abuse results in fewer abusers.

However, opioid deaths have increased every year of the past decade,
particularly among adults aged 26 to 44, who are more often addicted than
older or younger adults. Reliable data comparing 2015 to 2016 show an
increase in 48 of the 50 U.S. states (see Figure 20.2). Nationwide, more
than 100 people die of opioid overdose every day (Seth et al., 2018).

FIGURE 20.2

Bad News     Which is most troubling: that rates of opioid deaths have more than
tripled in a decade, that rates continue to rise, or that rates in middle age are
almost three times the rates for emerging adults? These data are for 2016; high
rates continue, although some data suggest that addiction deaths are no longer
increasing.

Data from Seth et al., 2018.

Description
The horizontal axis shows five sets of age ranges, while the vertical axis has
scores indicating the death rate per 100,000. The scores on the vertical range
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from to 30 in 5-point increments. Each age ahs two bars one for the year
2015 and one for the year 2016.The approximate data are as follows:Ages 15-
24: 2015 (7), 2016 (9.5)Ages 25-34: 2015 (19.5), 2016 (26)Ages 35-44: 2015
(18.5), 2016 (24.5)Ages 45-54: 2015 (18), 2016 (21)Ages 55-64: 2015 (13),
2016 (15)

Often the problem starts with a prescribed pain medication. If the doctor
stops the prescription, some people switch to heroin, others obtain fentanyl
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(an illegal synthetic), and others try desperate means to get prescribed
drugs.

One man (age 33) killed four people when he robbed a drug store to get
pills for himself and his addicted wife (age 30). The local attorney general
said, “the genesis of the current prescription pill and heroin epidemic lies
squarely at the feet of the medical establishment” (Spota, quoted in James,
2012).

Many doctors feel unjustly accused, and patients with severe, chronic pain
are sometimes refused drugs that they need. Is the problem in the addicted
people, the drug dealers, the doctor, the pharmaceutical companies, the
community, or the culture? From a developmental perspective, blame is
unproductive: We need accurate understanding, effective prevention, and
successful treatment.

Pain may be alleviated in other ways. For example, one study compared
sufferers of severe back, hip, or knee pain, half of whom were prescribed
opioids (usually morphine or oxycodone) and half nonsteroidal anti-
inflammatory drugs (NSAIDS). Other opioids or non-opioid drugs were
dispensed if needed. Pain relief was no better for either half (Krebs et al.,
2018).
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Pain Killer     “Never meant to cause you any pain,” sang Prince in his classic song,
“Purple Rain.” But his own pain led to an opioid addiction and then to an accidental
overdose of fentanyl, a synthetic opioid that is 50 times more powerful than heroin. His
death at age 57 hurt us all.

Hope comes from data on other substances: Rates of alcohol abuse and
cigarette smoking are much lower than a few decades ago because we
better understand how to reduce those behaviors. Such measures combine
laws, taxes, awareness, and norms to reduce adolescent use. If a young
person is prevented from smoking or drinking excessively, then addiction
“ages out” in adulthood. The major battle is won, because few adults
begin to abuse those substances.
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However, that does not apply to opioids. What stops drug abuse that
begins in adulthood? At least we know how to reduce deaths: Naloxone (a
medication that blocks the effects of opioids) is lifesaving if given to
someone who has stopped breathing from an opioid overdose. Campaigns
to make naloxone more readily available are succeeding. The hope is that
a near-death experience will motivate an addict toward treatment.

But prevention should begin long before that. A clue may be in the
geographic distribution of opioid addictions. Some states (New
Hampshire, Ohio, West Virginia, Massachusetts) have death rates four
times higher than in others (Iowa, Oregon, Texas, Hawaii). Some
communities have much higher rates than others. Since local policies and
norms make a difference, scientists must understand what they are.

Nutrition
Diet is increasingly important as adults grow older, because metabolism
decreases by one-third between ages 20 and 60, and digestion becomes
less efficient. This means that to stay healthy at the same weight, adults
should eat less, add more vegetables, and move more as they grow older.
That is not what happens.

Prevalence of Obesity
Adults in the United States gain an average of 1 to 2 pounds each year,
much more than prior generations did. Over the 40 years of adulthood,
that adds 40 to 80 pounds. Thus, two-thirds of U.S. adults are overweight,
defined as a body mass index (BMI) of 25 or more.
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Winners or Losers?     Erik Booker, Miki Sudo, Joey Chestnut, and Sonya
Thomas (left to right) compete in the annual chicken-wing eating contest in
Buffalo, New York. Chestnut won by eating 205 wings in 12 minutes; Sudo was
second with 170. The festival was attended by 70,000 people; the contest was part
of the International Federation of Competitive Eating.

Healthy eating and good health care are important for all adults, but some
people may be genetically destined to be outside the boundaries of normal
weight and may be healthy despite being overweight. This may be
connected to ethnicity: In the United States, adult obesity rates are higher
in African Americans (48 percent) and lower in Asian Americans (11
percent). Should the cutoff (obesity begins at 30 BMI) be higher for
African Americans or lower for Asian Americans?

Try the Data Connections activity Body Mass Index to see how BMI is
determined.
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Consequences of Obesity
A meta-analysis found that mortality rates by age for adults who were
overweight but not obese were lower than the average rates. That
conclusion comforted many larger adults (Flegal et al., 2013).

Not so fast. Some of those people are overweight because muscle weighs
more than fat, so their BMI is high while the fat content of their body is
not. Excess body fat (no matter what the BMI) increases the risk of almost
every chronic disease.

For example, diabetes causes eye, heart, and foot problems as well as early
death. Type 1 diabetes is primarily genetic, but type 2 is only partly
genetic. It may be triggered by overweight. The United States is the world
leader in both obesity and diabetes.

The consequences of obesity are psychological as well as physical. Adults
who are obese are targets of scorn and prejudice. They are less likely to be
chosen as marriage partners, as employees, and even as friends. The
stigma leads them to avoid medical checkups, to eat more, and to exercise
less — impairing their health far more than their weight alone (Puhl &
Heuer, 2010).

For the morbidly obese, surgery may be the best option. Each year, about
200,000 U.S. residents undergo bariatric surgery to restrict weight gain.
The rate of complications is high: About 2 percent die during or soon after
the operation, and about 10 percent need additional surgery. Patients have
fewer complications if they lose weight in preparation for the surgery
(Anderin et al., 2015). That could be an aspect of homeostasis — the body
is getting ready to adjust to a better diet.
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THINK CRITICALLY: Does SES protect health because of personal habits or
social conditions?

Despite the high rate of initial complications, such surgery saves lives
because morbid obesity increases the likelihood of many diseases. The
greatest benefits seem to occur for people with type 2 diabetes: 70 percent
find that their diabetes disappears, usually not to return (Arterburn et al.,
2013; Chen et al., 2016).

Correlating Income and Health
The relationship between ethnicity and various health behaviors may
reflect income more than national origin. Thus, the fact that Asian
Americans are less often overweight could be a consequence of another
fact: Asian Americans tend to have more education and income than other
Americans.

Worldwide, high-SES adults live longer, avoiding morbidity and disability
more than their fellow citizens. Even in nations with universal health care,
the poorest people have shorter lives on average.

SES protects health between nations as well as within them. For example,
a baby born in 2015 in a high-income nation can expect to live to age 80;
but if that baby happens to be born in a low-income nation, life
expectancy is only 61 (see Figure 20.3). The extremes are separated by 33
years: Life expectancy in Hong Kong is 83; in the Central African
Republic, it is 50 (United Nations, 2017).



1666

FIGURE 20.3

More Widows Than Widowers     Women live longer than men, but it matters
where they live. The cause is probably both nature and nurture: Nature is that
extra X chromosome, more estrogen, or less testosterone; nurture is that men
have fewer social supports, suppress their emotions, and use more harmful drugs.

Data from OECD, 2015; United Nations, 2016a, 2016b.

Description
The horizontal axis shows 15 countries, and the vertical axis shows age of
life expectancy from 40 to 90 years, with increments of 10 years. Each
country has two bars, one for men and one for women. The approximate data
are as follows:Angola: Men (50.5), Women (53)Australia: Men (80), Women
(84)Brazil: Men (70), Women (79)Canada: Men (79.5), Women (83)China:
Men (74), Women (77)France: Men (79.5), Women (86)Germany: Men (79),
Women (83)India: Men (67), Women (69.5)Japan: Men (80), Women
(87)Mexico: Men (71), Women (78)Russia: Men (65), Women (76)Sierra
Leone: Men (44), Women (44.5)Turkey: Men (75), Women (80.5)United
Kingdom: Men (79.5), Women (83)United States: Men (76), Women (80.5)
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Within the United States, the overall risk of dying between ages 25 and 65
is about 15 percent, but for the poorest groups it is as high as 50 percent
(e.g., Sioux men in South Dakota) and for the richest less than 2 percent
(Asian American women in Connecticut) (Lewis & Burd-Sharps, 2010).
Overall, the 10 million U.S. residents with the highest SES outlive the 10
million with the lowest SES by about 30 years on average (Lewis & Burd-
Sharps, 2010).

Every health risk in the United States is more prevalent among those
below the poverty line than among those above it. For example, the rate of
cigarette smoking is 25 percent among poor Americans but only 14
percent among those who are not so poor (Jamal et al., 2018).
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Without doubt, low SES harms human development in every way, evident
in statistics on mortality, morbidity, disability, and vitality. Unfortunately,
more often in the United States than in most nations, babies born poor are
unlikely to escape their SES, as their education, health care, job prospects,
and so on are all likely to work against them; they therefore enter
adulthood already impaired. Is there any hope?

Back to Jenny
That question returns us to Jenny, whose story began this chapter. When I
first met her, she was among the poorest 10 million people in the United
States, living in a Bronx neighborhood known as “Gunsmoke Territory”
because of its high homicide rate. She is also African American, and
people of her ethnicity tend to have a higher allostatic load.

Her decision to have another baby — with no promise of marriage or of
the father’s support — made me fear that she would never escape from
poverty. My fear was not prejudice: Lifelong poverty is the usual future
for low-income mothers of four who have another child, out of wedlock,
with a married man.

But those statistics do not reflect Jenny’s intelligence, creativity, and
attitude. She made the best of available government help. Her tuition was
paid for with a Pell Grant; she lived in public housing; her children went
to public schools; she found parks and museums where her children could
play and learn.

Remember that Jenny was a star student. I saw that she applied everything
she learned from my class, although much of it just confirmed what she
already knew. She helped her children with their homework; she found
speech therapy for her son; she provided love, supervision, and protection
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for all of them. She convinced Billy to be tested for sickle cell (it was
negative). She prepared her apartment for the new baby, locking up
poisons, covering electric outlets, demanding that her landlord put guards
on the windows.

After giving birth to a healthy, full-term baby girl, she found work as a
tutor for children in her home so that she could earn some money while
caring for her newborn. When the baby was a little older, she went back to
college, earning her B.A. on a full scholarship.

I was only one of many who recognized Jenny’s abilities. She earned an A
in many of her advanced classes; she was chosen to give the graduation
address. She then was hired as a receptionist in a city hospital, a union job
that provided medical insurance for her family. That allowed her to move
her family to a safer part of the Bronx, where she befriended her
neighbors.

Although Jenny is exceptional, she is not unique: Some people are able to
overcome the potential stressors of poverty (Chen & Miller, 2012). One
strategy is careful selection of friends, advisors (I was one of them), and
lovers (I later met Billy; I liked him).

Billy did not abandon Jenny. He sometimes visited her and the daughter he
did not want, providing emotional and financial support. His wife became
suspicious, hired a private investigator, and then delivered an ultimatum:
Stop seeing Jenny or obtain a divorce. He chose Jenny. Soon after that,
they married and moved to Florida.

Jenny continues to do well, although, as a developmentalist would predict,
Jenny could not completely escape the toll of her early life. For instance,
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she developed diabetes and must watch her diet carefully. But she bikes,
swims, and gardens almost every day. She works full time in education,
having earned a master’s degree. That is one reason I know what she is
doing: She took a graduate course that assigned an earlier edition of this
book, and she phoned me to tell me so.

She and Billy seem happy together. I met the son who had a speech
impediment: He earned a Ph.D. and is an assistant professor. Jenny’s
daughters are also college graduates.

This example might give the impression that escaping from poverty is
easy; longitudinal data show that it is not. Most poor children do not thrive
as Jenny’s children did. For her two teenage nephews, Jenny’s help came
too late — they were lost to the streets of the South Bronx.

But the study of human development is not only about statistics and
generalities. Each person is buffeted by all of the habits, conditions, and
circumstances described in this chapter, but each makes choices that affect
their future. Jenny chose well.

WHAT HAVE YOU LEARNED?

1. How much should an adult exercise?

2. Why do some experts think exercise is more important than weight?

3. What are the longitudinal changes in weight in the United States?

4. How does lung cancer reflect trends in cigarette smoking?

5. How do ethnicity, gender, and nationality affect smoking rates?

6. Who is most likely to suffer from opioid abuse?
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7. Why would SES predict health, even in a nation with free public health care?
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Chapter 20 Review

SUMMARY

Growing Older

1. Senescence causes a universal slowdown during adulthood, but
aging does not necessarily mean impairment. Brains show
evidence of growth as well as shrinkage: Plasticity is evident
lifelong.

2. A person’s appearance undergoes gradual but noticeable changes
as middle age progresses, including more wrinkles, less hair, and
more fat, particularly around the abdomen. People lose some
height because of compression of the spine.

3. Senescence is apparent in the sense organs. Vision becomes less
sharp with age. Nearsightedness decreases and farsightedness
increases in midlife. Hearing also becomes less acute.

The Sexual-Reproductive System

4. Sexual responsiveness slows down with age, as does speed of
recovery after orgasm. This is only a physical decline; many
couples find that, overall, sexual relations improve with age,
especially if the couple communicates well.

5. Fertility problems become more common with increased age, for
many reasons. The most common reason for men is a reduced
number of sperm, and for women it is either ovulation failure or
blocked fallopian tubes. For both sexes, not only youth but also
health — especially sexual health — correlates with fertility.

6. At menopause, as a woman’s menstrual cycle stops, ovulation
ceases and levels of estrogen are markedly reduced. This hormonal
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change produces various symptoms. Hormone replacement therapy
was once common, but it increases the risk of breast cancer.

7. Hormone production declines in men, too, though not as suddenly
as in women. Men produce viable sperm lifelong. Some men take
extra testosterone, but hormone replacement therapy in men has
health costs as well as benefits.

Habits: Good and Bad

8. Exercise is the key to good health, both physical and
psychological. Adults in the United States are exercising more than
they did a decade ago but less than they did a century ago.

9. North Americans are smoking far less than they once did, and rates
of lung cancer and other diseases are falling, largely for that
reason. Women cut down on smoking later than men did. In many
nations, female smoking is increasing.

10. Moderate drinking of alcohol may be beneficial for heart health,
but excessive drinking is a major health problem. Opioid addiction
has led to more than 100 deaths per day in the United States. There
is no consensus as to whether the blame should focus on
individuals, doctors, or drug companies.

11. Good health habits include not gaining too much weight. Today’s
adults worldwide are faring worse than did previous generations on
this metric. There is a worldwide “epidemic of obesity,” as more
people have access to abundant food and overeat as a result. That is
one reason the rates of diabetes are rising.

12. Aging and health status can be greatly affected by SES. In general,
those who have more education and money are more likely to live
longer and avoid illness than their poorer counterparts. However,
low SES does not inevitably lead to poor health, because genes and
health habits are protective.
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KEY TERMS

senescence
infertility
menopause
hormone replacement therapy (HRT)
andropause

APPLICATIONS

1. Guess the age of five adults you know, ideally of different ages. Then
ask them how old they are. Analyze the clues you used for your guesses
and the reactions to your question.

2. Find a speaker willing to come to your class who is an expert on weight
loss, adult health, smoking, or drinking. Write a one-page proposal
explaining why you think this speaker would be good and what topics
he or she should address. Give this proposal to your instructor, with
contact information for your speaker. The instructor will call the
potential speakers, thank them for their willingness, and decide whether
or not to actually invite them to speak.

3. Attend a gathering for people who want to stop a bad habit or start a
good one, such as an open meeting of Alcoholics Anonymous or
another 12-step program, an introductory session of Weight Watchers or
Smoke Enders, or a meeting of prospective gym members. Report on
who attended, what you learned, and what your reactions were.

Especially For ANSWERS
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Response for Drivers (from p. 509): No. Car accidents occur when the mind
is distracted, not the hands.

Response for Doctors and Nurses (from p. 522): Obviously, much depends
on the specific patient. Overall, however, far more people develop a disease
or die because of years of poor health habits than because of various illnesses
not spotted early. With some exceptions, age 35 is too early to detect
incipient cancers or circulatory problems, but it’s prime time for stopping
cigarette smoking, curbing alcohol abuse, and improving exercise and diet.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 508): He is closer to 30 — 28 to be
exact. Clues: He still has the strength, stamina, and risk-taking
adventurousness of an emerging adult. Another clue is contextual and
historical: His two years as a U.S. Marine in Afghanistan must have been
recent when this photo was taken.

Answer to Observation Quiz (from p. 511): She is only 24 in this photo.
The clue is her smooth skin.

VISUALIZING DEVELOPMENT

Adult Overweight Around the World
A century ago, being overweight was a sign of affluence, as the poor were less
likely to enjoy a calorie-rich diet and more likely to be engaged in physical labor.
Today, that link is less clear. Overweight — defined as having a body mass index
(BMI) over 25 — is common across socioeconomic groups and across nations,
and obesity (a BMI over 30) is a growing health threat worldwide.
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Description
At the top is the following description: A century ago, being overweight was a sign
of affluence, as the poor were less likely to enjoy a calorie-rich diet and more likely
to be engaged in physical labor. Today, that link is less clear. Overweight — defined
as having a body mass index (BMI) over 25 — is common across socioeconomic
groups and across nations, and obesity (a BMI over 30) is a growing health threat
worldwide.Beneath this is a large image that shows the rates of overweight and obese
populations in various countries as broken down into “richer” and “poorer” based on
annual gross domestic product per person. The size of each circle for the individual
countries shows the overall percentages, and within each circle is a red area showing
how many in that population are obese.The richer countries (above GDP of 32,500)
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include:The United States – Overweight and obese (67.9%), Obese (one-third of the
larger circle)Germany – Overweight and obese (56.8%), Obese (slightly less than
one-quarter of the larger circle)Japan – Overweight and obese (27.2%), Obese (about
5 percent of the larger circle)France – Overweight and obese (59.5%), Obese (slightly
less than one-quarter of the larger circle)Italy – Overweight and obese (58.5%),
Obese (one sixth of the larger circle)The poorer countries (below GDP of 32,500)
include:Saudi Arabia – Overweight and obese (69.7%), Obese (one-third of the larger
circle)Russia – Overweight and obese (57.1%), Obese (one-sixth of the larger
circle)India – Overweight and obese (19.7%), Obese (about 5 percent of the larger
circle)Haiti – Overweight and obese (54.9%), Obese (slightly less than one-quarter of
the larger circle)Niger – Overweight and obese (22%), Obese (about 5 percent of the
larger circle)Kenya – Overweight and obese (25.5%), Obese (about one-tenth of the
larger circle)Indonesia – Overweight and obese (28.2%), Obese (about one-tenth of
the larger circle)Mexico – Overweight and obese (64.9%), Obese (slightly more than
one-quarter of the larger circle)Brazil – Overweight and obese (56.3%), Obese
(Slightly less than one-quarter of the larger circle)China – Overweight and obese
(32.3%), Obese (about one-tenth of the larger circle)Beneath this is a bar graph
entitled, “U.S. Obesity Rates by Income Level and Ethnicity.” There are five areas of
data – Overall, White, Black, Asian, and Hispanic. Within each area there are
sections representing different federal poverty levels, including <130%, >130 to
<350%, and >350%. And each poverty level includes data for both sexes, for women,
and for men. The vertical axis of the chart shows the rate of obesity, ranging from 0
to 60 percent in 10-percent increments.The data are as follows:Overall<130% - Both
Sexes (40), Women (45), Men (30.5)>130 to <350% - Both Sexes (40.5), Women
(41), Men (39.5)>350% - Both Sexes (30.5), Women (30), Men (31)White<130% -
Both Sexes (35), Women (41), Men (29.5)>130 to <350% - Both Sexes (40), Women
(40.5), Men (39.5)>350% - Both Sexes (30), Women (29), Men (31)Black<130% -
Both Sexes (46), Women (55), Men (33)>130 to <350% - Both Sexes (49), Women
(60), Men (35)>350% - Both Sexes (49), Women (56), Men (42)Asian<130% - Both
Sexes (15), Women (18), Men (10)>130 to <350% - Both Sexes (10.1), Women
(10.4), Men (10)>350% - Both Sexes (10.1), Women (10), Men
(10.2)Hispanic<130% - Both Sexes (41), Women (49), Men (37)>130 to <350% -
Both Sexes (44), Women (44), Men (44)>350% - Both Sexes (40), Women (42), Men
(37)
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Chapter 21 Adulthood: Cognitive Development
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✦ Intelligence Changes During Adulthood?
Inborn IQ
Age and IQ
Putting It All Together

✦ Components of Intelligence: Many and Varied
Two Clusters of Intelligence
Three Forms of Intelligence

✦ Selective Gains and Losses
Optimization with Compensation
Expert Cognition
A VIEW FROM SCIENCE: Who Wins in Soccer?
Expertise, Age, and Experience
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A CASE TO STUDY: Parenting Expertise
✦ VISUALIZING DEVELOPMENT: Media Use Among U.S. Adults

What Will You Know?

1. Do people get smarter as they get older?
2. Are people who are high in analytic intelligence also high in practical

intelligence?
3. Does stress make a person sick and confused?
4. Is everyone an expert at something?

One of my daughters, herself a professor, was on a committee that
selected a new college president. She says that this new leader is
improving the institution in many ways, although he came from outside
academia.

“You must be glad they selected the one you wanted,” I said.

“He’s not the one I wanted. I didn’t even want to interview him. Others on
the committee outvoted me.”

She was unimpressed with his paper résumé because she is a scholar and
he had few publications. But she listened with an open mind during his
interview and rethought her criteria.

This illustrates adult cognition. Adults have ideas based on their personal
experience, but ideally they also listen to others. Everyone has areas of
expertise. My daughter is proficient in analytic intelligence; she knows
how to assess scholarship. But analytic intelligence in only one form of
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cognition; practical intelligence is another, and this new president,
apparently, is adept at that.

This chapter explains the many facets of adult cognition. Some abilities
improve with age; others do not. Each person gains skills and knowledge,
and most adults advance in language and social understanding. That
enables them to listen to each other. A well-functioning committee can
choose a leader better than any one person.

Remember that scientists use many research strategies to explore
cognitive development in adulthood. Chapter 18 described postformal
thinking as well as the impact of college. Chapter 24 will take an
information-processing perspective, highlighting processing abilities and
describing neurocognitive disorders.

This chapter uses the psychometric approach (metric means “measure”;
psychometric refers to the measurement of psychological characteristics)
and considers various kinds of intelligence, including those that produce
experts of one sort or another.

I am proud that my daughter realized that the new president could use his
creative and practical intelligence to improve the school. He is smart and
talented, albeit not in the metrics familiar to her (publications, citations).
She listened to other people, who articulated their opinions well. They all
were thinking as adults.
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Intelligence Changes During
Adulthood?

Many scientists and much of the general public believe that
“intelligence” is some kind of physical thing, like a lump in the brain
that some people have more of than others and that stays about the same
size until old age shrinks everything. That belief has been called into
question, as you will see.

Inborn IQ
In the twentieth century, most people who specialized in measuring
intelligence assumed that intelligence was born into a person, in much
the same way eye color was innate. Genetic instructions made that
inborn intelligence grow until it reached full capacity at about age 18,
when the rest of the body was grown.

Unequal intelligence was a fact of life, not to be affected by age or
experience. As one scholar begins a book on intelligence:

Homer and Shakespeare lived in very different times, more than two
thousand years apart, but they both captured the same idea: we are not all
equally intelligent. I suspect that anyone who has failed to notice this is
somewhat out of touch with the species.

[Hunt, 2011a, p. 1]

Intelligence was measured by IQ tests in childhood in order to predict
later life, including higher education and longevity (Arden et al., 2016).
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When scientists tallied IQ scores measured at various ages, they found
that IQ was fairly stable by age 20 or so (Plomin & Deary, 2015).

Some children were much smarter than others. They continued to be
smart, usually graduating from college and succeeding in adulthood.

Talk and Think     Stephen Hawking (1942–2018) wrote A Brief History of Time, which
sold more than 10 million copies — an astounding number for a book about theoretical
physics and cosmology. He also had ALS, diagnosed at age 21, which did not stop him
from marriage (twice), fatherhood (thrice), and becoming a leading international scholar.
Toward the end of his life, he could not talk but instead communicated with a muscle in his
cheek — striking evidence that intellect cannot always be assessed via speech.

Measuring g
One leading theoretician, Charles Spearman (1927), called that lump
“g,” for general intelligence. Although g cannot be measured directly,
Spearman thought it could be inferred from various abilities, such as
vocabulary, memory, and reasoning.
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Therefore, Spearman proposed that general intelligence could be
quantified by summarizing scores on a diverse mix of measures. The
combination of abilities such as memory, vocabulary, and reasoning
would reveal whether a person’s intelligence was superior, average,
below average, or, in the terms (no longer used) of a century ago,
“genius,” “mentally retarded,” “imbecile,” or “idiot.” [Life-Span Link:
See Chapter 11 for the theoretical distribution of IQ scores.]

The belief that there is a g continues to influence thinking on
intelligence, as “g is one of the most thoroughly studied concepts in the
behavioral sciences. Measures of intelligence are predictive of a wide
range of educational, occupational, and life outcomes” (Geary, 2018, p.
1028).

Since g was thought to be inborn, many researchers searched for the
genetic underpinnings of intellectual capacity. One recent effort,
contending that “intelligence is highly heritable,” examined the entire
genome and found 1,016 genes linked to intelligence (Savage et al.,
2018, p. 912).

Other researchers look elsewhere for the origins of g — perhaps
prenatal brain development, experiences in infancy, or physical health.
One leading scholar suggests that how well the mitochondria function is
the crucial factor (Geary, 2019). However, no one has succeeded in
finding any particular intelligence gene or in proving that a particular
biological entity is g.

A counter movement from other researchers suggests that no inborn g
exists. Some criticize the psychometric approach as “neglecting the
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roles of emotion, motivation, stress, intuition, and creativity in
cognitive development” (Zelazo, 2018, p. 44). As one scholar wrote:
“Intelligent researchers will likely continue to disagree about g”
(Gignac, 2016, p. 84).

Neuroscience and g
Currently, many think that g arises from brain functioning. The size of a
particular part of the adult midbrain (the caudate nuclei) correlates with
adult IQ (Grazioplene et al., 2015). An attempt to integrate all of the
neuroscience research on g suggests that no particular part of the brain
is crucial. Instead, “network flexibility and dynamics are crucial for the
diverse range of mental abilities underlying general intelligence”
(Barbey, 2018, p. 15).

In other words, the hubs and interconnections of brain parts are crucial.
An intelligent person has strong and flexible networks, which allows
the brain to combine, say, social perception and statistical logic, or
verbal proficiency and visual acuity. Details vary from person to person
over the life span, but always

g originates from individual differences in the system-wide topology and
dynamics of the human brain…. the capacity to flexibly transition
between network states provides the foundation for individual differences
in g — supporting the rapid exchange of information across networks and
capturing individual differences in cognitive processing at a global level.

[Barbey, 2018, pp. 16, 18]
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VIDEO ACTIVITY: Research Methods and Cognitive Aging explores how
various research methods have been employed to study how intelligence changes
with age.

Age and IQ
Although most psychometricians throughout the twentieth century
assumed that intelligence could be measured and quantified via IQ tests,
they disagreed about interpreting the data — especially about whether g
rises or falls during adulthood.

Methodology was one reason for that disagreement. Consider the three
methods used for studying human development that were introduced in
Chapter 1: cross-sectional, longitudinal, and cross-sequential.

Cross-Sectional Declines
For the first half of the twentieth century, psychologists thought that
children gained intelligence each year, reaching a peak in late
adolescence. For children, the number of questions answered correctly
on an IQ test increased with age. So to keep the average at 100, testers
consulted an age table that indicated how many correct answers an
average child of a particular age would have.
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Smart Enough for the Trenches?     These young men were drafted to fight in World War
I. Younger men (about age 17 or 18) did better on the military’s intelligence tests than
slightly older ones did.

 Observation Quiz: In addition to intellectual ability, what two aspects of
this test situation might affect older men differently than younger men? (see
answer, page 552) 

Over the adult years, the number of correct answers held steady until
middle age or later, when it slowly declined. Thus, psychologists
believed that adults gradually became less intelligent over time. This
was evident on IQ tests but not in daily life: Older adults were not
stupid, but they were not geniuses either.
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This belief was based on the best evidence available. For instance, the
U.S. Army tested the aptitude of all draftees in World War I. When the
scores of men of various ages were compared, it seemed apparent that
intellectual ability reached its peak at about age 18, stayed at that level
until the mid-20s, and then declined (Yerkes, 1923).

However, longitudinal research showed the opposite effect. People
seem to gain intelligence over the years of adulthood, as explained in
Opposing Perspectives.

OPPOSING PERSPECTIVES

Who Is Smarter, the College Student or the
Retiree?
Whether intelligence increases or decreases with age is answered differently
depending partly on the age of the person answering, whether that person is a
“foolish whippersnapper” or a “doddering geezer” — both terms that demonstrate
ageism in the young or old person who utters them. Scientists have evidence for
both perspectives.

Shortly after the middle of the twentieth century, Nancy Bayley and Melita Oden
(1955) analyzed the intelligence of adults who had been identified as child
geniuses decades earlier. Bayley was an expert in intelligence testing. She knew
that “invariable findings had indicated that most intellectual functions decrease
after about 21 years of age” (Bayley, 1966, p. 117). Instead, she found that the IQ
scores of these gifted individuals increased between ages 20 and 50.

Did their high childhood IQ protect them from age-related declines? To find out,
Bayley retested a large group of adults who had been tested decades earlier as
children. Their childhood intelligence varied, from way below average to way
above, as would be expected in the general population. Their adult IQs varied as
well, with most of the low ones still low and most of the high ones still high.
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However, on this longitudinal study, many scored higher than their own IQ scores
when they were children. Why did they gain, not lose, IQ during adulthood? The
reason, Bayley suggested, is that cross-sectional research can be misleading
because each cohort has unique life experiences. Longitudinal data are better.

That was welcome news for many scholars, who were growing older themselves.
They were happy to realize that adults who were studied in the first part of the
twentieth century often left school before eighth grade and had no technology to
inform them of ideas, inventions, and innovations beyond their personal
experience. It was unfair to compare the IQ scores of people who grew up
decades earlier with those of contemporary 20-year-olds, almost all of whom
attended high school.

Powerful evidence that younger adults score higher because of more education,
increased information, and better health, not because of age, comes from
longitudinal research from many nations. Recent cohorts everywhere outscore
previous ones. As you remember from Chapter 11, this is the Flynn effect.

However, longitudinal results might be inaccurate as well. Scholars note three
reasons why people might seem smarter with age when really they were not:

1. Repeated testing provides practice, and that itself may improve scores.



1690

2. Some participants move, or refuse retesting, or die. They tend to be the ones
whose IQs are declining, while the more intelligent ones stay to be retested.
That skews the study in favor of those who gain IQ.

3. Dramatic, unpredictable events (war, polio vaccine) and gradual changes
(widespread computer use, nationwide cleaner air or chemicals in the food
supply, changes in rates of drug addiction) make it hard to predict the
future. This could produce IQ improvements or reductions, depending on
specifics.

This possibility is suggested by data on longevity. The average life span of adults
in the United States has declined slightly since 2015 (Murphy et al., 2018). The
reason is said to be “deaths of despair” — for example, suicide, cirrhosis of the
liver, fatal drug addiction, obesity (Muennig et al., 2018). The same
psychological factors affect intelligence, so longitudinal studies may soon show
declines.

New longitudinal data on the Flynn effect find that adults in developed nations
are less likely to gain in IQ than adults were a few generations ago. In many
nations, decline is already evident (Flynn & Shayer, 2018). Scandinavian nations
were among the first to show the Flynn effect, and they now show declines.

Lower national IQ is less evident in developing nations, where past childhood
deprivation experienced by older adults, and the recent benefits of better health
and technology, favor the young. But Flynn himself worries that increased screen
time, and the reduced cognitive challenges in many jobs, will soon reduce
cognition in every nation (Flynn & Shayer, 2018).

Thus, whether a person of one age is smarter than another depends on how
intelligence is measured and what the life experience of the person might be.
People still hold opposing perspectives.

The Famous Seattle Study
The best method to understand the effects of aging without the
complications of historical change is to combine cross-sectional and
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longitudinal research, a strategy pioneered by a graduate student at the
University of Washington in 1956.

 Especially for Older Brothers and Sisters: If your younger siblings
mock your ignorance of current TV shows and beat you at the latest video
games, does that mean your intellect is fading? (see page 552)

To earn his Ph.D., K. Warner Schaie tested a cross section of 500 adults,
aged 20 to 50, on five standard primary mental abilities Sternberg
considered to be the foundation of intelligence: (1) verbal meaning
(vocabulary), (2) spatial orientation, (3) inductive reasoning, (4)
number ability, and (5) word fluency (rapid verbal associations). Cross-
sectional scores showed age-related decline in all five abilities, as
others had found before (Schaie, 1958).

Schaie decided to replicate the longitudinal gains that Bayley found (in
Opposing Perspectives). He did more than that. He combined
longitudinal and cross-sectional methods. Seven years later, he retested
his initial participants and also tested a new group of people who were
the same age that his earlier sample had been. Consequently, he could
compare people not only to their own previous scores (longitudinal) but
also to people currently as old as his original group had been when first
tested, and others who were older or younger (cross-sectional).

Over his entire career, Schaie resisted and added a new group every
seven years. Known as the Seattle Longitudinal Study, this was the
first cross-sequential study of adult intelligence. Schaie confirmed and
extended what others had found: Cross-sectional research shows
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declines, but longitudinal research shows improvement during
adulthood (Schaie, 2005/2013). So, g varies more than others thought.

Seattle Longitudinal Study
The first cross-sequential study of adult intelligence. This study began in 1956 and is
repeated every seven years.

As Figure 21.1 shows, Schaie found that each ability at each age has a
distinct pattern. Men were initially better at number skills and women at
verbal skills, but the two sexes grew closer over time. This reflected
trends in the overall culture, which encouraged people of every gender
to nurture all of their abilities.

FIGURE 21.1

Age Differences in Intellectual Abilities     Cross-sectional data on intellectual abilities
at various ages would show much steeper declines. Longitudinal research, in contrast,
would show more notable rises. Because Schaie’s research is cross-sequential, the
trajectories it depicts are more revealing: None of the average scores for the five abilities
at any age is above 55 or below 35, which means that the average older person still is able
to function intellectually.

Data from Schaie, 2005, p. 116.

Description



1693

The left graph is labeled Men and the right graph is labeled Women. For
both graphs, the horizontal axis shows age, ranging from 25 to 88 in 7-
year increments, and the vertical axis shows mean T scores from 35 to 55
in 5-point increments. Each graph has five lines indicating different kinds
of intellectual ability.The approximate data for each graph are as
follows:Men25 years - Number (52.5), Spatial Orientation (51), Word
Fluency (50.1), Inductive Reasoning (44), Verbal Meaning (47.5)32 years
- Number (53), Spatial Orientation (51.5), Word Fluency (51), Inductive
Reasoning (44), Verbal Meaning (49)39 years - Number (53), Spatial
Orientation (52), Word Fluency (50.9), Inductive Reasoning (44.5), Verbal
Meaning (50.5)46 years - Number (53.2), Spatial Orientation (52.5), Word
Fluency (50.5), Inductive Reasoning (50), Verbal Meaning (51.5)53 years
- Number (52.5), Spatial Orientation (52.4), Word Fluency (50), Inductive
Reasoning (50), Verbal Meaning (52)60 years - Number (52), Spatial
Orientation (52), Word Fluency (43.8), Inductive Reasoning (49.4), Verbal
Meaning (51)67 years - Number (49), Spatial Orientation (50), Word
Fluency (42), Inductive Reasoning (46.5), Verbal Meaning (49)74 years -
Number (46), Spatial Orientation (47.5), Word Fluency (44), Inductive
Reasoning (44.5), Verbal Meaning (47)81 years - Number (42), Spatial
Orientation (43), Word Fluency (42), Inductive Reasoning (41.5), Verbal
Meaning (44)88 years - Number (37.5), Spatial Orientation (40.3), Word
Fluency (38.5), Inductive Reasoning (38.5), Verbal Meaning
(40)Women25 years - Number (51), Spatial Orientation (46), Word
Fluency (50.5), Inductive Reasoning (49), Verbal Meaning (49)32 years -
Number (51), Spatial Orientation (47.5), Word Fluency (51.5), Inductive
Reasoning (49.8), Verbal Meaning (50)39 years - Number (52), Spatial
Orientation (48), Word Fluency (51), Inductive Reasoning (50.5), Verbal
Meaning (52)46 years - Number (51), Spatial Orientation (48.2), Word
Fluency (52), Inductive Reasoning (50.5), Verbal Meaning (52)53 years -
Number (50), Spatial Orientation (48), Word Fluency (52), Inductive
Reasoning (50.5), Verbal Meaning (52)60 years - Number (50), Spatial
Orientation (47/5), Word Fluency (50.5), Inductive Reasoning (50.5),

 Observation Quiz: Which ability in which gender shows the steepest
decline after age 60? (see answer, page 552)
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Verbal Meaning (52)67 years - Number (48), Spatial Orientation (46),
Word Fluency (48), Inductive Reasoning (48), Verbal Meaning (50)74
years - Number (46), Spatial Orientation (44.5), Word Fluency (47),
Inductive Reasoning (47), Verbal Meaning (47.7)81 years - Number (43),
Spatial Orientation (42.5), Word Fluency (40), Inductive Reasoning (40),
Verbal Meaning (45)88 years - Number (40), Spatial Orientation (39.5),
Word Fluency (42), Inductive Reasoning (42.5), Verbal Meaning (40.5)

The figure shows that some abilities increase over the years of
adulthood. As many other scientists have found, vocabulary is
particularly likely to increase. Schaie found that everyone declined by
age 60 in at least one of their basic abilities, not until about age 70 did
everyone decline from their earlier scores in all five skills.

Other researchers from many nations have found similar trends,
although specifics differ. IQ scores typically increase, or are at least
maintained, in adulthood, because performance on timed items declines
but on verbal items increases (Salthouse, 2019). Individuals may show
marked intellectual ups or downs. Some fade by middle age; others not
until decades later (W. Johnson et al., 2014; Kremen et al., 2014).

Schaie discovered cohort changes that had been previously
unrecognized. Each successive cohort (born at seven-year intervals
from 1889 to 1973) scored higher in adulthood than did the previous
generations in verbal memory and inductive reasoning. However,
number ability (math) peaked for one cohort (those born in 1924) and
fell in each later cohort until about 1970, when it stabilized (Schaie,
2005/2013).

Why this cohort (not age) decline in math? Probably education. The
curriculum in schools changed: By the mid-twentieth century, reading,
writing, and self-expression were emphasized, and math became less
important. It also relates to the experience of adults. Scanners at stores,
cash registers, and calculators on smartphones make math skills atrophy
for current adults.
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Other cohort effects include increases in female IQ, since many women
entered the labor market. The reason? Jobs provide intellectual
challenges. Overall, more decades of stable IQ for people of all genders
before age-related decline (Schaie, 2005/2013). Older adults are now
healthier, and that affects cognition.

Putting It All Together
Many studies using sophisticated designs and statistics have supplanted
early cross-sectional, longitudinal, and cross-sequential studies. No
study is perfect, because “no design can fully sanitize a study so as to
solve the age-cohort-period identification problem” (Hertzog, 2010, p.
5). Cultures, eras, and individuals vary substantially regarding which
cognitive abilities are nurtured and tested.

Longitudinal studies continue to show slight improvement in IQ over
the decades of adulthood, with genes and experiences both significant.
The fact that experience matters was proven, again, in a study of
monozygotic twins, one who suffered a traumatic brain injury as a
soldier and one who did not (Lyons et al., 2017). The ones with brain
injury, decades after seemingly complete recovery, had lower average
IQ than their identical twins.

Predicting the future based on past IQ is not always possible. As one
review of recent evidence from many nations concludes:

Massive IQ gains over time were never written in the sky as something
eternal like the law of gravity. They are subject to every twist and turn of
social evolution.

[Flynn & Shayer, 2018, p. 120]
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One conclusion is solid: IQ is not exclusively inborn. From about age
20 to age 70, national values, particular experiences, and years of
education all affect the size of that lump of intelligence. Changes over
adulthood differ, reflecting genes, childhood intelligence, and higher
education (Grønkjær et al., 2019).

When a particular person is assessed longitudinally, researchers find
“virtually every possible permutation of individual profiles” (Schaie,
2013, p. 497). Cross-sectional research also finds variability from item
to item and age to age (Fagot et al., 2018). The data on adult
intelligence illustrate the life-span perspective: Intelligence is
multidirectional, multicultural, multicontextual, and plastic.

WHAT HAVE YOU LEARNED?

1. Many scientists have searched for the source of g; how successful have they
been?

2. What does cross-sectional research on IQ throughout adulthood usually
find?

3. What does longitudinal research on IQ throughout adulthood usually find?

4. How do historical changes affect the results of longitudinal research?

5. How does cross-sequential research control for cohort effects?

6. Why does IQ vary as much as it does?
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Components of Intelligence: Many
and Varied

Responding to all of these data, developmentalists seek patterns of cognitive gain and
loss. It is mistaken to ask whether intelligence either increases or decreases with age; it
does not move in lockstep. Individuals vary, as does each aspect of intelligence. For
example, math slowdowns are usually apparent by age 40, but verbal ability usually
keeps rising. Both of those patterns, however, depend on what the person does
professionally.

We consider here only two proposals, one that posits two distinct abilities and the other,
three. [Life-Span Link: There are many more formulations, notably Gardner’s theory
of nine intelligences, described in Chapter 11.]

Two Clusters of Intelligence
In the 1960s, a leading researcher, Raymond Cattell, teamed up with a promising
graduate student, John Horn, to study intelligence tests. They concluded that adult
intelligence is best understood by grouping various measures into two categories,
which they called fluid and crystallized.

Fluid Intelligence
As its name implies, fluid intelligence is like water, flowing to its own level no matter
where it happens to be. Fluid intelligence is quick and flexible, enabling people to learn
anything, even things that are unfamiliar and unconnected to what they already know.
Curiosity, learning for the joy of it, solving abstract puzzles, and the thrill at discovery
are marks of fluid intelligence.

fluid intelligence
Those types of basic intelligence that make learning of all sorts quick and thorough. Abilities such as
short-term memory, abstract thought, and speed of thinking are all usually considered part of fluid
intelligence.

People who are high in fluid abilities are quick and flexible, drawing inferences,
grasping relationships between concepts, with a large working memory. Questions that
test fluid intelligence among Western adults might be:
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What comes next in each of these two series?

4 9 1 6 2 5 3
V X Z B D

The correct answers are 6 and F. The clue is to think of multiplication (squares) and the alphabet: Some
series are much more difficult to complete.

Puzzles are often used to measure fluid intelligence, with bonus points for speedy
solutions (as on many IQ tests). Immediate recall — of nonsense words, of numbers, of
a sentence just read — is one indicator because working memory is crucial for fluid
intelligence, especially in timed tests (Singh et al., 2018). However, whether working
memory is the underlying cause for high fluid intelligence, or merely a correlate, is still
questioned (Burgoyne et al., 2019).

Crystallized Intelligence
The accumulation of facts, information, and knowledge as a result of education and
experience is called crystallized intelligence. The size of a person’s vocabulary, the
knowledge of chemical formulas, and long-term memory for dates in history all
indicate crystallized intelligence. Tests designed to measure this intelligence might
include questions like these:

What is the meaning of the word eleemosynary?
Who was Descartes?
Explain the difference between a tangent and a triangle.
Why does the city of Peking no longer exist?

crystallized intelligence
Those types of intellectual ability that reflect accumulated learning. Vocabulary and general information
are examples. Some developmental psychologists think crystallized intelligence increases with age, while
fluid intelligence declines.

Although such questions seem to measure achievement more than aptitude, these two
are connected, especially in adulthood. Intelligent adults read widely, think deeply, and
remember what they learn — so their achievement reflects their aptitude. Crystallized
intelligence is an outgrowth of fluid intelligence.

ii

ii
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Think Before Acting     Both of these adults need to combine fluid intelligence and crystallized
intelligence, insight and intuition, logic and experience. One (left) is a surgeon, studying X-rays
before picking up her scalpel. The other (right) appears to be an architect, using working memory
and abstract reasoning.

Thus someone who is high in fluid intelligence is likely to become high in crystallized
intelligence. Neurological research finds that network connections in the brain underlie
both kinds of intelligence (Barbey, 2018).

Both Together Now
To reflect the total picture of a person’s intellectual aptitude, both fluid and crystallized
intelligence must be measured. Scores on items measuring fluid intelligence decrease
with age, whereas scores on items measuring crystallized intelligence increase.

This distinction is useful, not only for typically developing individuals but also for
those with intellectual disability (I. Chen et al., 2017). They also show reduced fluid
and increased crystallized intelligence over time.

For everyone, combining these two types of intelligence makes total IQ scores fairly
steady from age 30 to age 70. Although brain slowdown begins at age 20 or so, it is
rarely apparent until massive declines in fluid intelligence affect crystallized
intelligence. Only then do overall IQ scores fall.
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Three Forms of Intelligence
Robert Sternberg (1988, 2015) agrees that a single intelligence score is misleading. As
first mentioned in Chapter 11 and alluded to in the opening anecdote of this chapter,
Sternberg proposed three fundamental forms of intelligence: analytic, creative, and
practical (see Table 21.1).

TABLE 21.1 Sternberg’s Three Forms of Intelligence

Analytic
Intelligence

Creative
Intelligence

Practical
Intelligence

Mental
processes

Abstract
planning
Strategizing
Focused
attention
Verbal skills
Logic

Imagination
Appreciation of
the unexpected
or unusual
Originality
Vision

Adaptive
actions
Understanding
and assessing
daily
problems
Applied skills
and
knowledge

Valued
for

Analyzing
Learning and
understanding
Remembering
Thinking

Intellectual
flexibility
Originality
Future hopes

Adaptability
Concrete
knowledge
Cooperation
Family
interactions

Indicated
by

Multiple-
choice tests
Brief essays
Recall of
information

Inventiveness
Innovation
Resourcefulness
Ingenuity

Performance
in real
situations
Street smarts
Tacit
intelligence

Analytic intelligence includes all of the mental processes that foster academic
proficiency by making efficient learning, remembering, and thinking possible. Thus, it
draws on abstract planning, strategy selection, focused attention, and information
processing, as well as on verbal and logical skills.

analytic intelligence
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A form of intelligence that involves such mental processes as abstract planning, strategy selection,
focused attention, and information processing, as well as verbal and logical skills.

Strengths in those areas of analytic intelligence are valuable in emerging adulthood,
particularly in college and in graduate school. Multiple-choice tests and brief essays
that call forth remembered information, with only one right answer, indicate analytic
intelligence.

Creative intelligence is flexible and innovative, divergent rather than convergent,
valuing the unexpected, imaginative, and unusual rather than standard and conventional
answers. Sternberg developed tests of creative intelligence that include writing a short
story titled “The Octopus’s Sneakers” or planning an advertising campaign for a new
doorknob. Those with many novel ideas earn high scores.

creative intelligence
A form of intelligence that involves the capacity to be intellectually flexible and innovative.

Practical intelligence is adaptive. This capacity includes an accurate grasp of the
expectations and needs of other people and understanding what skills are needed to
meet whatever challenges appear. Then people who are high in practical intelligence
can use their social insights and skills to accomplish whatever is needed.

practical intelligence
The intellectual skills used in everyday problem solving. (Sometimes called tacit intelligence.)

Practical intelligence is sometimes called tacit intelligence because it is not obvious on
tests (Cianciolo & Sternberg, 2018). Instead, it comes from “the school of hard knocks”
and is sometimes called “street smarts,” not “book smarts.”

The Three Intelligences in Adulthood
The benefits of practical intelligence are obvious when thinking about adults’
cognition. Few adults need to define obscure words or deduce the next item in a
number sequence (analytic intelligence), and few need to compose new music,
restructure local government, or invent an innovative gadget (creative intelligence).
Ideally, those few have found a niche for themselves and have found people with
practical intelligence to implement their analytic or creative ideas.
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By contrast, almost every adult needs practical intelligence to maintain a home;
advance a career; manage money; sift information (from media, mail, the Internet,
friends); decide what habits to maintain, stop, or begin; and address the emotional
needs of lovers, relatives, neighbors, and colleagues.

Intelligence in Action     Lin-Manuel Miranda created and starred in Hamilton: An American Musical,
that has been the hottest ticket on Broadway for five years. His creative intelligence is obvious, but his
analytic and practical intelligence are also part of his success.

Schaie found that scores on tests of practical intelligence were steadier than scores on
other kinds of tests from age 20 to age 70. There was no notable decrement, in part
because these skills are needed and therefore practiced throughout life (Schaie,
2005/2013).

Without practical intelligence, a solution found by analytic intelligence might fail
because people resist academic brilliance as unrealistic and elite, as the term ivory
tower implies. Some of the best examples come from the history of medicine.
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For example, the idea that stomach ulcers were caused by bacteria was not believed
until an Australian internist used his practical intelligence to convince people,
specifically by drinking infectious broth that made him sick. (He then took an
antibiotic.) Likewise, many successful cancer treatments were first tried by creative
doctors but rejected by everyone else (Cornwall, 2013). Ideas that arise from creative
or analytic intelligence are often rejected as ridiculous and weird rather than serious
and sensible — until someone adds practical intelligence.

Imagine that you are a business manager, a school principal, a political leader, or a
parent trying to change routine practices — perhaps for a good reason, because the old
way was inefficient or destructive. If the new procedures are not compatible with the
group’s culture, and are misunderstood, then the workers, teachers, voters, or family
members will misinterpret and resist. Without practical intelligence, innovation fails.

No abstract test can assess practical intelligence because context is crucial. For
instance, with prospective employees, a hiring committee might describe an actual
situation and ask how the applicant would handle it. Because practical intelligence is
evident on the job, many professions have probationary periods, internships, and
apprenticeships.

Consider the strengths and guard against the limitations of each type of intelligence.
Choosing which intelligence to use takes wisdom, which Sternberg considers the fourth
ingredient of successful intelligence. He wrote:

One needs creativity to generate novel ideas, analytical intelligence to ascertain whether
they are good ideas, practical intelligence to implement the ideas and persuade others of
their value, and wisdom to ensure that the ideas help reach a common good.

[Sternberg, 2012, p. 21]

[Life-Span Link: Wisdom is discussed in Chapter 24.]

Age and Culture
Which kind of intelligence is most needed and valued depends partly on a person’s age
and partly on their national context. Analytic intelligence is usually valued in North
American high schools and colleges, as students try to remember and analyze various
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ideas. Students who are considered “smart” usually have analytic intelligence, but that
is not enough in adulthood.

Creative intelligence is prized if life circumstances change and new challenges arise; it
is much more valued in some cultures and countries than in others. In times of social
chaos and change, or in certain professions (such as the arts), creativity is a better
predictor of accomplishment than is IQ.

However, creativity can be too innovative, causing creative people to be ignored,
scorned, or, in some nations, killed. Many creative geniuses — Vincent Van Gogh and
Igor Stravinsky, for example — were unrecognized in their lifetime.

What Kind of Intelligence?     Adult intelligence is difficult to assess because context is crucial. What kind of
intelligence would you need to successfully herd camels in Saudi Arabia, or to drive a taxi using an app that
connects you to customers in Beijing?

THINK CRITICALLY: If an adult lived in another nation, would that person be smarter? And,
because of that, would the adult live longer and healthier?

 Observation Quiz: What signs of practical intelligence are apparent in the camel herder?
(see answer, page 552) 

Creative individuals are critical of tradition and therefore not always appreciated.
Analytic individuals might be seen as absentminded, head-in-the-clouds dreamers.
Practical intelligence might be most useful. Yet without wisdom, practical intelligence
could be used for evil as well as for good.
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Cultural differences are evident in every kind of cognition. Remember Gardner’s nine
intelligences? Currently in the United States, linguistic and mathematical intelligence
are the core of most tests of aptitude and achievement. But in some other nations, the
ability to dance (kinesthetic intelligence), or to grow herbs (naturalistic intelligence), or
to pray (existential intelligence) might be essential. Worldwide, people in some nations
seem extraordinarily adept at intrapersonal and interpersonal intelligence (India?
Japan?).

Be careful with any definition of intelligence. Sternberg himself argues that distorted
ideas of intelligence are likely to lead us astray (Sternberg, 2018). He cites
environmental destruction, unregulated guns, and chemicals in food and water as
examples of “smart” adults producing disaster.

WHAT HAVE YOU LEARNED?

1. Why would a person prefer to have greater crystallized intelligence than fluid intelligence?

2. Why would a person prefer to have greater fluid intelligence than crystallized intelligence?

3. How might you convince your professors that you are smart, and what type of intelligence is
that?

4. How might you convince your neighbors to compost their food scraps, and what type of
intelligence does that involve?

5. What tests could measure creative intelligence?

6. Which intelligence do you think is undervalued in your community?
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Selective Gains and Losses
Aging neurons, cultural pressures, historical conditions, and past

education all affect adult cognition. None of these can be controlled
directly by an individual. Nonetheless, adults make crucial choices about
intellectual development, deciding how to develop their minds.

Optimization with Compensation
Paul and Margret Baltes (1990) developed a theory called selective
optimization with compensation to describe the “general process of
systematic functioning” (Baltes, 2003, p. 25), by which people maintain a
balance in their lives as they grow older. They believe that people seek to
optimize their development, selecting the best way to compensate for
physical and cognitive losses, becoming more proficient at activities they
want to perform well.

selective optimization with compensation
The theory, developed by Paul and Margaret Baltes, that people try to maintain a balance
in their lives by looking for the best way to compensate for physical and cognitive losses
and to become more proficient in activities they can already do well.

Selective optimization with compensation applies to every aspect of life,
ranging from choosing friends to playing baseball. Each adult seeks to
maximize gains and minimize losses, practicing some abilities and
ignoring others.

Choices are critical, because any ability can be enhanced or diminished,
depending on how, when, and why a person uses it. It is possible to “teach
an old dog new tricks,” but learning requires that adults want to learn
those new tricks.



1707

As Baltes and Baltes (1990) explain, selective optimization means that
each adult selects certain aspects of intelligence to optimize and neglects
the rest. If the ignored aspects happen to be the ones measured on
intelligence tests, then IQ scores will fall, even if the adult’s selection
improves (optimizes) other aspects of intellect.

The brain is plastic over the entire life span. We develop new dendrites
and activation sequences, adjusting to whatever we choose to learn
(Karmiloff-Smith, 2010).

Multitasking
One example of selective optimization is multitasking, which becomes
harder with every passing decade. The problem is that focusing attention
on one task is more difficult when two tasks are done simultaneously or
when repeated switches are required from one task to another and back
again. Actually, multitasking slows down everyone of every age, but it
worsens after age 40 because the brain’s switching slows down (Lin et al.,
2016).



1708

What’s the Point?     This time, you write the caption! (Use creative intelligence.)

Description
The first man says, Sorry dude. I was so buys thinking of what I was going to
say that I didn't listen to what you said. The second man response by saying,
Not a problem. I was fiddling with my phone under the table the whole time
so I didn’t remember what you said, who you are, or why we're here.
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Cell phone use is an example. Many adults use cell phones when walking
on the street, sitting in class, or cooking dinner at home. Yet each of those
tasks involves more forgetfulness because of multitasking. That may be
why those who use cell phones extensively are vulnerable to serious
depression and anxiety (Coyne et al., 2019).

Problems became obvious when people drive cars while talking on a cell
phone. That is dangerous for everyone but particularly for older drivers,
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because as the brain focuses on the conversation, the neurological shift
needed to react to a darting pedestrian is slower.

Some jurisdictions require drivers to use hands-free phones, as if the
distraction originates in the arms. These misguided laws have not reduced
traffic accidents because the multitasking brain, not the arms, is the
problem.

Some say that passenger conversation is as distracting as cell phone talk,
but that is not true: Years of practice have taught adult passengers (though
not young children) when to stop talking so that the driver can focus on
the road. If passengers do not quiet down on their own, experienced
drivers stop listening and replying because they know they must
concentrate.

However, even knowing that concentration is needed may not be enough.
In one experiment, older and younger drivers in a virtual car were
instructed to follow a car that sometimes slowed down and sometimes
speeded up. Periodically, they were asked to type three numbers (as if they
were adjusting the radio) or they were asked a question (as if they were on
a cell phone). Drivers of all ages sometimes drove over the median, but
the older adults did so more often — and sometimes drove off the road
(Wechsler et al., 2018).

CHAPTER APP 21

 Freedom

IOS:
https://tinyurl.com/y6y6o4u2
ANDROID:
https://tinyurl.com/y58wyjv9

https://tinyurl.com/y6y6o4u2
https://tinyurl.com/y58wyjv9
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RELEVANT TOPIC:
Multitasking and concentration in adulthood

This app and Web site blocker for Mac, Windows, Android, and iOS aims to help
adults reclaim focus and productivity. Simply select distracting and time-consuming
apps from a pre-made blocklist or create your own custom blocklist to temporarily
block as many apps as you would like, at a specified time and/or for a certain length
of time. Users report gaining an average of 2.5 hours of productive time each day.

This is why statements such as “I can’t do everything at once” and “Don’t
rush me” are more often spoken by older adults than by teenagers. Adults
compensate for slower thinking by selecting one task at a time. Resources
within the brain are increasingly limited with age, but compensation may
allow optimal functioning.

One father tried to explain this concept to his son as follows:

I told my son: triage
Is the main art of aging.
At midlife, everything
Sings of it. In law
Or healing, learning or play,
Buying or selling — above all
In remembering — the rule is
Cut losses, let profits ring.
Specifics rise and fall
By selection.

[Hamill, 1991]

Expert Cognition
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Another way to describe selective optimization is to say that everyone
develops expertise, becoming a selective expert. Adults are not restrained,
as most children and adolescents are, by the demand to do and learn
everything: physics and poetry, basketball and baseball, handwriting and
texting.

Instead, adults specialize in activities that are personally meaningful —
anything from car repair to gourmet cooking, from illness diagnosis to fly
fishing. As people develop expertise in some areas, they ignore others.

For example, in a well-functioning domestic partnership, each partner
does certain tasks. Traditionally, wives prepared meals and husbands took
care of the car. Currently, roles may be reversed and some tasks are
shared, but it is rare for partners to each do the same tasks, alternating
days instead of activities. People gravitate to what they do best or like
most. For instance, one of my daughters does not mind rinsing dishes and
putting them in the dishwasher, but she dislikes unloading the dishwasher
and putting the dishes away. Her husband does that.

Those who live alone also are selective, doing what they prefer. For
example, everyone watches only a few of the dozens of channels on
television, deletes hundreds of unread emails every day, avoids some
sports contests or concerts that others wait in line for hours to attend, or
set their alarm to phone the minute that tickets are available to what they
prefer.
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Same Situation, Far Apart: Don’t Be Afraid     The police officer in Toronto collecting
slugs and the violinist in Jakarta collecting donations have both spent years refining their
skills. Many adults would fear being that close to a murder victim or that close to thousands
of rushing commuters, but both men have learned to practice their vocation no matter where
they are. They are now experts: The cop discovered that two guns were used, and the
musician earns more than $5 a day (the average for street musicians in Indonesia).

Defining Expertise
An expert, as cognitive scientists define it, is not necessarily someone
with rare and outstanding proficiency (Dall’Alba, 2018). Although
sometimes the term expert connotes an extraordinary genius, to
researchers it means more — and less — than that. Expertise is not innate,
although it may begin with inherited abilities that are later developed
(Hambrick et al., 2016).

expert
Someone with specialized skills and knowledge developed around a particular activity or
area.

Culture and context guide people in this process. Who mails letters and
cards with distinctive and legible handwriting? Adults born 90 years ago.
The reason: In childhood they practiced penmanship for hours, became
experts in it, and maintained that expertise. Today’s schools, and today’s
children, make other choices.
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Few young adults mail handwritten letters, but virtually all read and text,
unlike a century ago when many adults were illiterate. Indeed, some
become experts at it: In 2014, one teen from Brazil took only 18 seconds
to text “The razor-toothed piranhas of the genera Serrasalmus and
Pygocentrus are the most ferocious freshwater fish in the world. In reality
they seldom attack a human.”

Whether such feats count as expertise is debatable, but it is evident that
adults choose to specialize in some tasks while ignoring others. Expertise
has become increasingly important as societies become more complex:
Adults no longer do everything for themselves; they find experts to do it
for them.

After time and effort, experts are transformed by knowledge, practice, and
experience — they enter a higher league than most people. The quality,
not just the quantity, of their cognition is advanced. Expert thought is (1)
intuitive, (2) automatic, (3) strategic, and (4) flexible, as we now describe.

Intuitive
Novices follow formal procedures and rules. Experts rely more on past
experiences and immediate contexts; this makes their actions more
intuitive and less stereotyped than those of the novice. The role of
experience and intuition is evident, for example, during surgery. Outsiders
might think medicine is straightforward, but experts understand the
reality:

Hospitals are filled with varieties of knives and poisons. Every time a
medication is prescribed, there is potential for an unintended side effect. In
surgery, collateral damage is inherent. External tissue must be cut to allow
internal access so that a diseased organ may be removed, or some other
manipulation may be performed to return the patient to better health.
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[Dominguez, 2001, p. 287]2016

Experts are usually unable to articulate reasons and criteria for their
intuition, or why they know what they know (Greco, 2014). That is what
makes the expert intuitive. When expert chefs are asked to describe how
they conceived of their extraordinarily sumptuous dishes, they speak of
sudden insight, not step-by-step analysis (Stierand & Dörfler, 2016).

Sometimes intuition is portrayed as opposed to logic and evidence and,
therefore, as inferior. But that is not necessarily true (Wieten, 2018).
Expert intuition incorporates past experience, seeming to seem to leap
over logic — sometimes with excellent results, sometime not.

A VIEW FROM SCIENCE

Who Wins in Soccer?
One experiment that studied the relationship between expertise and intuition
involved 486 college students who were asked to predict the winners of soccer
games not yet played. The students who were avid fans (the experts) made better
predictions when they had a few minutes of unconscious thought than when they had
the same number of minutes to mull over their choice (see Figure 21.2). Those who
didn’t care much about soccer (the nonexperts) did worse overall, but they did
especially poorly when they had time to use unconscious intuition (Dijksterhuis et
al., 2009).
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FIGURE 21.2

If You Don’t Know, Don’t Think!     Undergraduates at the University of Amsterdam
were asked to predict winners of four World Cup soccer matches in one of three
conditions: (1) immediate — as soon as they saw the names of the nations that were
competing in each of the contests, (2) conscious — after thinking for two minutes about
their answers, and (3) unconscious — after two minutes of solving distracting math
tasks. As you can see, the experts were better at predicting winners after unconscious
processing, but the nonexperts became less accurate when they thought about their
answers, either consciously or unconsciously.

Data from Dijksterhuis et al., 2009.

Description
The horizontal axis has two clusters of bars, each with three vertical bars. The left cluster
is labeled nonexperts and the right is labeled experts. The vertical axis shows
percentages from 40 to 90 in 10-point increments. There are three bars per cluster, one
representing immediate, another labeled conscious, and the third marked, unconscious.
The approximate data are as follows:Nonexperts:Immediate - 66 percentConscious -
60.5 percentUnconscious - 51.5 percentExperts:Immediate - 66 percentConscious - 70
percentUnconscious - 78.5 percent
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The details of this experiment are intriguing. For 20 seconds, all participants were
shown a computer screen with four soon-to-be-played soccer matches and were
asked to predict the winners. One-third of the predictions were made immediately,
one-third were made after two minutes of conscious thought, and one-third were
made after two minutes when only unconscious thought could occur — because
people assigned to that group were required to calculate a series of mind-taxing math
questions during those two minutes.

Nonexperts did no better than chance. They did worse after thinking about their
answer, especially when the thought was unconscious. Perhaps the stress of doing
math interfered.

By contrast, the predictions of the experts were not much better than those of the
nonexperts when they guessed immediately, a little better when they had two
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minutes to think, and best of all after unconscious thought. Apparently, the experts’
knowledge of soccer helped them most when they were thinking of something else.

This experiment has led to many follow-up studies, including in medicine, where
intuition sometimes finds a diagnosis that a textbook would not. A recent meta-
analysis cautioned against applying this finding too broadly: Medical knowledge,
and thoughtful analysis, may lead to better conclusions than intuition (Vadillo et al.,
2015). Hopefully, your doctor is expert enough to realize that.

Automatic
The complex action and skill required for many tasks become routine for
experts, making it appear that most aspects of the task are performed
instinctively. Experts process incoming information quickly, analyze it
efficiently, and then act in well-rehearsed ways that make their efforts
seem unconscious. In fact, some automatic actions are no longer
accessible to the conscious mind.

For example, adults are much better at tying their shoelaces than children
are (adults can do it in the dark, without thinking about their movements),
but they are much worse at describing how they do it. When experts think,
they engage in “automatic weighting” of various nonverbalized factors.
The automatic aspect of expertise is particularly evident in medicine,
when experienced specialists diagnose an illness within seconds, unlike
the newly minted doctor (Norman et al., 2018).

Chess players have been studied intensely, in part because international
rankings define levels of expertise. The general finding is that, although
chess players show age-related decrements and slowdowns in general tests
of cognition, age seems to have little effect on chess ability. This is
particularly apparent for speedy recognition that the king was threatened:



1719

Older experts do that almost as quickly as younger adults (in a fraction of
a second) despite steep, age-related declines on standard tests (Gobert &
Charness, 2018).

If you are an experienced driver and try to teach someone else to drive,
then you can see automaticity in action. Excellent drivers who are
inexperienced instructors find it hard to recognize or verbalize things that
have become automatic — such as anticipating the movements of
pedestrians and cyclists on the far side of the road, or feeling the gears
shift on an incline, or hearing the tires lose traction on a bit of sand. Yet
such factors differentiate the expert from the novice.

This may explain why, despite powerful motivation, quicker reactions, and
better vision, teenagers have three times the rate of fatal car accidents than
adults over age 25 do. Sometimes teenage drivers deliberately take risks
(speeding, running a red light, drinking, and so on), but often they simply
misjudge and misperceive conditions that a more experienced driver
would automatically notice.

The same gap between knowledge and instruction occurs when a
computer expert tries to teach a novice what to do, as I know myself when
my daughters try to help me with the finer points of Microsoft Excel. They
are unable to verbalize what they know, although they are proficient when
they work. It is much easier to click the mouse or do the keystroke oneself
than to teach what has become automatic.

When something — such as an audience, a stressor, or too much
conscious thought — interferes with automatic processing, the result may
be clumsy performance. This is thought to be the problem when some
experienced athletes “choke under pressure” — their automatic actions are
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hijacked. The most effective solution is not more thought but more
automaticity, such as practicing a pre-performance routine that can be
automatically accessed during a game (Gröpel & Mesagno, 2017).

In a final example, medical students and doctors were asked to diagnose a
difficult case of cardiac failure and pulmonary embolus. They read details
of the case while their eye movements were tracked (Vilppu et al., 2016).

Less than half of the students reached a correct diagnosis, but all of the
experienced doctors did. The latter read more quickly overall but paused
longer on particular sentences. Unlike the students, the experts
automatically processed some information and knew when unusual
information was presented.

Strategic
Experts have more and better strategies, especially when problems are
unexpected. Indeed, strategy may be the pivotal difference between a
skilled person and an unskilled person.

It is reassuring to know that commercial airline pilots have had hundreds
of hours of flight experience before they are elevated to that job. The
crucial factor that differentiates an expert pilot from another one is not
book knowledge but experienced familiarity with possible backup plans,
allowing strategic understanding of which to apply and when (Durso et al.,
2018). For instance, if the plane must land somewhere other than the
runway, an expert pilot can guide the aircraft to a safety on a field, or even
on the water.

A strategy used by expert team leaders in both the military and civilian
arenas is ongoing communication, especially during slow times.
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Therefore, when stress builds, no team member misinterprets previously
rehearsed plans, commands, and requirements. Expert teams include
individuals from many backgrounds, but they all have learned to work
together when need be (Sonesh et al., 2018).

The ability to plan ahead is evident in experts of many kinds. Writers, for
instance, need to plan what they want to say before they begin putting
words on paper (Kellogg, 2018). Likewise, you have witnessed the same
phenomenon in expert professors: At the beginning of the semester they
institute routines and policies, strategies that avoid problems later in the
term. They also are able to change the plan on the fly if the class needs it,
which leads to the final point.

Strategies need updating as situations change — and no chess game, or
flight, or class is exactly like another. The monthly fire drill required by
some schools, the standard lecture given by some professors, and the pat
safety instructions read by airline attendants before takeoff become less
effective over time.

I recently heard a flight attendant precede his standard talk with, “For
those of you who have not ridden in an automobile since 1960, this is how
you buckle a seat belt,” a good strategy! In that preflight monologue, I
listened.

The superior strategies of the expert permit selective optimization with
compensation. In a detailed study of two music students, both of them
pianists with many years of training, strategy was a crucial difference
(McPherson et al., 2019). Before a practice session, the students were
asked for their goals in the practice.
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One student applied strategies that were consistent with her goal for the
practice session, which was to learn a new étude. “It’s a new étude, so I’m
playing it slow. Trying to improve technique. Really slow practice, trying
not to lift the fingers too high.”

The other student had no apparent strategy. She said about practicing:
“That’s what I’m here to do, to achieve. That’s it.” The former student,
after a semester, was rated in the top 5 percent in her playing; the latter
was in the bottom 5 percent. A detailed description of these two
emphasized the importance of planning ahead, and analyzing it afterward.
That’s strategy.

Flexible
Finally, perhaps because they are intuitive, automatic, and strategic,
experts are also flexible. That may be the most important of all. The
expert artist, musician, chef, or scientist is creative and curious,
deliberately experimenting and enjoying the unexpected
(Csikszentmihalyi, 2013).

Remember Pavlov (Chapter 2)? He already had won the Nobel Prize when
he noticed his dogs’ reaction before they were fed. His expertise made
him notice, then investigate, and eventually develop insights that opened a
new perspective in psychology.
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Expertise Illustrated     Vivian Howard is chef and creator of Chef and the
Farmer, a North Carolina restaurant that gained rave reviews and national
attention.

 Observation Quiz: What do you see that signifies an expert chef? (see
answer, page 552) 

In the same way, experts in all walks of life adapt to individual cases and
exceptions. An expert chef will adjust ingredients, temperature, technique,
and timing as a dish develops, tasting to see whether a little more spice is
needed, seldom following a recipe exactly.

Standards are high: Some cooks throw food in the garbage rather than
serve a dish that many people would happily eat. Expert chess players,
auto mechanics, and violinists are similarly aware of nuances that might
escape the novice.
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In the field of education, best practices for the educator now emphasize
flexibility and strategy, as each group of students has distinct and often
erroneous beliefs. It is not helpful to simply teach the right answers;
flexibility requires matching the instruction to the individual students,
discovering what learning is needed (Ford & Yore, 2012).

Flexibility includes knowing which particular skills are needed for
expertise in each profession. For example, repeated practice is needed in
typing, sports, and games, but in some other fields, practice can make the
product stale rather than smooth.

Human survival may have depended on the brain’s flexibility. Unlike our
primate relatives, who share most genes with us, the “plasticity of evolved
cognitive structures” allowed the expertise needed for humans to thrive
(Winegard et al., 2018). Two remarkable human traits are the result of this
neurological flexibility.

1. Humans adjusted to climate, each group developing the expertise
needed for life in the Arctic, the desert, the islands, or the forests.
Food, shelter, and child care are radically different in each of these
places; each community has experts who teach the young what they
need to know.

2. The survival of humanity depends on cooperative relationships with
other humans, not only with family and neighbors but also with other
nations. That requires another kind of expertise, the ability to adjust
to a wide range of policies and practices.

Expertise, Age, and Experience
The relationship between expertise and age is not straightforward
(Krampe & Charness, 2018). One essential requirement for expertise is
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time, both hours of practice and years of maturity.

Some researchers think practice must be extensive, several hours a day for
at least 10 years (Charness et al., 1996; Ericsson, 1996). We now know
that each form of expertise has particular practice requirements. For
example, in music, violinists need more practice to become proficient than
singers do; in medicine, neurosurgeons need more practice than geriatric
nurses; among political leaders, presidents need more preparation than
school board members.

Of course, the latter of each of these pairs also benefit from years of
practice, but they can become experts without years of learning.
Circumstances, training, genes, ability, practice, and age all affect
expertise, which means that experts in one specific field are often quite
inexpert in other areas.

Examples from Various Professions
An interesting example comes from perfumers: They need an acute sense
of smell as they seek to develop new scents. Although the sense of smell
typically declines with age, this is not so for perfumers. Experts outdid
younger nonexperts: They had significantly developed those parts of the
brain that were attuned to scents (Delon-Martin et al., 2013).

Expertise may counteract some effects of aging. As you read earlier in this
chapter, the young have an advantage when speed is needed, but they are
less adept at vocabulary and communication. This illustrates a general
conclusion from research on cognitive plasticity: Experienced adults often
use selective optimization with compensation, thus becoming expert. In
many workplaces, the best employees may be the older, more experienced
ones — if they want to do their best.
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The expertise of employees of various ages creates what is called the
management paradox: Investing in teaching employees new skills and
knowledge might make them more likely to be sought by other firms, so
the investment pays off for the worker and for a rival, not for the employer
who provided it. The solution to that paradox is not to withhold training,
but to increase opportunities for promotion within the company to “keep
the expert,” as a study of 2,137 employees advocates (De Vos et al., 2017).

In VIDEO: Expertise in Adulthood: An Expert Discusses His Work, Kenneth
Davis explains his research on how the neurotransmitter acetylcholine affects
memory.

For many aspects of decision making, experience gives older adults an
advantage. Losses in speed may require adjustment, of course. One pianist
deliberately slowed down on some parts in order to make the fast parts
seem faster. Expert chess players under 30 have a slight advantage in
rapidly assessing moves, but adults over age 50 maintain steady expertise
if they take a few moments more to think.

One final example of the relationship between age and job effectiveness
comes from an occupation familiar to all of us: driving a taxi. This is not
an easy job. In major cities, taxi drivers must find the best route (factoring
in traffic, construction, time of day, and many other details) while
knowing where new passengers are likely to be found and how to relate to
customers, some of whom might want to talk, others not.
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Research in England — where taxi drivers “have to learn the layout of
25,000 streets in London and the locations of thousands of places of
interest, and pass stringent examinations” (Woollett et al., 2009, p. 1407)
— found not only that the drivers became more expert with time but also
that their brains adjusted to the need for particular knowledge. Some parts
of their brains (areas dedicated to spatial representation) were more
extensive and active than those of an average person (Woollett et al.,
2009). On ordinary IQ tests, the taxi drivers’ scores were average, but
their expertise was apparent in navigating London.

Red Means Go!     The red shows the activated brain areas in London taxi drivers as they
navigated the busy London streets. Not only were these areas more active than the same areas
in the average person’s brain, but they also had more dendrites. In addition, the longer a cabby
had been driving, the more brain growth was evident. This research confirms plasticity,
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implying that we all could develop new skills, not only by remembering but also by engaging
in activities that change the very structures of our brains.

Expert Women
This discussion of expertise has focused so far on occupations (surgeons,
musicians, taxi drivers) that once had far more male than female workers.
In recent years, three important shifts have occurred that add to this topic.

First, more women are educated than before. As you learned in Chapter
18, in the United States and many other nations, women are more likely to
attend college than men are. This has changed entire societies and millions
of brains.

For example, the number of people who die in a disaster does not correlate
with the strength of the disaster (the force of the hurricane, the earthquake,
the terrorist attack) as much as with the number of educated women in the
community.

This was found in a meta-analysis of 167 nations (Lutz et al., 2014).
Educated women built safer houses, stockpiled supplies, cared for
physical and mental health, heard and understood warnings on various
devices. All of this required cognition, quite apart from other measures of
adult success, such as income or education. (Lutz et al., 2014, p. 1061).

The second change is that more women are working in occupations
traditionally reserved for men. Remember from Chapter 4 that Virginia
Apgar, when she earned her M.D. in 1933, was told she could not be a
surgeon because only men were surgeons. Fortunately for the survival of
millions of newborns, she did not quit hospital medicine.



1729

Today that sexist assumption has changed; half of the new M.D.s in the
United States are women, including thousands of surgeons (see Figure
21.3). More generally, most college women expect to have careers,
husbands, and children. Thus, occupational expertise is more gender-
neutral.

FIGURE 21.3

Expect a Woman     Next time you hear “The doctor will see you now,” the physician is as
likely to be a woman as a man — unless the doctor is over age 40.

Data from Association of American Medical Colleges, various years.

Description
The vertical axis is labeled percent and has scores that range from 10 to 80 in
10-point increments. The horizontal axis has ticks for eight different
academic years. There is a line for males and another for females. The
approximate data are as follows:1980-1981: male (75), female (25)1985-
1986: male (70), female (30)1990-1991: male (65), female (35)1995-1996:
male (60), female (40)2000-2001: male (43), female (57)2005-2006: male
(51), female (49)2010-2011: male (51), female (49)2014-2015: male (52),
female (48)
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 Especially for Prospective Parents: In terms of the intellectual challenge,
what type of intelligence is most needed for effective parenthood? (see response,
page 552)

The third major shift is that so called “women’s work” has also become
gender neutral. In earlier generations, women sometimes said they were
“just a housewife,” even though their domestic work included caring for
the biological, cognitive, and psychosocial needs of several children.
Recently, however, the importance of child care is increasingly
recognized, and men as well as women do it.
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The skill, flexibility, and strategies needed to raise a family are a
manifestation of expertise. Here again, age matters. Although fertility and
easy births are more common in the late teens, older parents tend to be
more patient, with lower rates of child abuse as well as more successful
offspring.

Of course, the mere passage of time does not make a person a better
parent. However, an expert on the science of parenting concludes that, in
general, as people gain in maturity and experience, “the more appropriate
and optimal their parenting cognitions and practices are likely to be”
(Bornstein, 2015, p. 91). (See A Case to Study.)

A CASE TO STUDY

Parenting Expertise
A team of North American experts have developed a test to measure intelligent
parenting, called the KIDI (Knowledge of Infant Development). In the United
States, high scores on the KIDI often correlate with intelligent baby care (e.g.,
Howard, 2010; McMillin et al., 2015; Graybill et al., 2016).

However, sometimes criteria that are well-suited in one cultural context might not be
useful in another. This was illustrated by a social scientist who did research among
the Ache, an indigenous tribe living in the jungle in Paraguay.

The Ache were respectful and deferential to the researcher on repeated visits. Then
she and her husband arrived at their study site with their infant daughter in tow. The
Ache greeted her in a whole new way. They took her aside and in friendly and
intimate but no-nonsense terms told her all the things she was doing wrong as a
mother….

This older woman sat with me and told me I must sleep with my daughter. They were
horrified that I had a basket with me for her to sleep in…. here was a group of forest
hunter-gatherers, people living in what Westerners would call basic conditions, giving
instructions to a highly educated woman from a technologically sophisticated culture.
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[Hurtado, quoted in Small, 1998, pp. 213–214]

The intelligent way to care for an infant in the United States (a basket would allow
easy transport and would protect against SIDS) was not intelligent for the expert
Ache. For them, a baby who didn’t sleep with her mother might be bitten by
poisonous snakes or wild dogs, or kidnapped by strangers (that did happen among
the Ache).

Thus, it is no surprise that scores on the KIDI were predictive of good parenting and
high-achieving children for U.S.-born children but were much less so for children
born elsewhere (September et al., 2015). This is an example of a general finding
about child rearing: There are many ways to raise a happy and successful child, and
each culture and family adjust practices to anticipate the particular norms for adults
of that community.

Developmentalists have not yet identified all of the components necessary to
become an expert in child rearing, but at least we know that such expertise exists.
Children raised by teenage parents are more likely to become high school dropouts
and substance abusers because more experienced and mature parents are more likely
to nip problems in the bud. As experts, they recognize that some behaviors (that
hairstyle, that music, that tattoo) are not worth fighting about.

With all aspects of adult cognition, variation is apparent! People of all ages can be
intelligent or ignorant. But when parents learn from their experience, and from
talking to other parents, they may gain parenting expertise.

Raising a child teaches men as well as women how to become the
intuitive, strategic, and flexible expert parent that children need. For this,
the children themselves get some credit. As one of my first two daughters
said to the next two, “You should be grateful to me. I broke them [my
husband and me] in.”

As with all aspects of adult cognition, variation is apparent, and age and
gender do not guarantee intelligence. But experience, wisely understood,
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may help.

WHAT HAVE YOU LEARNED?

1. At what age should a person begin selective optimization?

2. What selective optimization can you see in your parents?

3. In what domain are you an expert that most people are not?

4. How does automatic processing contribute to expertise?

5. Explain when intuition helps or diminishes ability.

6. In what occupations would age be an asset, and why?

7. In what occupations would age be a liability, and why?

8. What do parents learn from experience?
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Chapter 21 Review

SUMMARY

Intelligence Changes During Adulthood?

1. It was traditionally assumed that intelligence was one general
entity. From that assumption sprung the idea that intelligence in a
measurable quantity, which Spearman called g.

2. Cross-sectional research found that IQ scores decreased over the
years of adulthood. However, longitudinal research has found that
the IQ of each adult tends to increase, particularly in vocabulary
and general knowledge, until age 60 or so.

3. Cross-sectional research has found that the reason younger adults
traditionally score higher than older adults on IQ tests is because of
historical improvements in health and education. Some abilities
tend to decline with age while others, such as vocabulary, increase.

Components of Intelligence: Many and Varied

4. As people age, fluid intelligence (which includes working memory
and speedy thought) decreases while crystallized intelligence
(which is based on accumulated knowledge) increases.

5. Because of rising crystallized intelligence and falling fluid
intelligence, IQ scores may be quite stable during adulthood. Only
in late adulthood does crystallized intelligence decline.

6. Sternberg proposed three fundamental forms of intelligence:
analytic, creative, and practical. Most research finds that although
analytic and creative abilities decline with age, practical
intelligence may improve. In daily life, practical intelligence may
be most important.
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Selective Gains and Losses

7. As people grow older, they choose to focus on certain aspects of
their lives, optimizing development in those areas and
compensating for declines in others.

8. As applied to cognition, selective optimization with compensation
means that people specialize in whatever intellectual skills they
choose. Meanwhile, abilities that are not exercised may fade.

9. In addition to being more experienced, experts are better thinkers
than novices for four reasons. They are more intuitive; their
cognitive processes are automatic, often seeming to require little
conscious thought; they use more and better strategies to perform
whatever task is required; they are more flexible.

10. Expertise in adulthood is particularly apparent in the workplace.
Experienced workers often outperform younger workers because
they specialize, compensating for any losses that may appear.
Experience and practice may be crucial, more so in some fields
than others.

11. Raising children and responding well to the emotional complexities
and unanticipated challenges of family life are now recognized and
valued as expert work. Experience and maturation increase the
likelihood of family expertise.

KEY TERMS

general intelligence (g)
Seattle Longitudinal Study
fluid intelligence
crystallized intelligence
analytic intelligence
creative intelligence
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practical intelligence
selective optimization with compensation
expert

APPLICATIONS

1. The importance of context and culture is illustrated by the things that
people think are basic knowledge. With a partner from the class, write
four questions that you think are hard but fair as measures of general
intelligence. Then give your test to your partner, and answer the four
questions that your partner has prepared for you. What did you learn
from the results?

2. Skill at video games is sometimes thought to reflect intelligence.
Interview three or four people who play such games. What abilities do
they think video games require? What do you think these games reflect
in terms of experience, age, and motivation?

3. Some people mistakenly assume that almost any high school graduate
can become a teacher, since most adults know the basic reading and
math skills that elementary children need to learn. Describe aspects of
expertise that experienced teachers need to master, with examples from
your own experience.

Especially For ANSWERS

Response for Older Brothers and Sisters (from p. 536) No. While it is true
that each new cohort might be smarter than the previous one in some ways,
cross-sequential research suggests that you are smarter than you used to be.
Knowing that might help you respond wisely — smiling quietly rather than
insisting that you are superior.
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Response for Prospective Parents (from p. 550): Because parenthood
demands flexibility and patience, Sternberg’s practical intelligence is
probably most needed. Anything that involves finding a single correct
answer, such as analytic intelligence or number ability, would not be much
help.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 533) Older adults might be more
stressed by the proctors, and they might find it uncomfortable to sit on the
floor while writing.

Answer to Observation Quiz (from p. 535) Spatial ability in men. But note
that this ability was also highest overall at age 46. Not until about age 60
were both genders equal.

Answer to Observation Quiz (from p. 541) Both practical intelligence,
evident in the clothes and staff of the camel herder, and the technology on
the dash of the taxi-drivers.

Answer to Observation Quiz (from p. 547) At least nine things! Full apron,
hair in bun (not in eyes), gas flame, tilt of pan, moving pan partly off to
adjust heat, long handle on pan, the pan itself (durable, heat-conducting,
expensive), constant stirring, and most important of all — intense
concentration on the task.

VISUALIZING DEVELOPMENT

Media Use Among U.S. Adults
While emerging adults are the biggest users of digital technology, older adults are
also heavy adopters. Smart devices and social media sites can enable positive
interactions with friends and relatives. However, some users worry about
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overconsuming and decide, for instance, to delete an app or avoid a certain
platform for some time.

Description
The introductory text reads, While emerging adults are the biggest users of digital
technology, older adults are also heavy adopters. Smart devices and social media sites
can enable positive interactions with friends and relatives. However, some users
worry about over-consuming and decide, for instance, to delete an app or avoid a
certain platform for some time.
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A subheading reads, How many U. S. Adults In Each Cohort (ellipsis). A pictorial
bar graph shows the social media use by different generations in percentage
approximately as follows.

Millennial (birth 1981 to 1996): Own a smartphone, 90 percent; Own a tablet, 60
percent; Use social Media, 85 percent.

Gen X (birth 1965 to 1980): Own a smartphone, 85 percent; Own a tablet, 50 percent;
Use social Media, 75 percent.

Boomer (birth 1946 to 1964): Own a smartphone, 70 percent; Own a tablet, 60
percent; Use social Media, 65 percent.

Silent (birth 1945 and earlier): Own a smartphone, 35 percent; Own a tablet, 30
percent; Use social Media, 28 percent.

A text below reads, There are substantial age differences in social media use. About
90 percent of 18- to 29-year-olds use some form of social media, but that number
falls to 37 percent among Americans 65 and older. As of 2019, Facebook continues
to be the most widely used social media platform: Approximately 68 percent of U. S.
adults are users. Other than YouTube, no other social media sites or apps are used by
more than half of U. S. adults.

A graph titled ‘How Many U. S. Adults Use At Least One Social Media Site per
Day?’ plots Year along the horizontal axis and the percentage of users along the
vertical axis. The approximate data in the graph are as follows.

Age 18 to 29: (2005, 18), (2006, 40), (2007, 60), (2008, 60), (2009, 78), (2010, 65),
(2011, 78), (2012, 81), (2013, 82), (2014, 80), (2015, 85), (2016, 80), (2017, 85),
(2018, 85).

Age 30 to 49: (2005, 15), (2006, 10), (2007, 20), (2008, 25), (2009, 41), (2010, 55),
(2011, 60), (2012, 65), (2013, 75), (2014, 77), (2015, 76), (2016, 77), (2017, 76),
(2018, 79).

Age 50 to 64: (2005, 5), (2006, 6), (2007, 7), (2008, 8), (2009, 21), (2010, 35), (2011,
30), (2012, 45), (2013, 50), (2014, 45), (2015, 50), (2016, 60), (2017, 60), (2018, 65).

Age 65 plus: (2005, 1), (2006, 0), (2007, 2), (2008, 3), (2009, 5), (2010, 10), (2011,
11), (2012, 20), (2013, 22), (2014, 23), (2015, 38), (2016, 36), (2017, 39), (2018, 40).
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Chapter 22 Adulthood: Psychosocial
Development
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✦ Personality Development in Adulthood
Erikson’s Theory
Maslow’s Theory of Personality
The Big Five
Common Themes

✦ Intimacy: Connecting with Others
Romantic Partners
A CASE TO STUDY: The Benefits of Marriage
Friends and Acquaintances
Family Bonds

✦ Generativity: The Work of Adulthood
Parenthood
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A VIEW FROM SCIENCE: The Skipped-Generation Family
Caregiving
Employment
OPPOSING PERSPECTIVES: Accommodating Diversity
Finding the Balance

✦ CAREER ALERT: The Physical Therapist
✦ VISUALIZING DEVELOPMENT: Family Connections

What Will You Know?

1. Does personality change from childhood to adulthood?
2. Why doesn’t everyone get married?
3. Is being a parent work or joy?

“Your backpack is open.”

I hear that several times a day from strangers on sidewalks, at street
corners, in stores. “Thank you. I know,” I reply.

My backpack is large, with three deep pockets. I like to zip it up halfway,
leaving the top open so that I can see each section. Nothing visible is
valuable, and nothing ever falls out when the backpack is strapped to my
back, half-open.

Sometimes I thank those strangers; sometimes not. One time, as I was
waiting for the subway, next to me sat a young boy, with his father on his
other side. The man said,

“Your backpack is open.”
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“Thank you. I know.”

“Do you want me to zip it for you?”

I smiled and shook my head.

“I know you must be tired and busy,” he said. “My son could zip it for
you.”

He seemed upset, and the boy was looking at me, ready to zip. I gave up.

“OK.”

The son zipped; the father was happy.

I thanked them both, as if I were grateful.

The merits of open backpacks can be argued either way, but this chapter
begins with my backpack because it reveals three characteristics of adult
development.

First, this chapter discusses personality: That man and I have quite
different attitudes about things being closed. (I keep kitchen cabinets,
closet doors, and jackets open, too.) One of the Big Five traits on which
people differ is called openness; some people are very open (me), and
others are troubled when they encounter such openness.

Unless people recognize personality differences, they will misunderstand
each other. That father assumed that my backpack was open because I was
tired, not because I liked it that way. That could have led to a
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disagreement, but I am high on another of the Big Five traits,
agreeableness.

The second major topic of this chapter is human relationships. All
members of this triad were quite social: Father and son were aligned, and I
responded to social pressure.

The final topic of this chapter is caregiving. Adults want to care for each
other, yet each wants to be independent. I did not want anyone to zip up
my backpack, but I recognized the father’s need to take care of me. I
decided that I would be caring for him by letting him care for me.
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Personality Development in
Adulthood

You already know that each human is genetically unique, in temperament
and inclinations, and that parenting and culture shape personality. Then, in
adulthood, personality traits continue, sometimes with notable shifts
influenced by age and context (Dweck, 2017).

Erikson’s Theory
As you remember, Erikson described eight stages of development. His
first five stages begin in a particular chronological period. His adult stages
are less age-based (see Table 22.1).

TABLE 22.1 Erikson’s Stages of Adulthood

Unlike Freud or other early theorists who thought adults simply
worked through the legacy of their childhood, four of Erikson’s eight
psychosocial stages occur after puberty. His most famous book,
Childhood and Society (1993a), devoted only two pages to each adult
stage, but elaborations in later works have led to a much richer
depiction (Hoare, 2002).

Identity Versus Role Confusion

Although Erikson originally situated the identity crisis during
adolescence, he realized that identity concerns could be lifelong.
Identity combines values and traditions from childhood with the
current social context. Since contexts keep evolving, many adults
reassess all four types of identity (sexual/gender, vocational/work,
religious/spiritual, and political/ethnic).
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Intimacy Versus Isolation

Adults seek intimacy — a close, reciprocal connection with another
human being. Intimacy is mutual, not self-absorbed, which means that
adults need to devote time and energy to one another. This process
begins in emerging adulthood and continues lifelong. Isolation is
especially likely when divorce or death disrupts established intimate
relationships.

Generativity Versus Stagnation

Adults need to care for the next generation, either by raising their own
children or by mentoring, teaching, and helping others. Erikson’s first
description of this stage focused on parenthood, but later he included
other ways to achieve generativity. Adults extend the legacy of their
culture and their generation with ongoing care, creativity, and sacrifice.

Integrity Versus Despair

When Erikson himself reached his 70s, he decided that integrity, with
the goal of combating prejudice and helping all humanity, was too
important to be left to the elderly. He also thought that each person’s
entire life could be directed toward connecting a personal journey with
the historical and cultural purpose of human society, the ultimate
achievement of integrity.

The three adult stages — intimacy versus isolation, generativity versus
stagnation, and integrity versus despair — do not always appear in
chronological sequence; they overlap, with many social and cultural
factors influencing all three.
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Social influences are most evident in intimacy versus isolation. This stage
begins in emerging adulthood, as explained in the Chapter 19 discussion
of family, friends, and romance. It continues throughout adulthood.

According to Erikson, after intimacy comes generativity versus
stagnation, when adults seek to be productive in a caring way. Erikson
wrote that a mature adult “needs to be needed” (1993a, p. 266). Without
generativity, adults experience “a pervading sense of stagnation and
personal impoverishment” (Erikson, 1993a, p. 267).

generativity versus stagnation
The seventh of Erikson’s eight stages of development. Adults seek to be productive in a
caring way, often as parents. Generativity also occurs through art, caregiving, and
employment.

Generativity is often expressed by caring for the younger generation, but it
occurs in ways other than child rearing. Meaningful employment,
important creative production, and caregiving of other adults also are
generative ways to avoid stagnation.

The final adult stage, integrity versus despair, is described in Chapter 25.
However, although the drive to understand the whole of one’s life is
especially evident in late adulthood, it may come to the fore in midlife as
well. Thus, Erikson’s stages of adulthood may be evident at any age.

Maslow’s Theory of Personality
Some scientists are convinced that there is something hopeful, unifying,
and noble in humans. People seek love and then respect, and finally, if all
goes well, they become truly themselves. This is the central idea of
humanism, a theory developed by Abraham Maslow (1908–1970) and
many others.
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humanism
A theory that stresses the potential of all humans, who have the same basic needs
regardless of culture, gender, or background.

Maslow believed that all people — no matter what their culture, gender, or
background — have the same basic needs. He arranged these needs in a
hierarchy, often illustrated as a pyramid (see Figure 22.1):

1. Physiological: needing food, water, warmth, and air
2. Safety: feeling protected from injury and death
3. Love and belonging: having friends, family, and a community (often

religious)
4. Esteem: being respected by the wider community as well as by

oneself
5. Self-actualization: becoming truly oneself, fulfilling one’s unique

potential while appreciating all of life
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FIGURE 22.1

Moving Up, Not Looking Back     Maslow’s hierarchy is like a ladder: Once a person stands
firmly on a higher rung, the lower rungs are no longer needed. Thus, someone who has
arrived at step 4 might devalue safety (step 2) and be willing to risk personal safety to gain
respect.

Description
There are five levels, with the widest on the bottom and the narrowest on the
top. Each level is narrower than the one below it, giving it a pyramid-like
effect. The bottom level is marked, 1. Physiological with the following
description: Basic survival: need for food, drink, and shelterThe second level
is marked, 2. Safe and secure with the following description: Being protected
and defendedThe third level is marked, 3. Love and belonging with the
following description: Being loved and appreciated as a partner, family
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member, and part of a groupThe fourth level is marked, 4. Esteem with the
following description: Being respected, successful, and admiredThe fifth
level is marked, 5. Self-actualization with the following description:
Becoming your unique and wonderful self

This pyramid caught on almost immediately. It was one of the most
“contagious ideas in behavioral science” because it seemed insightful
about human psychology (Kenrick et al., 2010, p. 292).

Maslow did not believe that the five levels were connected to a particular
stage or age, but he thought that lower needs must be met before higher
needs can be. That makes it relevant for life-span development. At the
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highest level, when all four earlier needs have been satisfied, adults can be
fully themselves — creative, spiritual, curious, appreciative of nature,
respectful of everyone else.

Maybe Next Year     Self-acceptance is a gradual process over the years of adulthood, aided
by the appreciation of friends and family. At some point in adulthood, people shift from
striving to fulfill their potential to accepting their limitations.

Humanism is prominent among medical professionals because they
recognize that illness and pain are connected to the psychological needs of
the patient (Felicilda-Reynaldo & Smith, 2018; Jackson et al., 2014). As a
medical team from the famed Mayo Clinic states,
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solely addressing physiological recovery in the ICU, without also placing
focus on psychological recovery, is limiting and not sufficient for recovery
of the entire patient — both body and mind

(Karnatovskaia et al., 2015, p. 210).

The Big Five
Another theory of personality begins with the idea that people have five
distinct clusters of characteristics, expressed in various ways over the
decades of the life span. They are called the Big Five:

Openness: imaginative, curious, artistic, creative, open to new
experiences
Conscientiousness: organized, deliberate, conforming, self-
disciplined
Extroversion: outgoing, assertive, active
Agreeableness: kind, helpful, easygoing, generous
Neuroticism: anxious, moody, self-punishing, critical

Big Five
The five basic clusters of personality traits that remain quite stable throughout adulthood:
openness, conscientiousness, extroversion, agreeableness, and neuroticism.

Each person is somewhere on a continuum on each of these five. The low
end might be described, in the same order as above, with these five
adjectives: closed, careless, introverted, hard to please, and placid.

According to this theory, adults choose vocations, hobbies, health habits,
partners, and neighborhoods to reflect their personality. Those high in
extroversion might work in sales, those high in openness might be artists,
and so on. International research confirms that human personality traits
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(there are hundreds of them) can be grouped based on these five
dimensions.

Active Brains, Active Personality     The hypothesis that individual personality
traits originate in the brain was tested by scientists who sought to find
correlations between brain activity (shown in red) and personality traits. People
who rated themselves high in four of the Big Five (conscientiousness,
extroversion, agreeableness, neuroticism — but not openness) also had more
activity in brain regions that are known to relate to those traits. Here are two side
views (left) and a top and bottom view (right) of the brains of people high in
neuroticism. Their brain regions known to be especially sensitive to stress,
depression, threat, and punishment (yellow bullseyes) were more active than the
same brain regions in people low in neuroticism (DeYoung et al., 2010).

Age Changes
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When adults are followed longitudinally, stability of the Big Five is
evident. Change is more likely in emerging adulthood or late adulthood
than for 25- to 64-year-olds (Wagner et al., 2019).

The general age trend is positive, as people align with the norms of their
community. Adults gradually become less neurotic and more
conscientious. Similar trends are found in research on attachment over the
life span. Anxious and avoidant attachment become less common, while
secure attachment becomes more prominent (Fraley, 2019).

All theories find that people become more accepting of themselves and
their community over the decades of adult life. People under the age of 30
“actively try to change their environment,” moving away from home and
finding new friends, changing their nurture. Later in life, context shapes
traits, because once adults have chosen their vocation, family, and
neighborhoods, they “change the self to fit the environment” (Kandler,
2012, p. 294).

Cultural Influences

 Especially for Immigrants and Children of Immigrants: Poverty and
persecution are the main reasons why some people leave their home for another
country, but personality is also influential. Which of the Big Five personality
traits do you think is most characteristic of immigrants? (see response, page 580)

As in these examples, culture shapes personality. One team wrote,
“personality may acculturate” (Güngör et al., 2013, p. 713). A study of
well-being and self-esteem in 28 nations found that people are happiest if
their personality traits match their social context. This has implications for
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immigrants, who might feel (and be) less appreciated when the personality
values of their home culture clash with their new community.

For example, extroversion is valued in Canada and less so in Japan;
consequently, Canadians and Japanese have a stronger sense of well-being
if their personal ratings on extroversion (high or low) are consistent with
their culture (Fulmer et al., 2010). Many people criticize immigrants for
the very traits that are valued in their home cultures.

Same Situation, Far Apart: Scientists at Work     Most scientists are open-minded and
conscientious (two of the Big Five personality traits), as both of these women are. Culture and
social context are crucial, however. If the woman on the left was in Malawi, working for
Doctors Without Borders in an open-air clinic with to fight malaria, as the woman on the right
is doing, would she still be the happy and proud professional that she is? Or is she so
accustomed to her North American laboratory, protected by gloves and a screen, that she
could not adjust? The answer depends on personality, not intelligence.

Common Themes

THINK CRITICALLY: Would your personality fit better in another culture?

Universal trends are more significant than cultural differences. Regarding
the Big Five, adults who are low in neuroticism and high in agreeableness
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tend to be happier than the opposite. Personal experiences matter,
affecting individuals everywhere more than nations anywhere. For
example, people who personally experience a happy marriage become less
neurotic over time; people in unhappy marriages become more neurotic
(O’Meara & South, 2019).

As for universal human needs, every well-known theorist or scholar of
adult personality echoes the same themes. Freud did it first: He said that a
healthy adult is able to do two things: lieben und arbeiten (to love and to
work).

Likewise, as you just read, Maslow considered love/belonging and then
success/esteem to be steps in his hierarchy. Similarly, extroversion and
conscientiousness are two of the Big Five, again suggesting that these are
among the basic human attributes.

Other theorists call these two needs affiliation/achievement, or
emotional/instrumental, or communion/agency. Every theory recognizes
both; all adults seek to love and to work in ways that fit their personality,
culture, and gender. In the rest of this chapter, to simplify and organize our
discussion, we will use Erikson’s terms, intimacy and generativity, each of
which refers to a cluster of adult psychosocial development.

WHAT HAVE YOU LEARNED?

1. What do all people strive for, according to Maslow?

2. What are the three needs of adults, according to Erikson?

3. What are the Big Five traits?

4. How are personality traits affected by age?
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5. How does personality interact with culture?



1758

Intimacy: Connecting with
Others

Humans are not meant to be loners. Decades of research finds that
physical health and psychological well-being flourish if family and
friends are supportive (Li & Zhang, 2015).

Romantic Partners
We begin with romance. Adults tend to be happiest and healthiest if
they have a long-term partner, connected to them with bonds of
affection and care.

Marriage
Traditionally, the romantic bond was codified via marriage. You
already read that most emerging adults postpone marriage, and they
cohabit instead. That trend continues in adulthood and is evident
worldwide. Despite marked cultural variations, age of marriage is
increasing everywhere, as is the number of unmarried adults (Cherlin,
2018) (see Figure 22.2).
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FIGURE 22.2

And Now?     Not only are far fewer people marrying, but they also marry later, so it
seemed misleading to include a bar for those born between 1980 and 2000. If we had,
the rates would be under 50 percent. Most emerging adults are unmarried.

Data from U.S. Census Bureau, 2015 and earlier; Cohn et al., 2011.

Description
The vertical axis shows the percent, from 0 to 100 in 20-point
increments. The horizontal axis is divided into three sections, labeled as
follows: Born before 1940, Born between 1940 and 1960, and Born
Between 1970 and 1980.The data are as follows:Born before 1940 - 95
percentBorn between 1940 and 1960 - 89 percentBorn Between 1970
and 1980 - 78 percent
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Nonetheless, worldwide, a satisfying marriage improves health,
wealth, and happiness. Most adults continue to seek a partner, and
marriage correlates with adult health and longevity everywhere.

Humans know this emotionally, although not always logically. Why
else would millions of people advocate for same-sex marriage, or why
would the opposition rally “in defense of marriage”? Why else would
people whose marriages became so intolerable that they divorced



1761

nonetheless have a higher remarriage rate than the marriage rate for
single adults of the same age? Not logical, but very human.

VIDEO: Marriage in Adulthood features researcher Ronald Sabatelli and
interviews of people discussing the joys and challenges of marriage.

It was once thought that men benefited more from marriage than
women (Bernard, 1982). However, that is no longer true.

THINK CRITICALLY: Is marriage a failed institution?

A meta-analysis in the United States found no marked gender
differences in marital happiness (J. B. Jackson et al., 2014). Early in a
marriage, wives tended to be slightly more satisfied with the
relationship than husbands, but this shifted by about the 15-year mark,
with husbands slightly more satisfied. Both mates benefit.

In linked lives, spouses and partners usually adjust to each other’s
needs, allowing them to function better as a couple than they did as
singles. A large survey of married heterosexual couples found that the
man’s average salary five years after their wedding was notably higher
than for men at similar jobs who remained single. Also, their home
was more comfortable, perhaps because the wife had worked to make
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it so (Kuperberg, 2012). That reflects gender norms, but both spouses
should be credited with these improvements in their lives.

Nonmarital Romantic Relationships
As explained in Chapter 19, romantic partnerships do not always
mean marriage. Cohabitation is no longer the exclusive purview of
young adults; cohabitation is increasing for adults of all ages.

A sizable number of adults have found a third way (neither marriage
nor cohabitation) to meet their intimacy needs with a steady romantic
partner. They live apart together (LAT). They have separate
residences, but they function as a couple — sexually faithful,
vacationing together, recognized as a couple by other people, and so
on.
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One Love, Two Homes     Their friends and family know that Jonathan and Diana are a
couple, happy together day and night, year after year. But one detail distinguishes them
from most couples: Each owns a house. They commute 10 miles and are living apart
together — LAT.

Some LAT couples must live apart because they have jobs in distant
cities, but more often they could share a home but prefer not to. LAT
is chosen more often as adults grow older: Most LAT couples under
age 30 intend to cohabit or marry eventually, but most LAT couples
over age 50 prefer to keep separate homes for years (Lewin, 2018).

Financial matters are a particular issue for LAT couples. Most married
couples combine their wealth; many cohabiting couples do not
(Hamplová et al., 2014). LAT couples struggle with this aspect of their
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relationship, with the women particularly wanting to pay their own
way (Lyssens-Danneboom & Mortelmans, 2014).

Children often are a strong influence on adult decisions to marry,
divorce, cohabit, or LAT. Cohabiters who have had children together
are more likely to marry than those who have not, especially when the
children start school. Likewise, married couples sometimes stay
together for the children and sometimes do the opposite, as when one
parent leaves a violent mate to protect the children.

As for LAT couples, many older parents maintain separate
households. They do not want to upset their grown children (de Jong
Gierveld & Merz, 2013). All of these illustrate linked lives.

Partnerships Over the Years
Love is complex. Sternberg described romantic love as having three
aspects: passion, intimacy, and commitment (Sternberg, 2004).
Passion typically is strong at the beginning of a relationship; intimacy
occurs when a couple shares secrets, possessions, and a bed; and
commitment is expressed in promises — typically a wedding with
vows of faithfulness. When all three occur together, that is
consummate love — only sometimes attained.

A wealth of research on the decades of adulthood finds that, for most
adults, mutual commitment is the most crucial of the three. People
have a deep psychological need for someone who listens, understands,
and shares their heartfelt goals. A happy relationship reduces health
risks and increases longevity (Whisman et al., 2018).
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The passage of time makes a difference. In general, establishing a new
partnership tends to make both partners happy. For marriages,
satisfaction is highest in the “honeymoon period.” Then frustration
with a partner increases as conflicts — even those not directly
between the couple — arise. On the other hand, over the decades of a
committed adult partnership, satisfaction is more likely to improve
than not (Bell & Harsin, 2018).

Partnerships (heterosexual married couples, committed cohabiters,
same-sex couples, and LAT couples) tend to be less happy when the
first child is in infancy or toddlerhood and again when children reach
puberty, but there are many exceptions. Sometimes child rearing
increases satisfaction with the partnership (Umberson et al., 2010).
Divorce risk rises in the first years of marriage, and then it falls.

AT ABOUT THIS TIME Marital Happiness Over the
Years

Interval
After
Wedding

Characterization

First 6 months Honeymoon period — happiest of all.

6 months to 5
years

Happiness dips; divorce is more common
now than later in marriage.

5 to 10 years Happiness holds steady.

10 to 20 years Happiness dips as children reach puberty.
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20 to 30 years Happiness rises when children leave the
nest.

30 to 50 years Happiness is high and steady, barring
serious health problems.

Not Always These are trends, often masked by more pressing
events. For example, some couples stay together because of the
children; so for them, unlike most couples, the empty-nest stage
becomes a time of conflict or divorce.

Remember, however, that averages obscure differences of age,
ethnicity, personality, and circumstances. In the United States, Asian
Americans are least likely, and African Americans are most likely, to
divorce.

Ethnic differences are partly cultural and partly economic. Any broad
effort to promote marriage for everyone doomed to disappoint
politicians, social workers, and individuals (Johnson, 2012). Variation
in marriage and happiness is evident, as in A Case to Study.

A CASE TO STUDY

The Benefits of Marriage
Marriage can be a benefit or a problem, depending on whom you ask. A study
of long-term cohabiting and married adults in England found a great variety of
responses. Consider two quotations from that study (quoted in Soulsby &
Bennett, 2017).
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Dave, age 45, had been married for seven years when he said:

Being married is molding the person that I am and who I’m becoming. It’s helping
me fulfil dreams and ambitions and goals, … it’s giving me a deeper meaning of
love, it’s given me a sense of achievement and a sense of encouragement.

Gina, age 50, had been married for 23 years, and she said:

As a single person you do what you want, you live your life as you like, you do
what you want…. When you get married, all of a sudden you’ve got washing to
do, you’ve got to tidy up in case your mess is impinging on someone else, or
theirs on you, you’ve got to think about eating at the same time. You’ve got
someone else that you need to factor in, so your life changes completely.

Which of these two seems more valid to you? For this A Case to Study, the
final case to be considered is your own.

Consider the relationship between your own parents. If they were married or in
a stable cohabiting relationship, did they benefit from this? Did you? If they
were never married, or if they married and divorced, would it have been better
if they were legally wed and were still together? Consider, as in the quotations
above, both perspectives.

Education and religion matter, too: College-educated couples are more
likely to marry, and less likely to divorce, no matter what their ethnic
background. Some unhappy couples stay married for religious
reasons, and the result may be a long-lasting, troubled relationship, or,
instead, a marriage that grows stronger every year.

Contrary to outdated impressions, the empty nest — when parents are
alone again after the children have left — is usually a time for
improved relationships. Simply having time for each other, without
crying babies, demanding children, or rebellious teenagers, improves
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intimacy. Partners can focus on their mates, doing together whatever
they both enjoy.

empty nest
The time in the lives of parents when their children have left the family home. This is
often a happy time for everyone.

Gay and Lesbian Couples
Almost everything just described applies to gay and lesbian partners
as well as to heterosexual ones. Some same-sex couples are faithful
and supportive of each other; their emotional well-being thrives on
their intimacy and commitment, which increases over the decades.
Others are conflicted: Problems of finances, communication, and
domestic abuse resemble those in heterosexual marriages.

As the U.S. Supreme Court acknowledged in 2013, love between
partners is the crucial bond. Same-sex couples fight about money and
children, just as heterosexual couples do. For every partnership,
communication is crucial (Ogolsky & Gray, 2016).
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A Dream Come True     When Melissa Adams and Meagan Martin first committed to
each other, they thought they could never marry, at least in their South Carolina home.
On July 11, 2015, they celebrated their union, complete with flower girl, bridesmaids,
Reverend Sidden, and all the legal documents.

The similarity of same-sex and other-sex couples surprised many
researchers. For example, one study focused on alcohol abuse in
romantic couples, same-sex as well as other-sex. The scientists
expected that the stress of minority sexual orientation would increase
alcohol use disorder. That was not what the data revealed. Instead, the
crucial variable was whether the couple was married or not. For both
same-sex and other-sex couples, excessive drinking was more
common among cohabiters than among married couples (Reczek et
al., 2014).
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An increasing number of families headed by same-sex couples have
children, some from a former marriage, some adopted, and some the
biological child of one partner, conceived because the couple wanted a
child. Again, the well-being of such children depends on the same
factors that affect the children of other-sex couples.

Family income is probably the crucial factor. On average. same-sex
couples have less money than other-sex couples (Cenegy et al., 2018).
As you remember from earlier chapters, low SES increases a child’s
risk of physical, academic, and emotional problems. Economic stress
decreases the parents’ patience and joy with their children.

Another finding also relates to all partnerships: family connections. In
a study of married gay couples in Iowa, one man said that he decided
to marry because of his mother: “I had a partner that I lived with …
And I think she, as much as she accepted him, it wasn’t anything
permanent in her eyes” (Ocobock, 2013, p. 196). In this study, most
family members were supportive, but some were not — again eliciting
deep emotional reactions.

In heterosexual marriages as well, in-laws usually welcome the new
spouse. But when they do not, the partnership may be troubled.
Family influences are hard to ignore, as there is both a premium and a
penalty in relationships with in-laws (Danielsbacka et al., 2018).

Divorce and Remarriage



1771

 Especially for Young Couples: Suppose you are one-half of a
turbulent relationship in which moments of intimacy alternate with episodes
of abuse. Should you break up? (see response, page 580)

Throughout this text, developmental events that seem isolated,
personal, and transitory are shown to be interconnected and socially
constructed, with enduring consequences. Family relationships are
part of the microsystem, but the macrosystem, mesosystem, and
exosystem all have an impact. Indeed, a study of many nations found
that a couple’s happiness and separation are powerfully influenced by
national norms (Wiik et al., 2012).

Separation occurs because at least one partner believes that he or she
would be happier without the other, a conclusion reached fairly often.
In 1980 in the United States, half as many divorces occurred as
marriages. Then, emerging adults in large numbers avoided marriage
until they were older, and that itself reduced the divorce rate.

That has changed again: In the past decades, slightly more couples are
marrying and slightly fewer divorcing, so the 2017 divorce rate is
about 46 percent of the marriage rate.

Another change is in the age at which people divorce. Instead of being
almost exclusively a young-adult experience, divorce of middle-aged
or older couples is no longer rare (Stepler, 2017). To be specific, in
1990 the rate of divorce among those over 50 was only one-sixth the
rate of those under 40, but in 2015 it was almost half the younger-
adult rate.
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Family problems from divorce arise not only with children (usually
custodial parents become stricter and noncustodial parents become
distant) but also with other relatives. The divorced adults’ parents are
often financially supportive but not emotionally supportive.
Relationships with in-laws typically end when the couple splits, as do
many relationships with married friends. No wonder divorce increases
loneliness (van Tilburg et al., 2015).

Many divorced people find another partner. Initially, remarriage
restores intimacy, health, and financial security. For fathers, bonds
with stepchildren or with a new baby may replace strained
relationships with the children who live with the former wife (Noël-
Miller, 2013a). That helps the adult but not the children.

Surprised?     Many brides and grooms hope to rescue and reform their partners, but
they should know better. Changing another person’s habits, values, or addictions is very
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difficult.

Divorce is never easy, but the negative consequences just explained
are not inevitable. If divorce ends an abusive, destructive relationship
(as it does about one-third of the time), it usually benefits at least one
spouse (Amato, 2010). Such divorces lead to stronger and warmer
mother–child and/or father–child relationships after the marital fights
are over.

But note that most divorces occur not because one spouse is abusive
but because the spouses no longer love each other. Ideally, parents
then cooperate in child care, which benefits the children. This
realization has transformed what psychologists recommend to
divorcing parents: It is best if parents share custody, cooperating for
the sake of the children, who live with each parent in turn (Braver &
Votruba, 2018).

Shared physical custody helps grandparents as well. When mothers
had sole custody, the maternal grandparents were often overburdened
and the paternal grandparents rarely saw the children. That troubled
all the grandparents.

Friends and Acquaintances
Each person is part of a social convoy. The term convoy originally
referred to a group of travelers in hostile territory, such as the pioneers
in ox-drawn wagons headed for California or soldiers marching across
unfamiliar terrain. Individuals were strengthened by the convoy,
sharing difficult conditions and defending one another.
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social convoy
Collectively, the family members, friends, acquaintances, and even strangers who
move through the years of life with a person.

As people move through life, their social convoy functions as those
earlier convoys did. The current social convoy is a group of people
who provide “a protective layer of social relations to guide, socialize,
and encourage individuals as they move through life” (Antonucci et
al., 2001, p. 572).

Fellow Travelers     Here that phrase is not a metaphor for life’s journey but a literal
description of a good friend, Tom, carrying 30-year-old Kevan Chandler, from Fort
Wayne, Indiana, as they view the Paris Opera House. Kevan was born with spinal
muscular atrophy because both his parents are carriers of the recessive gene. He cannot
walk, but three of his friends agreed to take him on a three-week backpacking adventure
through Europe. The trip was funded by hundreds of people who read about Kevan’s
plans online.
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Sometimes a friend needs care and cannot reciprocate at the time, but
it is understood that later the roles may be reversed. Friends provide
practical help and useful advice when serious problems — death of a
family member, personal illness, job loss — arise. They also offer
companionship, information, and laughter in daily life.

Friends are a crucial part of the social convoy; they are chosen for the
traits that make them reliable fellow travelers. Mutual loyalty and aid
characterize friendship (Rawlins, 2016). An unbalanced friendship
(one giving and the other taking) often ends because both parties are
uncomfortable.

Friendships tend to improve over the decades of adulthood. As adults
grow older, they tend to have fewer friends overall, but they keep their
close friends and nurture those relationships (English & Carstensen,
2014). One of the benefits of friendship is that a person has someone
to talk with about problems and joys. That itself increases happiness,
especially when a friend celebrates accomplishments (Demir et al.,
2017).

Although most friendships last for decades, conflicting health habits
may end a relationship. For instance, a chain-smoker and a friend who
quit smoking are likely to part ways. On the other hand, shared health
problems can bind a friendship together. For example, overweight
people become friends with other overweight people, and together
their eating habits reinforce each other as both continue to gain weight
(Powell et al., 2015).
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Adults who have no close and positive friends suffer in both physical
and mental health (Dunbar, 2018; Santini et al., 2015). This seems as
true in poor nations as in rich ones: Universally, humans are healthier
with social support and sicker when socially isolated.

Family Bonds

THINK CRITICALLY: Does the divorce rate indicate stronger or weaker
family links?

Beyond romance and friendship, family links span generations and
endure over time. Childhood history influences people decades after
they have left their childhood home, and adults connect with siblings,
nieces and nephews, parents and grandparents. Even parental death
does not stop parental influence (see Epilogue).

Past and present family experiences affect adult motivation, fears, and
desires. For example, going to museums, reading books, discussing
current events, and other family practices influence adult habits and
values and, thus, SES (Erola et al., 2016). Secure attachment and
emotional support begin in early childhood; the benefits continue
lifelong.

This does not mean that adults always do what their own parents did:
Sometimes the opposite occurs. One of my students complained about
her life as one of 16 children; she had only one child, and she said that
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was enough. As she explained this to the class, it seemed apparent that
her choice was in reaction to her childhood.

The power of family experiences was documented in data from all of
the twins in Denmark. They married less often than single-born
Danes, but if they wed, they were less likely to divorce. According to
the researchers, twins may have their intimacy needs met by each
other and therefore they are less likely to seek a spouse. But if they
marry, they know how to maintain a close relationship (Petersen et al.,
2011).

Picnic in Poland     Like families everywhere, these four generations in Zawady (a
village in central Poland) enjoy time together, eating, laughing, and supporting each
other. At the end of the day, however, each adult generation has their own home if they
can afford it. Particularly in emerging adulthood, family bonds are strong, but so it the
desire for independence.
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Parents and Their Adult Children
A crucial part of family life for many adults is raising children. That is
discussed soon as part of generativity. Here we focus on family bonds
that meet adult intimacy needs, providing companionship, support,
and affection for their parents as well as their grown children.

Do not confuse intimacy with residence. If income allows, most adults
seek to establish their own households. A study of 7,578 adults in
seven nations found that physical separation did not weaken family
ties. Indeed, intergenerational relationships seem to be strengthened,
not weakened, when adult children lived apart from their parents
(Treas & Gubernskaya, 2012), because “the intergenerational support
network is both durable and flexible” (Bucx et al., 2012, p. 101).

Considerable research has recently focused on “boomerang children,”
adults who live with their parents for a while. In the United States in
1980, only 11 percent of 25- to 34-year-olds lived with their parents
for at least a few months. Every year since then, more young adults
have lived with their parents, and more have lived with someone of
another generation who is not a romantic partner (e.g., a grandparent,
aunt, or nonrelative who rents a room).

To be specific, in 2016, one-third of U.S. 25- to 30-year-olds lived
with adults not from their generation — that is, not a romantic partner,
spouse, or a peer. In most cases, that older adult was a parent (Cohn &
Passel, 2018). The reasons were primarily economic. Adults generally
are happier and healthier when they and their parents are mutually
supportive but have separate homes.
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Fictive Kin
Most adults maintain connections with brothers and sisters, sometimes
traveling great distances to attend weddings, funerals, and holidays.
The power of this link is apparent when we note that often, unlike
friends, family members may be on opposite sides of a political or
social divide. Even radically different views do not usually keep them
apart.

Sometimes, however, adults avoid their blood relatives because they
find them toxic — not because they disagree on politics but because
their personal interactions are hostile. Such adults may become fictive
kin in another family. They are introduced by a family member who
says this person is “like a sister” or “my brother” and so on. Over
time, the new family accepts them. They are not technically related
(hence fictive), but they are treated like a family member (hence kin).

fictive kin
People who become accepted as part of a family in which they are not genetically or
legally members.
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Strangers or Twins?     Both. Aysha Lord (left) is a “genetic twin” to Peter Milburn
(right), a father of four who had a fatal blood cancer. He was saved by stem cells
donated by a stranger — Aysha — whose cells were a perfect match.

Fictive kin can be a lifeline for adults who are rejected by their
original family (perhaps because of sexual orientation or gender
identity), or are unable to visit family (perhaps because of prohibitive
immigration policies), or who resist family practices (perhaps by
stopping addiction, or by joining a religious group).

Fictive kin can be part of a community strategy to provide personal
support. This has been documented among African Americans in the
United States. When hostility and prejudice segregated and
marginalized them, many African American neighbors became fictive
kin. Adults were expected to guide and help each other, allowing
survival and success (Glover et al., 2018).
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The role of fictive kin reinforces a general theme: Adults benefit from
kin, fictive or not.

WHAT HAVE YOU LEARNED?

1. What needs do long-term partners meet?

2. Why would people choose to live apart together (LAT)?

3. How do same-sex marriages compare to heterosexual marriages?

4. What are the consequences of divorce?

5. How does a social convoy aid development?

6. What roles do friends play in a person’s life?

7. What is the usual relationship between adult children and their parents?

8. Why do people have fictive kin?
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Generativity: The Work of
Adulthood

Adults satisfy their need to be generative in many ways, especially
through parenthood, caregiving, and employment.

Parenthood
Erikson thought that generativity often became manifest in “establishing
and guiding the next generation” (Erikson, 1993a, p. 267). Traditionally,
that meant raising one’s own children.

Parenthood is never easy, but it is particularly difficult if a person is not
ready for generativity and still struggles with intimacy or identity needs.
Marital happiness may dip in the first year or two after a birth, because
intimacy diminishes. Worse yet is having a baby as part of the search for
identity — to prove manhood or womanhood to oneself.

Parenthood also requires reexamination of gender norms. Many emerging
adults believe in gender equality — that men and women are equally
suited for employment, housework, and child care. But with birth, breast-
feeding, and infant care, they tilt toward believing that women and men
differ in their roles and abilities (Endendijk et al., 2018).

That may mean joyous acceptance, or ongoing resentment — for her
because she feels stuck with more baby care and housework than she
expected, and for him because he feels excluded from the mother–infant
bond. Not always, of course, but these emotions arise more from the day-
to-day family interaction than from cultural sexism.
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More Dad … and Mom     Worldwide, fathers are spending more time playing
with their children — daughters as well as sons, as these two photos show. Does
that mean that mothers spend less time with their children? No — the data show
that mothers are spending more time as well.

 Observation Quiz: In what ways might these fathers differ from mothers?
(see answer, page 580) 

We know this because the data came from a large study in the
Netherlands, where gender equity is a national value. Nonetheless, when
Dutch adults become parents, they tend to take on more traditional gender
roles.

This gender division is found despite another fact: Fathers are more
involved with child care than they were a few generations ago, and
mothers are far more likely to be employed. This does not mean that
mothers do less child care. Indeed, the data suggest that mothers are more
intensely involved with each child than they were a few generations ago.

CHAPTER APP 22
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 Cozi Family Organizer

IOS:
https://tinyurl.com/y5cynkkk
ANDROID:
https://tinyurl.com/y4b4byu8
RELEVANT TOPIC:
Sharing family labor

The Cozi Family Organizer app helps users manage everyday family life with a
shared calendar, reminders, to-do lists, and grocery list. This free, easy-touse app can
be used on most mobile devices and computers; a premium ad-free version with
additional features is available for a yearly fee.

The gender division of family labor remains (Frejka et al., 2018). On
average, mothers provide child care, schedule doctor appointments, plan
birthday parties, arrange play dates, choose schools and after-school
activities, and so on more than fathers do.

What has changed is that there is more flexibility in roles. Each couple
figures out what is best for them. The number of U.S. couples in which the
father provides primary child care while the mother is the chief wage
earner has almost tripled, from 3 percent in 2004 to 8 percent in 2012, and
continues to grow (Young & Schieman, 2018).

Employed women are earning more money and have more responsibilities
than a few decades ago, when they were relegated to subordinate roles —
the secretary, not the boss; the nurse, not the doctor. Nonetheless, old
patterns persist, especially in family life, prompting the concept of a
“stalled revolution” (Scarborough et al., 2019; Chancer, 2019).

https://tinyurl.com/y5cynkkk
https://tinyurl.com/y4b4byu8
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For example, one man became the primary caregiver for his infant and 2-
year-old but wanted to earn a paycheck. He found a part-time job (as a
schoolbus driver) that allowed him to bring his children along. He said:

In the last generation it’s changed so much…. it’s almost like you’re on ice
that’s breaking up. That’s how I felt. Like I was on ice breaking up. You
don’t really know what or where the father role is. You kind of have to
define it for yourself … I think that’s what I’ve learned most from staying
home with the kids … Does it emasculate me that my wife is making more
money?

[Geoff, quoted in Doucet, 2015, p. 235]

Another father in the same study opened a day-care business for his own
children and several others. Neither of these men felt comfortable being
solely caregivers; both felt they should contribute financially.

No matter who does what, adults find parenting an ongoing challenge. Just
when they figure out how to care for their infants, or preschoolers, or
schoolchildren, those children grow older, presenting new dilemmas. One
exasperated mother told her criticizing teenager, “Give me a break. I’m
learning on the job, I’ve never been a mother of an adolescent before.”

VIDEO: Interview with Jay Belsky explores how problematic parenting practices
are transmitted (or not) from one generation to the next.
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Exactly how the parents collaborate may change as the children have new
needs. Both parents tend to reduce outside work or choose more flexible
hours when raising children, but specifics depend on the age of the
children. Mothers are more likely to scale back (working part time instead
of full time) during infancy; fathers reduce work hours or choose more
flexible schedules when the children are in elementary school (Young &
Schieman, 2018).

Throughout, privacy and income rarely seem adequate, and almost every
child encounters some difficulties — with reading or math, with talking
too much or too little, with being clumsy at sports or having illegible
handwriting, and so on. It is the nature of childhood that challenges come
and go, so a second-grader with a problem might, with a different teacher
or better friends, have a happy fourth-grade year. Meanwhile, parents
worry.

Adoptive Parents
Every form of nonbiological parenting poses special challenges. The
easiest form may be adoption, since those adults are legally connected to
their children for life. Moreover, adopted children are much wanted, so the
parents are willing to provide the intensive care that children need.

Current adoptions are usually “open,” which means that the birth parents
decided that someone else would be a better parent, but they still want
some connection to the child. The child knows about this arrangement,
which makes it easier for everyone than the former “closed” adoption,
when children and birth parents felt abandoned.
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Joy from Generativity     Six smiling members of this family from New Port Richey, Florida,
are typical in one way and not in another. Unusual is that all four sisters are adopted. Typical
is that the parents get great joy from their daughters, as is evident from their wide smiles.

Strong parent–child attachments are often evident, especially when
children are adopted as infants. Sadly, some adopted children have spent
their early years in an institution, never attached to anyone. DSM-5
recognizes reactive attachment disorder, when a young child cannot seem
to form any attachments. This can occur with children who live with their
biological parents, but it is particularly likely with children who have
spent infancy in institutions or who experienced a series of placements
before adoption.

As you remember, adolescence — the time when teenagers seek their own
identity — can stress any family. This stage is particularly problematic for
adoptive families because normal conflicts can cut deep (Grotevant et al.,
2017). One college student who feels well loved and cared for by her
adoptive parents explains:
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In attempts to upset my parents sometimes I would (foolishly) say that I
wish I was given to another family, but I never really meant it. Still when I
did meet my birth family I could definitely tell we were related — I fit in
with them so well. I guess I have a very similar attitude and make the same
faces as my birth mother! It really makes me consider nature to be very
strong in personality.

[A., personal communication]

Tensions increase if outsiders hold the mistaken notion that only
biological parents are the “real” parents. Of course, no matter what the
genetic or ethnic connection between parents and children, the real parents
are those who provide generative care.

Many adoptive parents who adopt either internationally or inter-ethnically
seek multiethnic family friends and teach their children about their
heritage. Helping children develop pride in themselves is also part of
generativity if the child has same-sex parents, or single parents, or
immigrant parents. Each family type provides special strengths. Adults
realize that; children may need to be told.

Stepparents
Generativity is also required for stepparents. The average new stepchild is
9 years old. This means that the child already has habits, morals, and a
distinct personality before the stepparent arrived.

Often stepchildren have lived with both biological parents and then with a
single parent, a grandparent, other relatives, and/or a paid caregiver. Every
living condition affects the child, thus adding to adjustment complications.
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New living arrangements are always disruptive for children (Goodnight et
al., 2013). The effects are cumulative; emotions erupt in adolescence if not
before, especially if the child is coping with a new school, loss of friends,
or puberty. Stepchildren may intensify their attachment to their birth
parents, which may be upsetting to a stepparent who wants to parent the
child.

Most children are loyal to their birth parents. Added to that, stepchildren
are more likely to become sick or injured, or, if they are teenagers,
pregnant, drunk, or arrested. That childish reaction to disruption is
understandable; so is the resentment that stepparents feel.

Few adults — biological parents or not — can live up to the generative
ideal, day after day. Some stepparents quit trying. Wrong again.
Hopefully, the new couple feels happy with each other, and the stepparent
is sufficiently mature to react to hostility with patience. But, as one
stepmother said:

The dynamic is too crazy and you’re trying as a, you know, as a stepmom I
felt like I didn’t want to overstep my bounds but yet I didn’t want to seem
like I was aloof either. So it’s really hard. It was really hard for me to find
my place with the boys.

[quoted in Perry-Fraser & Fraser, 2018, p. 245]

Foster Parents
An estimated 437,465 children were officially in foster care in the United
States in 2016, about half of them cared for by adults who were strangers
to them (Child Welfare Information Gateway, 2018). Many others are
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unofficially in foster care, because someone other than their biological
parent has taken them in.

Here’s Your Baby     But only for a few weeks. More than 70 babies have spent days or
weeks with Becky O’Connell until being united with their adoptive parents. As with baby
Alex, shown here, the hardest part is giving them up — but, at age 64, Becky is unlikely to
become a mother herself.

This is the most difficult form of parenting of all, partly because foster
children typically have emotional and behavioral needs that require
intense involvement. Foster parents need to spend far more time and effort
on each child than biological parents do, yet the social context tends to
devalue their efforts (J. Smith et al., 2013).



1791

Contrary to popular prejudice, adults become foster parents more often for
psychosocial than financial reasons, part of the adult generativity impulse
(Geiger et al., 2013). Official foster parents are paid, but they typically
earn far less than a babysitter would, or than they themselves would in a
conventional job.

Most children are in foster care for less than a year, as the goal is usually a
reunion with the birth parent. Children may be moved back to the original
family for reasons unrelated to the wishes, competence, or emotions of the
foster parents or the children.

The average child entering the foster-care system is 6 years old (Child
Welfare Information Gateway, 2018). Many spent their early years with
their birth families and are attached to them. Such human bonding is
normally beneficial, not only for the children but also for the adults.

However, if birth parents are so neglectful or abusive that their children
are removed, the child’s past insecure or disorganized attachment impedes
acceptance of the foster parent. Most foster children have experienced
long-standing maltreatment and have witnessed violence; they are
understandably suspicious of any adult.

Given the realities of life for those half a million U.S. children in official
foster care, and the millions more in other nations, it is sad but
unsurprising that a review of longitudinal research concludes that many
foster children develop serious problems, including less education, more
arrests, and earlier death (Gypen et al., 2017). Generative adults needed!

Your knowledge of human development leads us to understand something
not recognized by usual practices: Barriers make it difficult for foster
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parents to develop a generative attachment to their children. Nonetheless,
sometimes such attachments develop, especially if the child is kept with
one loving foster parent.

When adolescents have been with a stable foster family for years, about
half the time a healthy, mutual attachment develops, a marked contrast to
the relationship with their biological parents (Joseph et al., 2014).

Grandparents
As already mentioned, the empty-nest stage of a marriage, when children
have finally grown up and started independent lives, is often a happy time
for parents. Grown children are more often a source of pride than of stress.

Everybody Contributes     A large four-generation family such as this one helps
meet the human need for love and belonging, the middle level of Maslow’s
hierarchy. When social scientists trace who contributes what to whom, the results
show that everyone does their part, but the flow is more down than up:
Grandparents give more money and advice to younger generations than vice
versa.
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A new opportunity for generativity, as well as a new source of stress,
occurs if grandchildren appear. That event once occurred on average at
age 40, but now, in developed nations, grandparenthood begins on average
at about age 50. Since adults now live longer and in better health than they
once did, the length of active grandparenting is as long as it was in earlier
times (Margolis & Arpino, 2018).

Thus, most adults begin grandparenthood 15 years before the next stage of
development, late adulthood, which begins at age 65. Most continue to be
grandparents and sometimes great-grandparents for several decades, while
they also look after members of the older generation, as discussed in detail
in Chapter 25.

Especially when the grandchildren’s parents are troubled or overwhelmed,
grandparents worldwide believe that they must help raise their
grandchildren. Specifics depend on policies, customs, gender, past
parenting, and income of both adult generations, but for every adult the
generative impulse extends to caring for the youngest generation (Price et
al., 2018).

Don’t make the mistake of thinking that involved grandparents share a
residence with their grandchildren. Only about 5 percent of all
grandparents do so, and usually the child’s mother lives there, too, doing
most of the child care. Co-residence is more often a sign of poverty than
generativity and correlates with more problems in all three generations
(Masfety et al., 2019).

Regarding co-residence, one study surprised the researchers (Black et al.,
2002). They focused on young African American mothers who had young
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children, comparing those who lived with their mothers and those who did
not.

The scientists were not surprised that the live-in grandparents did not fare
as well as grandparents who lived nearby but not with their children. That
finding had already been discovered and replicated. But given “the
enthusiasm of policy-makers for three-generation households,” the study
authors expected that the younger generations would benefit.

Not so. The young women who had their own homes were less often
depressed than those who lived with their mothers (Black et al., 2002).
The children also fared better, cognitively and emotionally, when they
lived only with their mothers but not their grandmothers.

Why? The researchers suggested possible reasons. Perhaps conflicts arose
when the mother and grandmother disagreed about child care, or perhaps
the grandmothers disrupted mother–child attachment (Black et al., 2002).

Other research finds that a grandmother who is employed is more likely to
retire early if she has major responsibility for her grandchildren (Timonen,
2018). Typically, the grandfather is also supportive, but not always. One
grandmother reports:

When my daughter divorced, they nearly lost the house to foreclosure, so I
went on the loan and signed for them. But then again they nearly foreclosed,
so my husband and I bought it…. I have to make the payment on my own
house and most of the payment on my daughter’s house, and that is hard….
I am hoping to get that money back from our daughter, to quell my
husband’s sense that the kids are all just taking and no one is ever giving
back. He sometimes feels used and abused.
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[quoted in Meyer, 2014, pp. 5–6]

We should not focus on the intergenerational problems. In every nation,
adults who are grandparents usually enjoy helping their children and
connecting with grandchildren. Some grandmothers are rhapsodic and
spiritual about their experience. As one writes:

Not until my grandson was born did I realize that babies are actually
miniature angels assigned to break through our knee-jerk habits of
resistance and to remind us that love is the real reason we’re here.

[Golden, 2010, p. 125]

A VIEW FROM SCIENCE

The Skipped-Generation Family
Some U.S. households (about 1 percent) are two-generation families because the
middle generation is missing. That is a skipped-generation family, with all parenting
work done by the grandparents. Skipped-generation families require every ounce of
generativity that grandparents can muster, often at the expense of their own health
and happiness. This family type sometimes is designated officially to provide
kinship care (true for one-third of the foster children), and it may include formal
adoption by the grandparents.

In general, skipped-generation families have several strikes against them. Both the
grandparents and the grandchildren are sad about the missing middle generation. In
addition, difficult grandchildren (such as drug-affected infants and rebellious school-
age boys) are more likely to live with grandparents (Hayslip & Smith, 2013). Many
grandparents are resilient, but the challenges are real.

But before concluding that grandparents suffer when they are responsible for
grandchildren, consider China, where millions of grandparents outside the urban
areas become full-time caregivers because members of the middle generation have
jobs in the cities and are unable to take children with them. In this way, Chinese
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culture and policy harms families, but, surprisingly, it does not seem to harm the
elders.

The Chinese parents who are employed far from their natal home typically send
money and visit once a year, on a national holiday. Studies are contradictory
regarding the welfare of the children, but those grandparents seem to have better
physical and psychological health (Baker & Silverstein, 2012; Chen et al., 2011)
than grandparents who are not caregivers.

Better health does not necessarily mean happiness, however. A recent study of
skipped-generation families in China found that grandparents under age 70 who live
with their grandchildren without the children’s parents were less happy overall.
Those over age 70 were happier — contrary to the expectation of the researchers
(Wen et al., 2019).

This suggests that the social context is crucial: If grandparents are supported and
appreciated by their children and the community, a skipped-generation family may
benefit the grandparents. Much depends on attitudes, not simply caregiving itself.

Caregiving
Child care is the most common form of generativity for adults, but
caregiving can and does occur in many other ways as well. Indeed, “life
begins with care and ends with care” (Talley & Montgomery, 2013, p. 3).
Some caregiving requires meeting physical needs — feeding, cleaning,
and so on — but much of it involves fulfilling psychological needs.
Caregiving is part of generative adulthood.

Kinkeepers
A prime example of caregiving is the kinkeeper, who gathers all the
generations for holidays; spreads the word about illness, relocation, or
accomplishments; and reminds family members of one another’s birthdays
and anniversaries.
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kinkeeper
Someone who becomes the gatherer and communications hub for their family.

Kinkeepers also chronicle the family’s history and thereby connect family
members, adding to satisfaction and belonging for all family members
(Hendry & Ledbetter, 2017). Middle-aged adults allow families and
societies “to engage and value the assets found in every generation”
(Butts, 2017, p. vi). Mutual caregiving and shared information strengthens
family bonds; wise kinkeepers keep those intergenerational channels open;
everyone is generative (Hendry & Ledbetter, 2017).

Middle-aged adults have been called the sandwich generation, a term
that evokes an image of a layer of filling pressed between two slices of
bread. This analogy suggests that the middle generation is squeezed
because they are expected to support their parents and their growing
children. This sandwich metaphor is vivid but misleading (Gonyea, 2013).

sandwich generation
The generation of middle-aged people who are supposedly “squeezed” by the needs of the
younger and older members of their families.

Longitudinal data found “relatively few cases where middle-aged adults
were in a ‘sandwich generation’ of simultaneously providing care for aged
parents and children younger than 15” (Fingerman et al., 2012d, p. 200).
Family members across the generations are especially significant for some
adults, but that is more voluntary than obligatory. Moreover, caregiving is
mutual, taking many forms.

Far from being squeezed, middle-aged adults who provide some financial
and emotional help to their adult children are less likely to be depressed
than those adults whose children no longer relate to them. The research



1798

finds that family members continue to care for each other, less as a matter
of obligation but more as a result of varied connections.

A Peak Experience     For many men, the best part of fatherhood is when their children
become old enough to share interest in world events, sports, or, as shown here, climbing a
mountain in Norway.

 Observation Quiz: Father and daughter are each doing something that
typifies their care for one another. What is each of them doing? (see answer, page
580) 
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Emerging adults, depicted as squeezing their parents, often help their
parents understand music, media, fashion, and technology — setting up
their smartphones, sending digital photos, fixing computer glitches. They
also are more cognizant of nutritional and medical discoveries and
guidelines.

Caregiving on the other side of the supposed sandwich, from middle-aged
adults to their elderly parents, is typically much less demanding than the
metaphor implies. Most members of the over-60 generation are quite
independent. Financial support is more likely to flow from them to their
middle-aged children than vice versa. In the United States, if more care is
needed, it is more often provided by a spouse, another elderly person, or a
paid caregiver, than by a middle-aged child.

Employment
Besides parenthood and caregiving, the other major avenue for
generativity is employment. A well-established specialty within the field
of psychology focuses on the productivity of workers and companies.
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Lowered Expectations     It was once realistic, a “secular trend,” for adults to expect to be
better off than their parents had been, but hard times have reduced the socioeconomic status
of many adults.

You can read extensive research regarding many aspects of economic
development, such as when and where telecommuting is beneficial, how
to organize work teams and times, and almost every aspect of job
conditions — lighting, wall colors, coffee breaks, and more. Details are
not presented here. Instead we consider the personal details of human
development and employment.

Generativity and Work
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As is evident from many terms that describe healthy adult development —
generativity, success and esteem, instrumental, and achievement — adults
have many psychosocial needs that work can fill.

Employment meets these needs by allowing people to do the following:

Develop and use their personal skills.
Express their creative energy.
Aid and advise coworkers, as mentor or friend.
Support the education and health of their families.
Contribute to the community by providing goods or services.

These facts highlight the distinction between the extrinsic rewards of
work (the tangible benefits such as salary, health insurance, and pension)
and the intrinsic rewards of work (the intangible gratifications of
actually doing the job). Generativity is intrinsic. [Life-Span Link:
Extrinsic and intrinsic motivation are introduced in Chapter 10.]

extrinsic rewards of work
The tangible benefits, usually in salary, insurance, pension, and status, that come with
employment.
intrinsic rewards of work
The personal gratifications, such as pleasure in a job well done or friendships with
coworkers, that accompany employment.

These two types of rewards may be negatively correlated, which means
that employers may increase pay instead of creating working conditions
that improve intrinsic rewards. That is a mistake, as intrinsic rewards
correlate with worker satisfaction, worker effort, less burnout, and fewer
workers who quit to find another job (Kuvaas et al., 2017).
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There may be a developmental shift here. Prospective young workers
compare pay, hours, and insurance (Kooij et al., 2011). However, as time
goes on, the intrinsic rewards of work, especially relationships among
coworkers, keep employees at the same job and working hard (Inceoglu et
al., 2012).

The power of intrinsic rewards explains why older employees are, on
average, less often absent or late and more committed to doing a good job
than younger workers are (Rau & Adams, 2014). Because of seniority,
they also have more control over what they do, as well as when and how
they do it. That reduces strain and increases dedication.

Further, experienced workers are more likely to be mentors — people who
help new workers navigate the job. Mentors benefit in many ways, gaining
status and generativity — both intrinsic.

Designed for People     The Google headquarters in Mountain View, California,
includes many places to relax and socialize, inside and outside. How much of
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Google’s success came from emphasizing the intrinsic rewards of employment?

Surprisingly, absolute income (whether a person earns $30,000 or $40,000
or even $100,000 a year, for instance) matters less for job satisfaction than
how a salary compares with others in their profession or neighborhood, or
with their own salary a year or more earlier. That may explain why some
executives make far more money than they need — they compare
themselves with other corporate heads.

It is a human trait to react more strongly to personal losses than to
personal gains, ignoring systemic losses unless they become personal
(Kahneman, 2011). Consequently, salary cuts have emotional, not just
financial, effects.

Apparently, resentment about work arises not directly from wages and
benefits but from how wages are determined and whether people believe
that their income or status might improve. If workers have a role in setting
wages and they perceive that those wages are fair, they are more satisfied
(Choshen-Hillel & Yaniv, 2011).

This explains a puzzle. Most Americans are troubled about the large salary
disparity between the rich and the poor. However, relatively few consider
this a major problem (Norton & Ariely, 2011). Why not?

One answer is that people believe that social mobility is possible — that
they themselves will be able to earn more (Davidai & Gilovich, 2015).
They also blame people who are poorer than they are, judging them lazy,
or spendthrift, or worse. That is psychologically healthy, even if irrational.

Unemployment
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For adults of any age, unemployment — especially if it lasts more than a
few weeks — is destructive of mental and physical health. Generative
needs are unmet, which increases the rate of domestic abuse, substance
use disorder, depression, and many other social and mental health
problems (Wanberg, 2012). Recent studies suggest that, in addition to the
burden of unemployment, uncertainty about future income and work adds
to family stress (Schneider et al., 2017).

A meta-analysis of research on eight stressful events found that losing a
job was even worse for mental health than the death of a parent. The stress
of past unemployment lingered after finding a job (Luhmann et al., 2012).

THINK CRITICALLY: Is the connection between employment and
developmental health cause or correlation?

Developmentalists are particularly concerned when the economy, or the
automization of labor, results in fewer jobs for millions of adults. Current
unemployment of emerging adults — people who are NEET (Not in
Education, Employment, or Training) — may harm that generation
lifelong, a “grave concern.” One careful study of thousands of NEETs in
Great Britain found that they seek work but are stymied by the job market
and by their own traits (Goldman-Mellor et al., 2016).

Unemployment is troubling at any age. Adults who are unemployed are 60
percent more likely to die than other people, especially if they are younger
than 40 (Roelfs et al., 2011). They are twice as likely to be clinically
depressed (Wanberg, 2012) and almost twice as likely to be addicted to
drugs (Compton et al., 2014).
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Worst may be job loss when adults have a partner and children. That
causes a “cascade” of family stresses, harming every family member, with
trouble reverberating within the family and adding new stresses and
increasing problems for everyone (McKee-Ryan & Maitoza, 2018).

For example, job loss may change child-care arrangements, so children
fight more and comply less, so parents punish more, so everyone sleeps
less, so children are tired in school, so the teacher asks parents to come in,
so the parent cannot focus on finding work. Family meals become erratic,
with less fresh vegetables and sometimes less food overall, causing
hunger, obesity, and health problems.

Unemployment can turn a happy, supportive family into a sad and
destructive one. Family and friends are the best buffer against the
psychological strain of losing a job, but that support also may be reduced
when it is needed most (Crowe & Butterworth, 2016; McKee-Ryan &
Maitoza, 2018).

The Changing Workplace
Employment is changing in many ways that affect adult development. We
focus here on only three — diversity among workers, job changes, and
alternate schedules. Dramatic shifts have occurred in all three. We will use
U.S. statistics to illustrate these shifts, but these phenomena occur
worldwide.

As you can see from Figure 22.3, the workforce is becoming more
diverse. Fifty years ago, the U.S. civilian labor force was 74 percent male
and 89 percent non-Hispanic White. In 2017, 53 percent were male and 63
percent non-Hispanic White (15 percent were Hispanic who identified as
White, 2 percent Hispanic who identified as Black, 13 percent African
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American, 6 percent Asian, 1 percent American Indian or Pacific
Islander).

FIGURE 22.3

Better or Worse?     It depends on who you are. Ideally, everyone has a job.

Data from Toossi, 2002, pp. 19–20, and U.S. Bureau of Labor Statistics, August, 2018.

Description
The vertical axis shows the percent, from 0 to 100 in 20-point increments.
The horizontal axis is divided into four sections, labeled as follows:
European American, African American, Hispanic American, and Asian
American. Each section has two bars - one for 1980 and one for 2016. The
data are as follows:European American: 1980 (87), 2016 (62)African
American: 1980 (11), 2016 (12)Hispanic American: 1980 (7), 2016
(17)Asian American: 1980 (2), 2016 (5)
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This shift is also notable within occupations. For example, in 1960, male
nurses and female police officers were rare, perhaps 1 percent. Now 11
percent of registered nurses are men and 14 percent of police officers are
women — still an unbalanced ratio, but a dramatic shift nonetheless (U.S.
Bureau of Labor Statistics, 2016b). Job discrimination relating to gender
and ethnicity still exists — but it is much less prevalent than it once was.

These changes benefit millions of adults who would have been jobless in
previous decades. They also require workers and employers to be sensitive
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to differences that they did not previously notice. Younger adults may
have an advantage: A 25-year-old employee is not surprised to have a
female boss or a coworker of another ethnicity. Since a goal of human
development is for everyone to fulfill their potential, developmentalists
welcome reduced discrimination at work. The next two changes are not as
positive.

OPPOSING PERSPECTIVES

Accommodating Diversity
Accommodating the various sensitivities and needs of a diverse workforce requires
far more than reconsidering the cafeteria menu and the holiday schedule. Private
rooms for breast-feeding, revised uniform guidelines, new office design, and
changing management practices may be necessary.

Many corporations and executives are trying to make the workplace a productive
environment for everyone, with mixed results (Robinson, 2019). Exactly what is
needed depends on the particular culture of the workers: Some are satisfied with
conditions that others would reject.

To make the situation more complex, diversity is about more than ethnicity.
Religious differences (holidays that were not in the calendar), age differences
(especially boomers versus millennials), and gender disparities (e.g., in uniforms)
are also concerns.

Now consider one example. Many New Zealand supervisors of European descent
criticize Maori workers (descendent from Polynesians who had lived there several
hundred years before the first Europeans) for “extending the leave they were given
for attending a family or tribe hui (gathering or meeting) without notifying them….
If the reasons behind are not understood, such critical incidents may … easily lead to
over-generalizations and stereotyping and finally to less employment of people who
are labeled as ‘unreliable’” (Podsiadlowski & Fox, 2011, p. 8).

What might those “reasons behind” be? For British New Zealanders, a funeral of a
cousin might take a day. Employees from that culture resent that a Maori coworker
might be gone much longer, appearing back at work a week or more later.
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Yet, the Maori were expected by their families to stay for several days: It would be
disrespectful to leave quickly. The cultural clash regarding work schedules and
family obligations led to anger and rejection.

Less obvious examples occur daily, at every workplace. Certain words, policies,
jokes, or mannerisms seem innocuous to one group but hostile to others.

Women object to suggestive calendars or pictures hung in offices and to any
comments that are gender-specific.
Exchanging Christmas presents, as in the office “Secret Santa,” may be
troubling to those who are Jehovah’s Witnesses or to those who are not
Christian.
Resentment may stir if a man calls a woman “honey” or if a supervisor creates
a nickname for an employee with a hard-to-pronounce name.
Comments about a celebrity of another race, gender identity, or sexual
orientation may be heard as insults.

Researchers have begun to explore micro-aggressions — small things that go
unnoticed by one person but seem aggressive to another (Sue, 2010). Mentioning
“senior moments” or being “color-blind” or the “fairer sex” can be perceived as
aggressive, even though the speaker believes they are benign.

The question “Where are you from?” may seem innocent, or even friendly, but it
implies that someone is from elsewhere. This question may be micro-aggressive to a
Hispanic American born in Puerto Rico or Texas, whose family members have been
U.S. citizens for decades (Nadal et al., 2014). Micro-aggressions can affect anyone
who feels different because of their ethnicity, age, gender identity, sexual orientation,
religion, or anything else.

To create a workplace that respects diversity, mutual effort is needed. Not only must
everyone learn about sensitivities and customs, but everyone also must
communicate. When an innocent comment is heard as an insult, both parties need to
be more aware.

Changing Locations



1810

 Especially for Entrepreneurs: Suppose you are starting a business. In what
ways would middle-aged adults be helpful to you? (see response, page 580)

Today’s workers change employers more often than did workers decades
ago. Hiring and firing are common. Employers constantly downsize,
reorganize, relocate, outsource, or merge. Loyalty between employee and
employer, once assumed, now seems quaint.

Whether they originate from the workers or the employers, changes may
increase corporate profits, worker benefits, and consumer choice.
However, churning employment may harm development. Losing work
friendships means losing a source of social support. Bouts of employment
and unemployment may be worse for older adults for several reasons.

1. Seniority brings higher salaries, more respect, and greater expertise;
workers who leave a job they have had for years lose these
advantages.

2. Many skills required for employment were not taught decades ago, so
older workers are less likely to find a new job.

3. Workers believe that age discrimination is widespread. Even if this is
a misperception, stereotype threat undercuts successful job searching.

4. Especially if a new job requires relocation, long-standing intimacy
and generativity are reduced.

From a developmental and family perspective, this last factor is crucial.
Imagine that you are a 50-year-old who has always lived in West Virginia
and your employer goes out of business. You try to find work, but no one
hires you, partly because unemployment in West Virginia is among the
highest in the nation. Would you move a thousand miles to North Dakota,
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where the 2019 unemployment rate is less than half that of West Virginia
(2.3 versus 5 percent)?

If you were unemployed and in debt, and a new job was guaranteed, you
might. You would leave friends, community, and local culture, but at least
you would have a paycheck.

But, would your family leave their homes, jobs, schools, places of
worship, and friends to move with you? If not, you would be deprived of
social support; but if they did, their food and housing would be expensive,
their schools overcrowded, and their lives lonely. For you and your family,
moving reduces intimacy — harmful for psychosocial development.

Such difficulties are magnified for immigrants, who make up about 15
percent of the U.S. adult workforce and 22 percent of Canada’s. Many
depend on other immigrants for housing, work, religion, and social
connections (García Coll & Marks, 2012). That may meet some of their
intimacy and generativity needs, but their relationships with their original
family and friends are strained by distance. The climate, the food, and the
language are not comforting.

These developmental needs are ignored by most business owners and by
many workers themselves. However, intimacy and generativity are best
satisfied by a thriving social network, and each neighborhood and
workplace fosters that. When that is disrupted, psychological and physical
health suffers. The myth of the rugged, self-sufficient individual may
underlie the increasing rate of “deaths of despair” in middle-aged men
when economic security is high (Knapp et al., 2019; Griffith et al., 2019).

Changing Schedules
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The standard workweek is 9 A.M. to 5 P.M., Monday through Friday. In the
United States, about one-third of all workers have nonstandard schedules.
Retail services (online and in-store) are increasingly available 24/7, which
requires night and weekend employees. Many other parts of the economy
(hospitals, police, hotels) need employees with nonstandard schedules.
Employers, customers, and employees see many benefits.

It has long been recognized that varied schedules upset body rhythms,
making adults vulnerable to physical illness as well as emotional problems
(Cho, 2018; Schneider & Harknett, 2019). All mammals depend on
circadian rhythm. When schedules vary, either with one person working
varied hours or with different family members not having the same
schedule, that undercuts the body systems and family systems that protect
health.

Specific data find that, perhaps because of disrupted sleep, shift workers
have higher rates of obesity, illness, and death. One detail: Women more
often develop breast cancer if their work hours vary (Wegrzyn et al.,
2017). Night work itself increases the risk of breast cancer (Cordina-
Duverger et al., 2018). Rotating schedules are worse than steady night
work.
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Happy Family     Dad is a firefighter, and when this photo was taken he had been
on call for two weeks because of bushfires near his home in Victoria, Australia.
The scene here is idyllic, but often irregular schedules — typical of firefighters,
nurses, police officers, and shift workers of all kinds — disrupt family life.
Fortunately, this family may truly be as happy as they seem because of four
factors: (1) wife and mother (Helen) keeps the family running smoothly; (2) the
children are old enough to understand why their father’s schedule is necessary;
(3) communities are usually quite proud of their firefighters; and (4) perhaps
most importantly, Dad volunteered for this assignment.

Beyond health, the impact of varying schedules on family life is a major
concern for developmentalists (Cho, 2018). Those who are most likely to
have mandatory nonstandard schedules are parents of young children,
exactly the people who need regular schedules, with time allowed in case
of a sick child.

The focus is often on working mothers, but weekend work, especially with
mandatory overtime, is also difficult for father–child relationships,
because “normal rhythms of family life are impinged upon by irregular
schedules” (Hook, 2012, p. 631). Couples who have less time together are
more likely to divorce (Maume & Sebastian, 2012).
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Choices about hours, overtime, and tasks increase job satisfaction. This is
true no matter how experienced the workers are, what their occupation is,
or where they live (Tuttle & Garr, 2012). For instance, a nationwide study
of 53,851 nurses, ages 20 to 59, found that required overtime was one of
the few factors that reduced job satisfaction in every cohort (Klaus et al.,
2012). Apparently, although employment is often satisfying, working too
long, not by choice, undercuts the psychological and physical benefits.

In theory, part-time work or self-employment allows adults to balance
conflicting demands. But reality does not conform to the theory. In many
nations, part-time work is underpaid and without benefits. Thus, workers
avoid part-time employment if they can, making a choice that
inadvertently undercuts their emotional well-being and family life. Self-
employment also typically means more work for less money.

Similar problems occur with temporary work. Temporary employment is
increasing. This makes sense for the employers: It provides a buffer
against another recession, and it is cheaper to hire workers without full
benefits. However, job uncertainty increases job dissatisfaction, which
increases stress on families (Dawson et al., 2017). Again, the needs of
employers and employees conflict.

A major concern has arisen for all working adults, a conflict between
employment and family life. This difficulty was once thought to be a
problem only for women, but men now also experience it. A balance
between all aspects of adult life is needed for adults of every gender and
family situation.

National policies make a difference. For example, virtually every nation
except the United States mandates paid leave for new mothers, and about
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20 nations allow paid leave for new fathers. Both of those make sense to
developmentalists who support family life. However, no nation prioritizes
a satisfying balance between employment and family life for every adult
(Ollo-Lopez & Goñi-Legaz, 2017). The task of finding that balance rests
with individuals.

Finding the Balance
As you see, adulthood is filled with opportunities and challenges. Adults
choose their mates, their locations, and their lifestyles to express their
personality. Extroverts surround themselves with many social activities,
and introverts choose a quieter but no less rewarding life.

Adults have many ways to meet their intimacy needs, with partners of the
same or other sex, with marriage or cohabiting, with friends and family,
with their older parents or grown children. Ideally, they find some
combination that results in solid social support. Similarly, generativity can
focus on raising children, caring for others, or satisfying work, again with
more choices and flexibility than in past decades.

In some ways, then, modern life allows adults to “have it all,” to combine
family and work in such a way that all needs are satisfied at once.
However, some very articulate observers suggest that “having it all” is an
illusion or, at best, a mistaken ideal achievable only by the very rich and
very talented (Slaughter, 2012; Sotomayor, 2014; Kramer et al., 2019).

Compromises, trade-offs, and selective optimization with compensation
may be essential to finding an appropriate work–family balance. Both
halves of these two sources of generativity can bring joy, but both can
bring stress — and often do. In general, adults — mates, family, and
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friends — help each other, together balancing intimacy and generativity
needs.

Because personality is enduring and variable, opinions about the impact of
modern life reflect personality as well as objective research. Some people
are optimists — high in extroversion and agreeableness — and they tend
to believe that adulthood is better now than it used to be.

Others are pessimists — high in neuroticism and low in openness — and
they are likely to conclude that adults were better off before the rise of
cohabitation, LAT, divorce, and economic stress. They may praise the time
when most people married and stayed married, raising children on the
man’s steady salary from his 9-to-5 job with one stable employer. Were
those days idyllic or destructive?

Data could be used to support both perspectives. For instance, in the
United States, suicide is less common than it was 40 years ago, and crime
is down (life is better); but the gap between rich and poor is increasing, as
is the frequency of climate-related disasters (life is worse). Fewer people
are marrying and fewer children are born: Is that evidence for improved
adult lives or the opposite?

Every adult benefits from friends and family, caregiving responsibilities,
and satisfying work. Whether this is easier or more difficult at this
historical moment is debatable.

As you will read in the final set of chapters, there are many possible
perspectives on life in late adulthood as well. Some view the last years of
life with horror, while others consider them golden. The next trio of
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chapters will help you develop your own view, informed by empirical
data, not prejudice.

WHAT HAVE YOU LEARNED?

1. How is generativity a distinct human need?

2. In what ways does parenthood satisfy the need to be generative?

3. Why might it be more difficult for parents to bond with nonbiological children?

4. What do kinkeepers do, and who becomes one?

5. What is the relationship between caregiving and generativity?

6. What is the relationship between the extrinsic and intrinsic rewards of work?

7. What are the advantages of greater ethnic diversity at work?

8. Why is changing jobs stressful?

9. How have innovations in work scheduling helped and harmed families?
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Chapter 22 Review

SUMMARY

Personality Development in Adulthood

1. Erikson emphasized that people at every stage of life are
influenced by their social context. The adulthood stages are much
less age-based than the childhood stages because the need for
intimacy and generativity are evident throughout adulthood.

2. Maslow and other humanists believe that people of all ethnic and
national origins have the same basic needs. People first must have
their physical needs met and then feel safe. Beyond that, love and
respect are crucial. Finally, people can be truly themselves,
becoming self-actualized.

3. Personality traits over the years of adulthood are quite stable,
although many adults become closer to their culture’s ideal. The
Big Five personality traits — openness, conscientiousness,
extroversion, agreeableness, and neuroticism — characterize
personality at every age. Culture and context affect everyone.

Intimacy: Connecting with Others

4. Intimacy is a universal human need, satisfied in diverse ways with
romantic partners, friends, and family. Variations are evident, by
culture and cohort.

5. Marriage is no longer the only way to establish a romantic
partnership. Although societies benefit if people marry and stay
married, many adults prefer cohabitation or living apart together.
Same-sex and other-sex relationships are similar in most ways.
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6. Divorce sometimes may be the best way to end a conflicted
relationship, but divorce is difficult for every partner and family
member, not only immediately but for years before and after the
decree.

7. Remarriage is common, especially for men. This solves some of
the problems (particularly financial and social) of divorced adults,
but the success of second marriages varies. Children add
complications.

8. Friends are crucial for buffering stress and sharing secrets as well
as for everyday companionship and guidance. This is true for both
men and women, with younger adults having more friends but
older adults preferring fewer, closer friends.

9. Family members have linked lives, continuing to affect one another
as they all grow older. Parents and adult children are less likely to
live together than in the twentieth century, but family members are
still mutually supportive, emotionally and financially.

Generativity: The Work of Adulthood

10. Adults seek to be generative, successful, achieving, instrumental
— all words used to describe a major psychosocial need that each
adult meets in various ways.

11. Parenthood is a common expression of generativity. Wanted and
planned-for biological children pose challenges. Other forms of
parenthood are harder. Adoptive children, stepchildren, and
especially foster children bring additional stresses.

12. Caregiving is more likely to flow from the older generations to the
younger ones, so the “sandwich generation” metaphor is
misleading. Many families have a kinkeeper, who aids generativity
within the family.
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13. Employment brings many rewards to adults, including intrinsic
benefits such as pride and friendship. Changes in employment
patterns — job switches, shift work, and the diversity of fellow
workers — affect other aspects of adult development.
Unemployment is particularly difficult for self-esteem, and it
impacts everyone in the family.

14. Balancing work and family life, personal needs, and social
involvement is a major task for adults. This is true for men as well
as women, since both now function in both spheres.

15. Combining work demands, caregiving requirements, intimacy, and
generativity is not easy; consequences are mixed. Some adults
benefit from new patterns within the labor market and in the
overall culture; others find that a happy balance is difficult.

KEY TERMS

generativity versus stagnation
humanism
Big Five
empty nest
social convoy
fictive kin
kinkeeper
sandwich generation
extrinsic rewards of work
intrinsic rewards of work

APPLICATIONS
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1. Describe a relationship that you know of in which a middle-aged
person and a younger adult learned from each other.

2. Did your parents’ marital and employment status affect you? How
would you have fared if they had chosen other marriage or work
patterns?

3. Imagine becoming a foster parent or adoptive parent yourself. What do
you see as the personal benefits and costs?

4. Ask several people how their personalities have changed in the past
decade. The research suggests that changes are usually minor. Is that
what you found?

Especially For ANSWERS

Response for Immigrants and Children of Immigrants (from p. 558):
Extroversion and neuroticism, according to one study (Silventoinen et al.,
2008). Because these traits decrease over adulthood, fewer older adults
migrate.

Response for Young Couples (from p. 563): There is no simple answer, but
you should bear in mind that while abuse usually decreases with age,
breakups become more difficult with every year, especially if children are
involved.

Response for Entrepreneurs (from p. 575): As employees and as
customers. Middle-aged workers are steady, with few absences and good
“people skills,” and they like to work. In addition, household income is
likely to be higher at about age 50 than at any other time, so middle-aged
adults will probably be able to afford your products or services.



1822

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 567) Mothers could have those facial
expressions or use their arms that way — but fathers do it more often.

Answer to Observation Quiz (from p. 572) He carries the pack with
supplies for both of them; she memorializes the hike with a selfie.

CAREER ALERT

The Physical Therapist
Almost every adult will, at some point, need physical therapy. Bodies age, and
with aging comes reduced physical ability. Moreover, dozens of diseases that
affect strength and agility — such as diabetes, arthritis, osteoporosis, heart
disease — are increasing, because people are living longer, but fewer exercise as
part of their work or normal routine. Cars, riding lawnmowers, and robotic
vacuum cleaners have replaced walking, pushing a mower, sweeping the floor.

Thus, for many reasons, physical therapists are among the fastest growing
occupations in the United States today. The U.S. Bureau of Labor Statistics
projects a 25-percent increase over the next 10 years in the number of PTs
(physical therapists) — and that does not include the closely-related, also
expanding, profession of occupational therapy.

Salaries are high — in 2016, the median annual salary was $85,400. Education
requirements are also high: A physical therapist needs to know how to advise
people with every kind of disability.

For instance, as you read in Chapter 1, I had very minor surgery (one toe kept
sticking up, making it hard to wear dress shoes, so the bone needed to be
realigned). The surgeon said it would be painful and that I should not walk much
for weeks. I was defiant, discarding most of my pain medication and walking two
days after the surgery.
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I reluctantly followed the surgeon’s advice to see a physical therapist. I expected
the PT to laugh and tell me that this therapy was for legs, arms, and backs, not for
toes. But instead she put special lotion on her hands and massaged my toes and
taught me six exercises to do every day. When I told her that I was amazed that
she knew exercises for a toe, she explained that she was taught what to do for
every part of the body and added, “Your toe is connected to the rest of you.”

I realized that she knew about my whole body, and everything that might affect
my ability to do whatever I wanted to do with it. A worthy profession indeed.

VISUALIZING DEVELOPMENT

Family Connections
There are many ways to depict family living arrangements, and all of them lead
to the same conclusions. Generally, family members remain connected to each
other lifelong. Burdensome caregiving is not the norm.
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Description
The introduction reads, “Most families have only one generation of adults, but when
two generations are present, parents are more often helping adult children than the
reverse.Then there is a bar graph entitled, “Living Arrangements.” The vertical axis
shows percentages between 0 and 60 at 10-point increments. The horizontal axis six
clusters of living arrangements, each of which has three bars. One bar is for ages 18-
34, one is for 34-64, and the third bar is for age 65+. The clusters and data are as
follows:Alone – 18-34 (7%), 34-64 (12%), 65+ (26%)With spouse – 18-34 (24%),
34-64 (59%), 65+ (53%)With unmarried partner – 18-34 (10%), 34-64 (6%), 65+
(2%)With parents – 18-34 (34%), 34-64 (5%), 65+ (0%)With other relatives – 18-34
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(13%), 34-64 (14%), 65+ (16%)With friends or roommates – 18-34 (12%), 34-64
(4%), 65+ (3%)Under this the following text appears, “Most families have only one
generation of adults, but when two generations are present, parents are more often
helping adult children than the reverse.” Under this is a bar graph entitled, “U.S.
Families With Only One Generation of Adults (Over Age 18).” The vertical axis
shows percentages with tickets at 70, 80, and 90. The horizontal axis shows years
between 1950 and 2016 with highlighted ticks at increments as seen below. There are
data for every year, but a summary is as follows:1950 – 79%1960 – 85%1970 –
87%1980 – 88%1990 – 86%2000 – 85%2009 – 83%2016 – 80%The changes
between these benchmark years are gradual, gentle changes without sharp increases
or decreases.Under this is the text, “As you see, there are only slightly more two-
adult generation families in the United States today than 30 years ago. What has
changed, however, is that those extra adults are usually adult children, not aged
parents. So, what percentage of adults live with other generations of adults over age
18?”Finally there is a bar graph entitled, “Adults Living With Other Generations.”
The vertical axis shows percentages from 0 to 35 at 5-point increments, and the
horizontal has three years – 1980, 1990, and 2016. Each year has two bars, the first of
which is 85+ (usually dependent on younger generation) and the second of which is
25-29 (usually dependent on parents). The data are as follows:1980 – 85+ (26%), 25-
29 (13%) 1990 – 85+ (19%), 25-29 (18%)2016 - 85+ (25%), 25-29 (33%)Finally the
following text appears, “Currently about one-fourth of younger adults and about one-
third of the oldest-old are living with the middle generation.”
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Part VIII Late Adulthood

CHAPTER 23
CHAPTER 24
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CHAPTER 25
What emotions do you expect when you read about late adulthood?
Sadness, fear, depression, resignation, sympathy, sorrow? Expect instead
surprise and joy. You will learn that most older adults are active, alert, and
self-sufficient; that dramatic loss of memory and logic (“senility”) is
unusual; and that many are independent and happy.

This does not mean that you should anticipate mindless contentment.
Earlier personality and social connections continue; the complexities of
life are evident. Joy is mixed with sorrow. Poverty, loneliness, and chronic
illness are difficult. However, most older adults — most of the time —
overcome such difficulties.

If you doubt this, you are not alone. Late adulthood, more than any other
part of life, is a magnet for misinformation. Ageism may be worse than
other -isms because everyone experiences it if they live long enough, but
almost no one is well prepared for it. 
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CHAPTER 23 Late Adulthood: Biosocial
Development
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✦ Prejudice and Predictions
The Special Harm
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Macrosystem Compensation: Driving
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✦ VISUALIZING DEVELOPMENT: Elders Behind the Wheel

What Will You Know?

How is ageism like racism?
Can people slow down the aging process?
Why would anyone want to live to 100?

I took Asa, age 1, to the playground. One mother, watching her son,
warned that the sandbox would soon be crowded because the children
from a nearby day-care center were coming. I asked questions, and to my
delight she explained details of the center’s curriculum, staffing,
scheduling, and tuition, as if she assumed I was Asa’s mother, weighing
my future options.

Soon I realized that she was merely being polite, because a girl too young
to be graciously ageist glanced at me and asked, “Is that your grandchild?”

I nodded.

“Where is the mother?” was her next question.

Later that afternoon came the final blow. As I opened the gate for a
middle-aged man, he said, “Thank you, young lady.” I don’t think I look
old, but no one would imagine I was young. That “young lady” was
benevolent, but it made me realize that my pleasure at the first woman’s
words was a sign of my own self-deceptive prejudice.
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Now we begin our study of the last phase of life, from age 65 or so until
death. This chapter starts by exploring the prejudices that surround aging.
We describe biosocial changes — and what can be done to mitigate them.
Then we provide a perspective on diseases, an exploration of the causes of
aging, and what can be done to slow them down.

This is not a medical textbook, but various ailments that are common in
the elderly — insomnia, heart disease, diabetes, osteoporosis, arthritis,
erectile dysfunction, poor vision, deafness, hypertension, pneumonia,
influenza, and accidental death — are all described in context, as
examples of primary or secondary aging, selective optimization, the
compression of morbidity, acute or chronic illness, and so on.

THINK CRITICALLY: Why do many people contemplate aging with sorrow
rather than joy?

We also describe some of the advantages of the later years. One of them is
that all of these ailments can be avoided or mitigated. For everyone, most
of the body functions well, allowing exercise, interests, and joy.
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Prejudice and Predictions
Prejudice about late adulthood is common among people of all ages.

That is ageism, which “shares parallels with other prejudices, such as
racism and sexism. Like any form of bias, ageism effectively reduces
individuals to broad, stereotypical categories” (North, 2015).

ageism
A prejudice whereby people are categorized and judged solely on the basis of their
chronological age.

Explaining Her Cancer Dr. Magnuson is a specialist in geriatric oncology, so she knows how
to explain treatment options to Nancy Simpson. The elderly are quite capable of making
informed decisions, as long as their doctors do not oversimplify or use elderspeak.

Because it is part of the culture, ageism is particularly hard to combat.
That was a conclusion of a program that attempted to dislodge ageism
from the implicit thoughts of children (Babcock et al., 2018).

The Special Harm
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Ageism is likely to become a self-fulfilling prophecy, a prediction that
comes true because people believe it. There are three harmful
consequences:

If older people are treated as frail and confused, they become less
independent.
If the norms for younger adults are taken as universal, people try to
make older adults fit them.
If older people themselves think that their age makes them feeble,
they may stop self-care, avoid social interaction, or ignore early,
treatable symptoms of disease.

Every -ism is destructive, but ageism is distinctly harmful. One reason is
that its victims are unprepared, without decades of recognizing and
counteracting it. Another reason is that both perpetrators and victims of
ageism may think it is benevolent (Kagan, 2018).

For example, describing someone as a “sweet old lady” who “still has all
her marbles” is ageist. The third reason is that the aged themselves may
avoid the company of other older people, thus removing the social
experiences that could benefit them all. (My mother did that, as described
in A View from Science.)

Finally, some truth is mixed in with the stereotype. That makes it harder to
recognize. Accordingly, we begin with three examples: sleep, exercise,
and elderspeak.

A VIEW FROM SCIENCE

I’m Not Like Those Other Old People
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My mother, in her 80s, was reluctant to enter an assisted-living apartment. She told
me that she did not want to live there because too many of the people were old. Her
attitude was not unusual: Many older people believe that “they” are old, but “I” am
younger (Weiss & Lang, 2012).

Asked how old they feel, most 80-year-olds lop a decade or more off their age (Pew
Research Center, June 29, 2009). Think of the logical lapse here. If most 80-year-
olds feel how they imagine the average 70-year-old feels, then that feeling is, in fact,
typical of 80-year-olds. Thus, 80-year-olds have a stereotype of 80-year-olds, and
they believe it does not apply to them.

This same phenomenon is apparent for every aspect of functioning in late adulthood.
One study asked people to estimate trajectories over the life span of six cognitive
functions and four social ones (Riediger et al., 2014). People of all age groups
estimated that most people would decline, usually by age 60 and clearly by age 80.
That is accurate: Many declines occur.

However, on every measure, older people were most likely to estimate that their own
functioning was better than that of the average older person (see Table 23.1). This
was particularly true for memory, speed, and making new friends — the three
abilities most often stereotyped as dropping markedly with age. Again, they share a
cultural stereotype then reject it when it applies to them.

TABLE 23.1 How Do You Compare to Other People
Your Age?

9-
Year-
Olds

13- to
15-
Year-
Olds

21- to
26-
Year-
Olds

70- to
76-
Year-
Olds

Memo
ry

Better Same Worse Better

Cognit Same Worse Worse Better
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ive
speed

Menta
l math

Better Same Worse Better

Conce
ntratio
n

Same Same Worse Better

New
friends

Same Worse Worse Better

Self-
asserti
on

Better Same Same Better

Information from Riediger et al., 2014.

Not Like the Others People in this study thought that most young adults
were quite competent in these six areas and that most older people were
not. That is accurate, according to laboratory research. However, when
evaluating themselves, most emerging adults thought their peers were
better, and most older adults thought their peers were worse.

In an ageist culture, for older people to feel younger than others of their
chronological age is understandable, even healthy. As one commentator noted,
“feeling youthful is more strongly predictive of health than any other factors
including commonly noted ones like chronological age, gender, marital status and
socioeconomic status” (Barrett, 2012, p. 3). Self-perception is crucial. Another study
found that:

Perceptions are a strong predictor of psychological wellbeing in later life … [and] older
adults with negative self-perceptions of aging also have greater levels of disability, ill
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health, worse physical function and a higher risk of mortality over time.

[Robertson et al., 2016, p. 71]

Before deciding that it is foolish as well as ageist for older adults to feel younger
than their years, remember that self-perceived age correlates with health and
happiness (Kotter-Grühn et al., 2016). This is true lifelong, although it takes
different forms. Emerging adults are more likely to say they feel older than they
actually are, and for them that indicates maturity.

THINK CRITICALLY: How do you compare to other people your age?

Apparently, people at every age have stereotypes of what that age entails, and many
want to escape the stereotype. Thus, it may be good that older people believe that
they are younger than they are. Ageism regarding other old people is harmful, but
worse may be ageism about oneself.

My mother entered that assisted-living home and was quite happy. She did many of
the same things she had always done — not the things she associated with old age.

Sleep
Inadequate sleep contributes to illness. Many problems that appear in late
adulthood — restless legs, muscle pain, breathing difficulties, snoring —
interfere with sleep. Then disturbed and inadequate sleep makes these and
every other problem worse and may cause major depression (D. Patel et
al., 2018). The origin of the problem may be ageism, if elders and doctors
expect the same sleep patterns in adults no matter what their age.

Instead, sleep (and everything else) changes with age. Only babies should
“sleep like a baby.” The circadian rhythm that shifts at adolescence shifts
again, in the other direction, in late adulthood. Elders are often sleepy in
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the early evening and up before dawn. It is also typical for elders to wake
often during the night and to nap every day (Gulia & Kumar, 2018).

How much sleep a person needs varies, not only from one person to
another and from one age to another, with the old needing less sleep
(unless they are sick) than the young (D. Patel et al., 2018). If elders do
not realize this, they may lie in bed at dawn, awake and frustrated for
hours.

Many elders complain of insomnia, which, according to DSM-5, is
defined as being distressed with their sleep. They may self-medicate by
drinking alcohol at bedtime, which increases nighttime falls, disturbing
dreams, and early waking. In other words, because normal changes make
them distressed, that causes insomnia, which they treat with alcohol, and
that causes real sleep disturbances.

Doctors may make the same mistake. If a patient complains about sleep,
they might prescribe

drugs that are commonly used to manage insomnia, such as benzodiazepines
and non-benzodiazepines, [which] can lead to several residual side-effects
like drug dependence, tolerance, rebound insomnia, muscle relaxation,
hallucinations, depression, and amnesia …

[Gulia & Kumar, 2018, p. 161]

Instead, everyone of every age is advised to practice good sleep hygiene.
That includes, several hours before bedtime, (1) turning off television and
other screens, (2) exercising, and (3) avoiding substances (alcohol,
caffeine, nicotine, hard-to-digest foods) that might interfere with sleep.
Bodies adjust to patterns, so regular exercise, set bedtimes, routine
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meditation and relaxation practices, and a midday nap may all be part of a
healthy lifestyle.

Less Exercise or More?
One of the proven ways to help elders sleep at night is to exercise during
the day, but every decade of adulthood is marked by less exercise (see
Figure 23.1).

FIGURE 23.1

Worse and Worse     As people grow older, they should exercise more, because exercise is
the best defense against all ailments of age. Unfortunately, the opposite is true: Twice as
many of the oldest do not exercise compared to the youngest. These data are from the United
States, where the standards for aerobic exercise and weight-bearing exercise are defined by
minutes spent per week. Elders could meet the standards even if they walk more slowly, but
most of them simply stop.

Data from National Center for Health Statistics, May 30, 2019.

Description
The vertical axis shows percentages from 0 to 70 with 10-point increments.
The horizontal axis shows age, with four clusters. Each cluster has three bars,
one for met standard for aerobic exercise, another indicating met standard for
muscle strengthening, and a third showing met both standards for aerobic and
muscle strengthening exercise. The approximate data are as follows:Age 18-
24: Aerobic exercise only (65), Muscle strengthening only (34), both aerobic
exercise and muscle strengthening (34)Age 25-64: Aerobic exercise only
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(55), Muscle strengthening only (30), both aerobic exercise and muscle
strengthening (24)Age 65-74: Aerobic exercise only (46), Muscle
strengthening only (24), both aerobic exercise and muscle strengthening
(17)Age 75+: Aerobic exercise only (31), Muscle strengthening only (14),
both aerobic exercise and muscle strengthening (10)

How is this the result of ageism? One reason why older adults do not
exercise is that some younger people still tell elders to sit down instead of
walk (Franco et al., 2015). And elders obey.

Social encouragement and companionship are crucial. However, most
exercise activities are styled for the young; traditional dancing assumes a
balanced sex ratio; many yoga, aerobics, and other classes are paced and
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designed for people in their 20s: Pickup basketball games are rough and
rapid; jogging attire is styled for younger bodies.

Added to the problems caused by the ageism of the culture is self-imposed
ageism. Instead of stretching and pushing, an older adult might choose
comfort — reducing range of motion while impairing circulation and
digestion. If balance is decreased, elders might reduce walking instead of
getting better shoes, a cane, or whatever.

Overall, ageism shortens life: Lack of exercise may be a crucial reason
(Westerhof et al., 2014). Recovery from illness and surgery is faster when
people are active, but health professionals may think they are showing
respect for the aged when they do things for them (Kagan, 2018).

Talk and Prejudice
Many people think they are compassionate when they talk about the
elderly as if they were children (“so cute,” “second childhood”), address
an older person with “honey” or “dear,” or use a nickname instead of a
surname (“Billy,” not “Mr. White”). When they speak to the an older
person, some people use simple and short sentences, slower talk, higher
pitch, louder volume, and frequent repetition, a combination called
elderspeak that is similar to baby talk.

elderspeak
A condescending way of speaking to older adults that resembles baby talk, with simple
and short sentences, exaggerated emphasis, repetition, and a slower rate and a higher pitch
than used in normal speech.

The reality that leads to elderspeak is that about 1 in every 12 people over
age 65 is deaf or almost deaf (National Center for Health Statistics, 2018).
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But that rate of 8 percent doesn’t justify yelling at anyone or talking
loudly at the other 92 percent over age 65.

 Especially for Young Adults: Should you always speak louder and slower
when talking to a senior citizen? (see response, page 608)

Most elders, including those with some hearing loss, can hear well if a
person talks normally while facing them so that lip movements and facial
expressions are visible. If an older person is really among those 8 percent,
the solution is to help them get a good hearing aid, not to shout.

Elderspeak, then, is rooted in ageism. Ironically, many aspects of
elderspeak reduce communication (Kemper, 2015). Higher frequencies are
harder to hear, stretching out words makes comprehension worse, shouting
causes anxiety, and simplified vocabulary reduces the precision of
language. The result is not only less communication; elderspeak reduces
comprehension.

Destructive Protection
Younger adults’ experiences and the media discourage the elderly from
leaving home. For example, whenever an older person is robbed, raped, or
assaulted, sensational headlines add to fear and consequently promote
ageism. In fact, street crime more frequently targets young adults, not old
ones (see Figure 23.2).
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FIGURE 23.2

Victims of Crime     As people grow older, they are less likely to be crime
victims. This is true for murder (shown here) and is also reported in personal
interviews. Respondents were asked whether they had been the victim of a
violent crime — assault, sexual assault, rape, or robbery — in the past several
months. This approach yields more accurate results than official crime statistics
because many crimes are never reported to the police.

Data from Federal Bureau of Investigation, 2018.

Description
The vertical axis shows the number of murder victims, from 0 to 3,000 at
500-unit increments. The horizontal axis shows ages with 18 different bars.
The data are as follows:Infant (<1) - 1501 to 4 - 2505 to 8 - 1009 to 12 - 9013
to 16 - 40017 to 19 - 1,10020 to 24 - 2,45025 to 29 - 2,48030 to 34 - 1,77035
to 39 - 1,55040 to 44 - 1,05045 to 49 - 95050 to 54 - 87555 to 59 - 72560 to
64 - 49065 to 69 - 35070 to 74 - 10075+ - 250
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The homicide rate (the most reliable indicator of violent crime, since
reluctance to report is not an issue) of those over age 65 is less than one-
tenth the rate for those in their 20s. To protect our relatives, perhaps we
should insist that our young adults never leave the house alone — a
ridiculous suggestion that makes it obvious why telling older adults to stay
home is ageist.

Although advertisements induce younger adults to buy medical-alert
devices for older relatives, it might be better to go biking with them. Lest
you think that bikes are only for children, a study of five nations
(Germany, Italy, Finland, Hungary, and the Netherlands) found that 15
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percent of Europeans older than 75 ride their bicycles every day (Tacken
& van Lamoen, 2005).

In the United States, few elders ride bikes, partly because communities are
not designed for elderly bike riders. Protected bike paths are scarce, and
many bikes are designed for speed, not stability. Laws requiring bike
helmets often apply only to children — another example of ageism.

Demography and Ageism
Demography is the science that describes populations, including by
cohort, age, gender, or region. How could numbers be prejudiced? Yes.
Data are objective, but emphasis and interpretation are not.

The Demographic Shift
Two hundred years ago, there were 20 times more children under age 15
than people over age 64. In a massive demographic shift, the proportion
of children has been reduced and the proportion of elders has increased.
Now there are only three times as many children as elders, and the trend
continues. In the future, those under 15 are projected to be less numerous
than those over age 65.

demographic shift
A shift in the proportions of the populations of various ages.

Evidence for the demographic shift can be found in many statistics. As
recently as half a century ago, only 5 percent of the world’s population
was over age 65; now 9 percent are. In many nations, the older population
is much larger — 15 percent in the United States, 16 percent in Canada, 22
percent in Italy, and 26 percent in Japan. Only 11 percent of the population
of Japan are under age 15 (United Nations, 2017) (see Figure 23.3).
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FIGURE 23.3

Not Yet Square     But certainly not a pyramid. Changes in birth rates worldwide
are already making the shape of the population square in some nations, evident in
Japan for those under age 25. If trends continue, Japan will be a rectangle in 50
years!

Data from National Institute of Population and Social Security Research, August, 2019.

Description
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The vertical axes of the charts are labeled age, and have 9 different ranges
(seen below). The horizontal axis of the 1950 chart shows percentages
ranging from -8 to +8 in 2 point increments. The horizontal axis of the 2015
chart shows percentages ranging from -5 to +6 in 1 point increments. The
center of each horizontal axis is the zero point.The approximate data are as
follows:1950 Data:0-4 - %Males (-6.8), %Females (6.5)10-14 - %Males
(-5.9), %Females (5.8)20-24 - %Males (-4.7), %Females (4.5)30-34 -
%Males (-3.5), %Females (4)40-44 - %Males (-2.9), %Females (3.3)50-54 -
%Males (-2.1), %Females (2)60-64 - %Males (-1.8), %Females (1.7)70-74 -
%Males (-0.8), %Females (0.9)80+ - %Males (-0.1), %Females (0.3)2015
Data:0-4 - %Males (-2), %Females (1.9)10-14 - %Males (-2.35), %Females
(2.1)20-24 - %Males (-2.6), %Females (2.2)30-34 - %Males (-3), %Females
(2.9)40-44 - %Males (-3.95), %Females (3.8)50-54 - %Males (-3.2),
%Females (3.1)60-64 - %Males (-3.25), %Females (3.3)70-74 - %Males
(-2.9), %Females (3.2)80+ - %Males (-2.9), %Females (5.0)

Demographers often depict the age structure of a population as a series of
stacked bars — one bar for each age group, with the youngest at the



1848

bottom and the oldest at the top. Always, the shape was a demographic
pyramid. Like a wedding cake, it was wide at the base, with each higher
level narrower than the one beneath it. There were three reasons, none of
which is true today.

1. More babies were born than the replacement rate of one per adult, so
each new generation had more children than the previous one. (NOW
FALSE)

2. Many young children died, which made the bottom bar much wider
than later ones. (NOW FALSE)

3. Serious illness was almost always fatal, reducing the number of
surviving adults at every age. (NOW FALSE)

To appreciate that this is revolutionary, not a small change, consider the
new longevity. Demographers chart average life expectancy, which is
how long an average newborn in a particular place is likely to live.

average life expectancy
The number of years the average newborn in a particular population group is likely to live.

Between 1950 and 2015, the average life expectancy in high-income
nations became 20 years longer, from 60 to 80. In low-income nations, the
average became 30 years longer, from 35 to 65 (United Nations, 2017).

Most of these increased averages resulted from fewer childhood deaths,
thanks to clean water, immunization, nutrition, and newborn care.
Recently, in more advanced nations, midlife deaths also have been
reduced: About half because of lifestyle improvements (less smoking,
more exercise) and half because of medical care (surgery, medication).
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Of course, improvements in average life expectancy are not inevitable. In
the United States, opioid and gun deaths have slightly reduced average life
expectancy every year since 2015. However, once a U.S. resident reaches
age 60, that person is projected to live to 83, five years longer than was the
case in 1950.

Statistics That Frighten
All the data just presented are objective. So how can this reflect prejudice?
Unfortunately, demographic data are sometimes reported in ways not
designed convey objective reality but instead to raise subjective fear.

For instance, have you heard that people over age 80 are the fastest-
growing age group, four times larger than 50 years ago, and thus we are
about to be hit with a time bomb that will drag everyone down? Or, that
more and more people suffer from Alzheimer’s disease, a major burden to
their family? Both statistics are objectively true; both statements are
misleading.

Same Situation, Far Apart: Keep Smiling     Good humor seems to be a cause of longevity,
and vice versa. This is true for everyone, including the British men on Founder’s Day (left)
and the two women taking a break from their tennis game (right).
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Yes, there are more old people alive. But the overall population has also
grown. The proportion of U.S. residents age 80 and older has doubled
over the past half century, not quadrupled. In 2020, it is projected to be 4
percent (United Nations, 2019). That does not overwhelm the other 96
percent. Whenever you read about an increase in numbers, ask about the
increase in proportion.

The fact that more older people are alive is often linked to predictions
about higher costs of long-term care. In fact, only about 3 percent of those
over age 64 are in hospitals or nursing homes, down from 5 percent in
1990. Most elders are healthier than elders once were (National Center for
Health Statistics, 2018).

Indeed, most people over age 65 are fiercely independent, not only taking
care of their own health but more often caregivers than care receivers.
Similarly, as you will learn in detail in the next chapter, the rate of
Alzheimer’s is lower than it once was. Thus, the leading British medical
journal discusses “the time bomb that isn’t” (Spijker & MacInnes, 2013).

What Kind of “Old”?
Be careful before assuming that older people are frail and feeble. Most are
not.

It is important to distinguish between the young-old, the old-old, and the
oldest-old.

The young-old are the largest group of older adults. They are healthy,
active, and independent. Few people notice them or realize their age.
The old-old suffer losses in body, mind, or social support, but they
care for themselves.



1851

The oldest-old are dependent, needing help. They are a small group,
easy to notice.

young-old
Healthy, vigorous, financially secure older adults (generally, those aged 65 to 75) who are
well integrated into the lives of their families and communities.
old-old
Older adults (generally, those over age 75) who suffer from physical, mental, or social
deficits.
oldest-old
Elderly adults (generally, those over age 85) who are dependent on others for almost
everything, requiring supportive services such as nursing homes and hospital stays.

If you think most older people are among the oldest-old, ask yourself how
many of your relatives (aunts, uncles, parents, grandparents, etc.) are over
age 65? How many of them are now in nursing homes?

When I ask my students, the proportion in nursing homes is about 2
percent. Then they say that, in their families, people take care of the old,
unlike in other families. In that my students reflect one of the findings
about humans everywhere: We all tend to believe that we are a little better
than most other people.

Objective data find that less than 10 percent of those over age 64 are the
oldest-old, dependent on other people for basic care. That minority are
most often cared for at home by relatives, typically by a spouse who is
elderly, too.

This is not to deny that many of the elderly suffer from various health
conditions, or that the rates of hospital admission increase with age. Nor
does it minimize the real burdens on caregivers when an elderly relative is
actually frail, sick, and confused.
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 Observation Quiz: How old is she? (see answer, page 608) 

However, most health conditions are managed with medication, and U.S.
data find that when the elderly are admitted to a hospital, two-thirds are
discharged after one night. In 2016, only 4.7 percent of the hospitalized
population over age 64 spent two or more nights in a hospital, a rate about
25 percent lower than a decade ago (5.8 percent) (National Center for
Health Statistics, 2018).

Is She Old Yet?     Maggie Smith began her acting career in Shakespeare’s Twelfth Night at
age 17, and she has appeared every year since then in films, television, and on stage. Many
people have watched her work as Professor Minerva McGonagall in eight Harry Potter movies
and as Violet Crawley in the TV series and movie Downton Abbey. She is still acting, making
her a young-old person.
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The other misleading idea is that the older a person is, the more sick,
dependent, and lonely he are. In fact, chronological age is an imperfect
predictor. The “oldest-old” could be age 60, or 80, or 100. The “young-
old” could also be 60, or 80, or 100.

Can someone who has lived for a century possibly be “healthy, active, and
independent”? Yes. Those who study centenarians find that many are quite
happy and require no special care from other people (Jopp & Rott, 2006;
Paúl et al., 2013).

Disease, disability, and depression may eventually set in; studies disagree
about how common these problems are past age 100. One large study of
1,253 centenarians in five nations found that a third were considered frail,
in that they had four or five of the following: weight loss, fatigue,
weakness, slow walking speed, and low level of physical activity. But a
third of them had only two or one of these, or none at all (Herr et al.,
2018). Obviously, if someone who is 100 years old walks slow and feels
tired but has not lost weight, energy, or strength, then that person is doing
quite well.

Indeed, centenarians may have fewer physical and mental health problems
than younger people. For example, in Sweden, where medical care
(including medicine) is free, centenarians were less likely to take
antidepressants than those who were aged 80 or so (Wastesson et al.,
2012). They were not necessarily antidrug — they were more likely to
take pain medication, often for arthritis.

In the United States, more than half of those who live past 100 show no
cognitive impairment (Ailshire et al., 2015). Could centenarians be
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happier than octogenarians, as the Swedish data suggest? That is not
known.

What is known is that centenarians tend to be upbeat about life. Why?
They have lived through a devastating worldwide depression; World War
II (which included the Holocaust and the atom bomb); racism and sexism
far greater than today; and, in the United States, no Social Security or
Medicare. No wonder they consider themselves fortunate.

WHAT HAVE YOU LEARNED?

1. How are ageism, racism, and sexism similar and different?

2. Is there any harm in being especially kind to people who are old?

3. How is elderspeak like baby talk?

4. How does ageism affect insomnia?

5. Why don’t the elderly exercise as much as the young?

6. How is the demographic pyramid changing?

7. Why are statistics about the aging population misleading?

8. How do the oldest-old differ from the young-old?
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Adjusting to Changes
Ageism distorts reality, but senescence is real. As bodies age, it may be

time to counteract, compensate, control, or celebrate. Selective
compensation with optimization (explained in Chapter 21) becomes
increasingly important on many levels — the microsystem, macrosystem,
and exosystem. To illustrate, we now explain three examples: sexual
intercourse, driving, and the senses. Each involves all three levels, but
here we emphasize one level for each.

Microsystem Compensation: Sex
Physiological sexual responses slow down with age. Many people become
widows or widowers and do not seek another partner, but even for the
married, the frequency of intercourse decreases and arousal and orgasm
are slower.

The best data on over 6,000 U.S. residents found that middle-aged (age
44–59) people had intercourse twice as often as older (age 57–72) people
did, down from six to three times a month for the men and from five to
two times for the women (Karraker et al., 2011). (Fewer of the older
women had partners.)

However, sexual activity is remarkably varied among the old. For
example, a European study of almost 3,000 older adults (age 60 and up, all
of whom had a partner) in four nations found that about a fourth had no
intercourse in the past month, and another fourth said they had intercourse
at least every week (N. Fischer et al., 2018).

In that study, the researchers expected age and cultural differences
between adults in nations with different cultural norms about sex (Norway,
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Denmark, Belgium, and Portugal). Instead they found similar rates as well
as similar reasons offered for more or less sexual activity.

Although health (of oneself for the men and of one’s partner for the
women) was significant in every nation, even more important was attitude.
Those who thought sex was good for overall well-being were more likely
to be sexually active — no matter what their nationality or age (N. Fischer
et al., 2018).

Hot or Cold?     The weather is chilly and the beach is lonely, but it is evident that this senior
couple is enjoying the moment. Physical attraction and intimacy continue into later adulthood,
despite what younger people might think.

Beyond more variation among couples than among nations, the other
surprise is that sexual satisfaction often increases after middle age
(Heiman et al., 2011). The explanation for that paradox is that many older
adults reject the ageist idea that sexual activity means intercourse. For



1857

many of the elderly, kissing, caressing, cuddling, sex talk, and fantasizing
are more important than coitus.

This was confirmed by a study of more than 7,000 people in England
(Tetley et al., 2018). Many stressed the importance of a loving
relationship. One man in his 80s, when asked about intercourse, replied:

Now too old but my wife and I sleep in the same bed, and kiss and cuddle
each other before settling down to sleep. We enjoy each other’s company.

Another man used the word sex to mean intercourse, but then he said:

I don’t feel that sex is the most important thing in a relationship.
Commitment and care are more, or as, important.

And a woman said:

The act of sex does not make you ‘happy’ but having a loving partner does.

A five-nation study (United States, Germany, Japan, Brazil, Spain) found
that kissing and hugging, not intercourse, predicted happiness in long-
lasting romances (Heiman et al., 2011). Is that optimization,
compensation, or both?

The following in-depth study provides some clues.

This view helps us understand how older people adapt, sexually, to
divorce or the death of a partner. Since the sex drive varies from person to
person, some elders prefer to stay single and alone, some no longer seek
intercourse, some cohabit, some begin LAT (living apart together) with a
new partner, and some remarry. Each older person selects whether and
how to be sexual.
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Neither the old myth that no elder is sexually active, nor the new myth that
all older people have strong sexual drives, is accepted by elderly people
themselves. All individuals select, optimize, and compensate in their own
way. Of course, with every aspect of development, individual adjustment
is only part of the process. The social context makes some actions
difficult, which leads to the next topic.

A CASE TO STUDY

Sex Among Older Adults
Two researchers wanted to study sexual activity among the elderly, but they rejected
the usual ways of studying sex. They feared that laboratory measures of sexual
arousal might be calibrated on young bodies and that questions about sex might be
offensive or misinterpreted (Lodge & Umberson, 2012).

Accordingly, they used a method called grounded theory. They found 17 couples,
aged 50 to 86, most married for decades, and interviewed each person privately,
transcribing all 34 interviews. They read and reread the transcripts, line by line, and
identified topics that came up repeatedly. They then tallied all of the topics and
sorted the results by age and gender.

From their intensive study, the researchers concluded that sexual activity was more a
social construction than a biological event. They reported that everyone said that
intercourse was less frequent with age, including four couples for whom intercourse
stopped completely because of the husband’s health. Despite that, more of the
respondents said that their sex life had improved than said it had deteriorated (44
percent compared to 30 percent).

Surprisingly, the middle-aged couples, who were more likely to have intercourse,
were also more likely to be among the 30 percent who said that their sex lives had
deteriorated. The older couples usually said that their sex lives were better than
before.

The middle-aged husbands and wives had different concerns. The men were troubled
by difficulty maintaining an erection, and the women were worried that they were
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less attractive. The solution for several middle-aged couples was for the man to take
Viagra, typically at the woman’s suggestion.

One woman said:

All of a sudden, we didn’t have sex after I got skinny. And I couldn’t figure that out … I
look really good now and we’re not having sex. It turns out that he was going through a
major physical thing at that point and just had lost his sex drive. It didn’t have anything
to do with me, but I thought it did. I went through years thinking it was my fault. So, [I
said] let’s go make sure it’s your fault [laughs] or let’s find out what the problem is
instead of me just assuming the blame.

[Irene, quoted in Lodge & Umberson, 2012, p. 435]

The researchers believe that “images of masculine sexuality are premised on high,
almost uncontrollable levels of penis-driven sexual desire,” while the cultural ideals
for women emphasize female passivity and yet “implore women to be both desirable
and receptive to men’s sexual desires and impulses,” deeming “older women and
their bodies unattractive” (p. 430).

Thus, when people in middle age first realize that aging has changed their sexual
interactions, their distress takes a gender-specific form. Men are distressed that their
erections are slower and weaker, and women are distressed that their bodies are less
youthful. Middle-aged men and women attempt to reverse aging, through drugs,
hormones, lubricants, diet, hairstyles, clothes, and so on.

A few years later, this study found that couples over age 70 often realized that the
young idea of good sex (which many still thought of as intercourse) was not relevant
to them. Instead, they compensated for physical changes by optimizing their
relationship in other ways. As one man (who still equated the word sex with
intercourse) said:

I think the intimacy is a lot stronger even though the sex is bad. Probably more often
now we do things like holding hands and wanting to be close to each other or touch
each other. It’s probably more important now than sex is.

[Jim, quoted in Lodge & Umberson, 2012, p. 438]

A woman said that her marriage improved because
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we have more opportunities and more motivation. [Sex] was wonderful. It got thwarted,
with … the medication he is on. And he hasn’t been functional since. The doctors just
said that it is going to be this way, so we have learned to accept that. But we have also
learned long before that there are more ways than one to share your love.

[Helen, quoted in Lodge & Umberson, 2012, p. 437]

The researchers note that their conclusions may not be accurate in the future. This
cohort grew up with the social construction that men were rapacious and women had
to be demure but attractive. Both sexes were taught when they were young that
sexual desire stopped before old age. It was considered deviant (“dirty old man”) or
ridiculous (“Does she think she is a teenager?”) if an older adult still felt sexy.

Now the culture says that older people should be sexually active, but these
participants needed time and experience to know what that entailed. They were
loving, sexy, and active, although not as they were as newlyweds.

Macrosystem Compensation: Driving
A life-span perspective reminds us that “aging is a process, socially
constructed as a problem” (Cruikshank, 2009, p. 7). The process is
biological, but society creates the problem. Selective optimization with
compensation is needed by each community, not just by each individual.
One example is driving.

The Biological Process
With age, driving safely is more difficult. The elderly compensate: They
drive more slowly, less often, and when there is more daylight and less
traffic (Molnar et al., 2018).

Relying solely on each person to decide when, how, and whether to drive
is foolhardy, however. Driving is a source of pride and independence; the
elderly do not want to quit, and families and communities are reluctant to
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stop them. This was evident in 2019 in England, as reported by one
physician:

On 17 January the Duke of Edinburgh was driving his Land Rover when it
was in a collision with another car. One of three passengers in the other car
was injured, and the duke’s car flipped over. The duke, 97, was reportedly
left bruised and bewildered. Two days later he was seen driving another
Land Rover with no seatbelt and was spoken to by police.

[Oliver, 2019]

Spoken to! More needs to be done, but what?

Should She Drive?     Queen Elizabeth II was 91 years old when this photo was taken. She is
the only person in the United Kingdom who is not required to have a driver’s license, but her
driving is usually limited to her private estates.
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Because they are cautious and drive less, elderly drivers have fewer
accidents than 20-year-olds (see Visualizing Development, page 609).
They see teenagers speeding, ignoring stop signs, using cell phones,
driving after drinking. They conclude that they are better drivers than
those “young whippersnappers.”

By comparing themselves to younger drivers, few older drivers notice
their losses. Nonetheless, per mile driven, they are more likely to have
accidents, more likely to hit pedestrians (whom they did not see), and
more likely to be fatally injured themselves when accidents occur.

Concerns focus on physiological losses: Hearing and vision are not as
acute, reaction time is slower, grip strength is reduced, head-turning is
more difficult. However, cognitive losses — quick reactions, estimates of
speed of other vehicles, lapses of attention — impair the sequence of
visual-motor activity more than the directly physiological problems. That
also needs to be assessed in measuring risk (Sun et al., 2018).

What the Community Can Do
So far we have detailed the losses that impair driving, but this section is
about the macrosystem, not the biosystem. There are many ways that
societies can compensate for all those age-related reductions in driving
ability. Often, however, they do not. For instance, many jurisdictions
renew licenses by mail, even at age 80. If an older adult causes a crash, the
individual is blamed, not the department of motor vehicles.

Retesting may not solve the problem. Often retesting is merely answering
multiple-choice questions about road rules and reading letters on a well-lit
chart while looking straight ahead. Anyone who fails should have stopped
driving long ago, but proficiency does not guarantee competence.
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THINK CRITICALLY: How do drivers decide whether their driving is
impaired?

There are many solutions that local jurisdictions could adopt. Current
technology allows simulated driving via a computer and video screen,
with the prospective driver seated with a steering wheel, accelerator, and
brakes. The results of this test could allow some older adults to renew
their licenses and some to have their licenses revoked. Elders would
realize that they are less proficient than they thought.

Driving simulators are especially useful if an older adult has had a stroke
or if there are signs of neurological impairment. Some elders are
nonetheless competent drivers and some not: Age is a poor predictor, and
medical doctors are not the best judges (Vardaki et al., 2016). Individuals
may be even worse at self-assessment: An on-road analysis of older
drivers found that some overestimated their competence and some
underestimated it (Broberg & Willstrand, 2014).

Beyond requiring accurate retesting, macrosystem compensation can take
many other forms. Larger-print signs before highway exits, mirrors that
replace the need to turn the neck, illuminated side streets and driveways,
non-glaring headlights and hazard flashers, and warnings of ice or fog
ahead would all reduce accidents. Well-designed cars, roads, signs, lights,
and guardrails, as well as appropriate laws and enforcement, also allow
selective optimization.
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And on Icy Curves … Everywhere in the world, the elderly want to keep driving. Some
nations require extensive training for license renewals. This is a special safety class for elderly
drivers in Germany.

Education geared to the issues faced by older drivers could make a
difference. For example, elderly drivers are particularly likely to benefit
from proper use of GPS devices to tell them when to turn and where, but
many do not know how to use such measures — relying instead on
memory or paper instructions (Thomas et al., 2018).

The community could provide other ways to reduce accidents. Free and
efficient public transportation would keep elderly drivers off the road, and
better sidewalks and pedestrian crossings would save their lives.
Ironically, the pedestrians most likely to be killed by older drivers are
themselves over age 70, yet communities do virtually nothing to protect
them (Musselwhite, 2018). Instead, stoplights are timed for speedy
walkers, school-crossing guards protect children, and bicycle helmets are
required only for the young. Why?
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Exosystem Compensation: The Senses
Every sense becomes slower and less sharp with each passing decade. We
focus here on the two most crucial for thought and behavior, vision and
audition; but similar losses and exosystem compensation apply to touch,
pain, taste (particularly for sour and bitter), and smell.

Of course, sensory losses can be seen as problems of the individual, as
already described in Chapter 20. Here we focus on the exosystem, which
can ameliorate every sensory loss.

Vision
Only 10 percent of people of either sex over age 65 see well without
glasses (see Table 23.2). Several eye diseases increase with age,
specifically cataracts, glaucoma, and macular degeneration. Each of these
can cause blurry vision and eventual blindness, but each can be treated
and, if discovered early, damage can be prevented. The culture’s provision
of health care is one aspect of the exosystem that affects vision in late
adulthood.

TABLE 23.2 Common Vision Impairments Among the
Elderly

Cataracts. As early as age 50, about 10 percent of adults have
cataracts, a thickening of the lens, causing vision to become cloudy,
opaque, and distorted. By age 70, 30 percent have cataracts, which
can be removed in outpatient surgery and replaced with an artificial
lens.

Glaucoma. About 1 percent of those in their 70s and 10 percent of
those in their 90s have glaucoma, a buildup of fluid within the eye
that damages the optic nerve. Early stages have no symptoms.
Without treatment, glaucoma causes blindness, but the damage can
be prevented. Testing is crucial, particularly for African Americans
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and people with diabetes, since the first signs of glaucoma may
occur for them as early as age 40.

Macular degeneration. About 4 percent of those in their 60s and
about 12 percent of those over age 80 have a deterioration of the
retina, called macular degeneration. An early warning occurs when
vision is spotty (e.g., some letters missing when reading). Again,
early treatment — in this case, medication — can restore some
vision, but without treatment, blindness occurs about five years after
macular degeneration starts.

Beyond treatment with medication, many inventions, from eyeglasses
(first invented in the thirteenth century) to tiny video cameras worn on the
forehead that connect directly to the brain, improve sight. Changing the
environment — brighter lights, halogen streetlights, newspapers with
larger and darker print — make a difference.

CHAPTER APP 23

 Magnifying Glass with light

IOS:
https://tinyurl.com/y3ptjyss
RELEVANT TOPIC:
Vision in late adulthood

This free app helps users with imperfect eyesight zoom in on and brighten text,
making screen reading much easier. The app is also useful for reading small print on
restaurant menus, mailings, and even keypads.

For those with severe vision loss, dogs, canes, and audio devices allow
mobility and cognition. The exosystem matters: The availability of such
implements depends on the nation — they are free in some countries, rare
in others.

https://tinyurl.com/y3ptjyss
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Hearing
Everyone loses some hearing with age. Of all people in the United States
over age 65, 36 percent report some trouble hearing, and 8 percent say that
they are virtually deaf (U.S. Department of Health and Human Services,
2018). Men are twice as likely to have hearing loss as women. High
frequencies — the voice of a small child — are lost especially quickly.

The exosystem, again, may be crucial. A dramatic improvement in the
ability of people with severe hearing loss to enjoy concerts, plays,
museums, and so on results from a hearing loop, a small device in a room
that enables people with hearing aids to hear the words or music without
the distracting clatter. Installing a loop requires a change in the exosystem.
David Myers, himself now hearing-impaired, explains:

In the United States, most hearing assistance in public places ignores the
human factor. Picture someone with hearing loss struggling to hear a lecture
or a movie. Instead of a simple button push that transforms their hearing
aids into in-the-ear speakers, the person typically must take the initiative to
locate, check out, wear, and return a conspicuous FM or infrared receiver
and headset that delivers generic sound. When I asked at my local seven-
screen theater how often these assistive units get used, the unsurprising
answer was only “once per month per theater.” Although satisfying
Americans With Disabilities Act requirements (for one such unit for every
50 seats), they nearly all sit gathering dust. Given these two alternative
technologies — one compatible with hearing aids and the other not — it
should not take a human factors psychologist (someone who designs
technology with the real human user in mind) to understand which
technology people are more likely to use and love.

[Myers, 2019, pp. 29–30]
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Universal Design
Disability advocates want designers and engineers to think of universal
design, which is planning environments and equipment that can be used
by everyone, whether or not they are able-bodied and sensory-acute. Many
disabilities would disappear with better design. That would be a change in
the exosystem. At the moment, just about everything, from houses to
fashionable shoes, is designed for adults with no impairments.

universal design
The creation of settings and equipment that can be used by everyone, whether or not they
are able-bodied and sensory-acute.

Looped In?     This sign indicates that a hearing loop is installed in this New York City
subway booth, enabling most people with hearing aids and cochlear implants to receive
important messages and to communicate with transit personnel. Frequent riders of public
transit, however, complain that the public address system malfunctions, the elevators are often
broken, and the signs do not always reflect reality.
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Look around at the built environment (stores, streets, colleges, and
homes); notice the print on medicine bottles; listen to the public address
systems in train stations; ask why most homes have entry stairs and
narrow bathrooms, why most buses and cars require a big step up to enter,
why smelling remains the usual way to detect a gas leak.

Then, look for signs that indicate accessibility or hearing loop availability.
How accurate are those signs? Are elevators working, curb cuts smooth,
ramps visible? Universal design is needed everywhere, particularly crucial
in education. People cannot learn if their senses cannot access, process,
and communicate information (Murawski & Scott, 2019).

Thus, sensory loss is part of aging, but it need not lead to morbidity.
However, without compensation, any disability, especially deafness and
blindness, leads to isolation, inactivity, and reduced cognition. The blame
is aimed at individuals, but the exosystem is at fault.

Primary and Secondary Aging
To further understand how people and communities can adjust to the
changes of aging bodies, we need to distinguish between primary aging,
those age-related changes that occur to everyone as they grow older, and
secondary aging, those changes that only people with particular genes,
habits, and environments experience.

primary aging
The universal and irreversible physical changes that occur to all living creatures as they
grow older.
secondary aging
The specific physical illnesses or conditions that become more common with aging but are
caused by health habits, genes, and other influences that vary from person to person.
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The speed of primary aging can be slowed with exercise, a healthy diet,
and low pollution, but time does not stop. Primary aging makes
compensation more important. However, secondary aging is the reason for
most age-related illnesses and disabilities.

For example, with age, the lungs take in and expel less air with each
breath, so blood oxygen is reduced. That is primary aging. However, most
older adults take in sufficient oxygen to maintain life unless secondary
aging, such as from years of smoking or breathing polluted air, have
damaged the lungs. In that case, chronic obstructive pulmonary disease
(COPD) is may cause death, as it did in 2016 for 131,002 people over age
65 in the United States.

Similarly, with age, healing of all kinds slows down and the immune
system becomes less efficient. A cut takes longer to heal, and a cold takes
longer to shake.

Because of slower healing, if accidents happen — falls, crashes, fires,
poisonings — young bodies are likely to recover, but 53,000 people in the
United States over age 65 died accidentally in 2016. That is secondary
aging, because whether or not an older person has an accident depends on
the context and the person, more than on age. Then primary aging makes
that accident more lethal.

The Flu
Because of primary aging, medical intervention affects the old differently
than the young. For this reason, drugs, surgeries, and so on that have been
validated on young adults may be less effective on the elderly.
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Consider flu (influenza). The particular strains that circulate differ slightly
each year, so the vaccine is redesigned annually to fight whatever strains
are predicted. This is why North Americans are advised to get another flu
shot every fall for the following winter. (Timing, and the composition of
the vaccine, differs in other parts of the world.)

Annual immunization is particularly recommended for those over age 65,
because about 90 percent of flu fatalities occur in that age group. Primary
aging reduces the immune system, making flu more likely, even when the
person is vaccinated. In other words, the vaccine is simultaneously less
powerful but more necessary for the elderly (Smetana et al., 2018). But,
almost everyone who dies from flu does so because of a weakness caused
by secondary aging. The flu then pushes them over the edge.

There is an added complication. Immunity resulting from vaccines for
some (but not all) viruses fades over time, so an older person who was
immunized years ago might need a new dose. According to some experts,
this is particularly important for the flu (Cohen, 2019). Here you can see
benefits of the exosystem in the United States, which designs the vaccine
to be stronger for the old and makes it free for those on Medicare.

Compression of Morbidity
The relation of primary and secondary aging is helpful in understanding
compression of morbidity, which is the reduction (compression) of
sickness before death (Fries et al., 2011). Secondary aging may produce
poor health for years before death. In that case, a person experiences a
long period of morbidity (no compression).

compression of morbidity
A shortening of the time a person spends ill or infirm, accomplished by postponing illness.
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Touch Your Toes?     This woman can even put both feet behind her neck. Although everyone
loses some flexibility with age, daily practice is crucial. Tao Porchon-Lynch has taught yoga
for a half-century. At age 99, shown here, she can balance on one leg in tree pose, stretch her
hamstrings in downward dog, and then relieve any remaining stress in cobra pose.

Ideally, in contrast, a person is in good health for decades after age 65, and
then, within a few days or months, primary aging reaches the point when
the entire body shuts down and death occurs fairly soon. Years of frailty
are avoided.

In this way, morbidity can be compressed (shortened) even as mortality is
postponed. This has certainly happened with some diseases. For instance,
unlike 30 years ago, most people diagnosed today with cancer, diabetes, or
a heart condition continue to be vital for decades. The World Health
Organization and many experts recognize that disability is the result of
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person–environment interaction, so changing the environment limits
disability (as with universal design).

An Example: Osteoporosis
Primary and secondary aging, as well as compression of morbidity, are
apparent with osteoporosis (fragile bones). Primary aging makes bones
more porous as cells that build bone (osteoblasts) are outnumbered by
cells that reabsorb bone (osteoclasts).

osteoporosis
A disease whose symptoms are low bone mass and deterioration of bone tissue, which
leads to increasingly fragile bones and greater risk of fracture.

Peak bone buildup occurs at about age 30, and from then on everyone
loses more bone than they gain. The rate of loss varies by genes and
gender. Osteoporosis is particularly common in women with European
ancestry, although it can occur in men and people of any background.

All that is primary aging; age always produces some breakdown of bone.
However, secondary aging may be crucial. Lack of exercise, too much
alcohol, and being underweight all decrease bone density.

The result of this combination of primary and secondary aging can be
deadly, not just disabling. A fall that would have merely bruised a young
person may break a hip or fracture a spine. Neither of those is lethal but
either may impede movement and start a dangerous cascade. People who
move less risk heart conditions, digestive problems, and many other
complications.

A fall that breaks a major bone leads to death for 10 percent of elderly
victims, and it increases morbidity for the other 90 percent. According to
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the Centers for Disease Control and Prevention, a broken hip is “a leading
cause of morbidity and excess mortality among older adults” (MMWR,
March 31, 2000). In the twentieth century, half of the people with broken
hips never walked again; their immobility caused their other body systems
to deteriorate.

Note the 2000 date above. Twelve years later, a report concludes: “In the
21st century, osteoporosis, a disease once considered an inevitable
consequence of aging, is both diagnosable and treatable” (Black et al.,
2012, p. 2051).

How was this compression of morbidity achieved? Early diagnosis via a
bone density test (not available a few decades ago) detects bone
weakening long before the first fracture. Screening is now recommended
in middle age for everyone at high risk (with family history) and routinely
for women at age 65. Prevention includes weight-bearing, muscle-
strengthening exercise and a diet with sufficient calcium and vitamin D
(Kemmler et al., 2015). In addition, a dozen drug treatments reduce bone
loss (Tu et al., 2018).

The 44 million people over age 50 in the United States who have weak
bones need not experience the disabling breaks that those with
osteoporosis once did. That is compression of morbidity.

Further, those who have weakened or broken hips can have surgery for hip
replacement, which is one of the most common, cost-effective ways to
improve the quality of later life, reducing morbidity although not
necessarily mortality from other causes (Schwartsmann et al., 2015). A
regimen of physical therapy and movement allows recovery after a hip
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replacement: It benefits everyone (primary), but only some people do it
(secondary).

Osteoporosis is just one example. For almost every condition, morbidity
can be compressed, although many people do not realize it. The first line
of defense is exercise, diet, reduced stress, and reduced toxins in the air,
water, and food. Those measures can begin in childhood, and, as discussed
in Chapter 20, should be part of every adult’s life.

The second line is screening, family history, and various medical
measures. For example, coronary bypass surgery occurs before a heart
attack, mastectomy occurs before breast cancer, hypertension medication
begins before a stroke, and so on.

No medical intervention, especially ones that anticipate future illness, is
without risk, so none should occur unless screening reveals that someone
is at high risk of serious illness and death. Ironically, one current danger is
unnecessary treatment!

An example is prostate cancer. About one in eight older men are
diagnosed with it (about the same incidence as women diagnosed with
breast cancer). The best treatment varies, dependent not only on the
specifics of the cancer but also on the emotions of the person.

Longitudinal studies find that for some the best prostate cancer strategy is
“watchful waiting”; for others surgery reduces the risk of death (Egger et
al., 2018; Bill-Axelson et al., 2018). Treatment depends not only on the
cancer itself, but also on the patient’s attitudes.
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Some men want aggressive treatment, because they worry that their local
cancer will spread. Others would rather wait than endure the aftereffects of
surgery, which include urinary and sexual problems. As one review states,
the patient’s quality of life is “becoming even more important to allow for
informed treatment decision-making” (Ansman et al., 2018, p. 401).

Thus, compression of morbidity is accomplished by two parallel tracks:
Medical care and the patient’s attitude. Note that 78 percent of adults over
age 65 considered their health good or excellent in 2016, even though
most had one or more serious chronic conditions. That is an improvement
(see Figure 23.4). It is also a sign of increasing compression of morbidity.

FIGURE 23.4

Feeling Better     Note the percentages on the left — this is not a dramatic
improvement, but it is true that more older adults are feeling that their health is
pretty good. Overall, if you know someone who often complains about their
many physical complaints, remember that they are in the minority. Three of
every four elders says their health is good or excellent.

Data from National Center for Health Statistics, 2018.

Description
The vertical axis is labeled percent, and ranges from 70 to 79 in one-point
increments. The horizontal axis shows years, with six data points. The data
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are as follows:1991 - 711995 - 722000 - 732010 - 762015 - 782016 - 78

The goal is clear: not merely to add years to life but to add life to years,
via health habits, early treatment, and so on. Data from many nations show
that there is no set age when people become frail. Primary aging is a fact
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of living, but compression of morbidity is possible with compensation and
optimization.

WHAT HAVE YOU LEARNED?

1. How is it possible for older adults to have satisfying sex lives?

2. How can the independence of older drivers continue while reducing the risk of
accidents?

3. How does vision change with age?

4. How does hearing change with age?

5. How does selective optimization apply to decreases in the senses?

6. What are the differences between primary and secondary aging?

7. How would researchers know whether compression of morbidity is occurring?

8. Why might falls be a serious health problem in old age?

9. How is compression of morbidity good for society as well as the individual?
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Theories of Aging
Underlying every condition and disease just mentioned is a

fundamental question: Why do people age? Many scientists say that
“aging is modifiable” (Kennedy, 2016, p. 109), and “senescence is
not inevitable” (Jones & Vaupel, 2017, p. 965).

Hundreds of theories and thousands of scientists theorize about aging.
The goal is to slow down or stop senescence. If we can do that, then
all diseases that become more common with age — most cancers,
most heart diseases, most strokes, and so on would become rare.
What are the theories that explain aging? They can be grouped in
three clusters: wear and tear, genetic adaptation, and cellular aging.
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Looking Good     Here is Cher at age 69, still with skin that looks much younger. How
a person ages depends partly on genes and partly on lifelong skin care and nutrition.

Wear and Tear
The oldest, most general theory of aging is known as the wear-and-
tear theory. The idea is that the body wears out after years of use.
Organ reserve and repair processes may be exhausted as the decades
pass.

wear-and-tear theory
A view of aging as a process by which the human body wears out because of the
passage of time and exposure to environmental stressors.
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This theory arose from evidence that some body parts suffer from
overuse. Three examples are well known: (1) Anyone who puts
repeated stress on elbows, shoulders, or knees may have chronically
painful joints by middle age; (2) people who inhale asbestos or smoke
cigarettes damage their lungs; (3) athletes in football, ice hockey, or
boxing who suffer repeated blows to the head destroy brain
connections.

Jobs That Wear Workers Out
One recent application of this theory focuses on occupation. Workers
who do manual labor become old more rapidly than workers in
managerial occupations. Thus, 65-year-old construction workers
show many more signs of aging than stock market analysts.

An analysis of U.S. data found that manual workers were 50 percent
more likely to die in a given year than other workers (D. Cutler et al.,
2011). A careful study found that ongoing physical labor —
specifically heavy lifting, crouching, or standing for hours each day
— speeds up aging because of wear and tear (Ravesteijn et al., 2018).

Not only physical strain, but also weather, harmful food, drugs,
pollution, and radiation may wear down the body. For instance, skin
cancer is caused partly by extensive sun exposure, clogged arteries
are caused partly by too much animal fat, and some cancerous tumors
result from excessive pollution and radiation.

Every older person’s hands and face are wrinkled, often with
discolorations known as “age spots.” By contrast, the skin on the
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torso may be smooth and clear, even at age 80. That’s evidence of
wear and tear from exposure to sun, wind, and cold.

Eating Less
An astonishing finding from lower animals suggests an application of
wear and tear. If an adult reduced digestion, metabolism, and so on by
eating 1,800 calories a day instead of the usual 3,000, would reduced
body activity slow down aging? The answer seems to be yes.

Calorie restriction — a drastic reduction in calories consumed —
increases the life span in many organisms, from fruit flies to
monkeys. Extensive research on mice finds that specifics of genes
and diet matter, but also that many creatures live twice as long as
average if their diet is restricted (Rizza et al., 2014).

calorie restriction
The practice of limiting dietary energy intake (while consuming sufficient quantities
of vitamins, minerals, and other important nutrients) for the purpose of improving
health and slowing down the aging process.

Regarding humans, thousands of members of the Calorie Restriction
Society voluntarily undereat (Roth & Polotsky, 2012). They give up
some things that many people cherish, not just cake and hot dogs but
also a strong sex drive and high energy. As a result, they have lower
blood pressure, fewer strokes, less cancer, and almost no diabetes.
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Find the Joy     Most elders are happier than when they were younger. They appreciate
nature, other people, and life itself, and are less often dependent on food, drugs, or
possessions.

In several places (e.g., Okinawa, Denmark, and Norway), wartime
occupation forced severe calorie reduction for almost everyone.
People ate local vegetables and not much else, and disease deaths
were markedly lower (Fontana et al., 2011).

Similar results were reported from Cuba, as already mentioned.
Because the United States led an embargo, Cuba experienced food
and gas shortages from 1991 to 1995. People walked more, ate
homegrown fruits and vegetables, and lost weight. They had much



1884

less heart disease and diabetes, and they lived longer (Franco et al.,
2013).

But in all of these nations, once more food was available, people ate
more, gained weight, and died earlier. Consequently, many
researchers seek the benefits of calorie restriction without the diet that
few people choose. Drugs to accomplish this have not succeeded.

THINK CRITICALLY: Do people want the comforts of daily life —
driving and eating — more than longer lives?

However, one strategy seems to work, intermittent fasting, in which
people periodically fast but eat normally most of the time. Several
versions work: Two of the seven days per week, or every other day, or
for 14 to 20 hours each day. Intermittent fasting results in lower blood
pressure, less obesity, and better metabolism, not only because the
digestive system is less active but also because some other
physiological responses increase to protect against temporary
starvation (Mani et al., 2018). That is, again, selective compensation
with optimization.

intermittent fasting
A pattern of eating that include periods of restricted eating interspersed with usual
consumption. The most popular pattern is two days per week eating less than 750
calories and five days of normal eating, all while drinking plenty of water.

The benefits of intermittent fasting are similar to the benefits of
calorie restriction, but this strategy is more palatable to most people.
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For example, one study entailed four comparison groups, about 35
healthy but overweight women in each group. One group reduced
daily calories by 20 percent (the usual weight-loss diet), one reduced
weekly calories by 20 percent but were allowed to eat more on some
days and less on others, one group fasted (75 percent fewer calories,
as in classic calorie restriction) two days a week and then ate without
restriction on the other five days, and the final group was the
experimental control — no special diet.

The results: Weight loss was about the same for all three groups with
restricted calories (Schübel et al., 2018). However, the women
preferred the two-day fasting version.

Fasting is not recommended for people under age 18, or for pregnant
or lactating women, or for the elderly who have certain health
problems, including diabetes. But even those with diabetes, with
medical supervision, may be helped by intermittent fasting (Grajower
& Horne, 2019).

One remarkable study involved 11 people with type 2 diabetes
(Taylor, 2019). They had been told they needed to eat regularly and
not skimp on quantity, and they were also told they had a lifelong
impairment with “major risk to eyesight, feet, heart and brain.”

Remember that most people choose comfort over diet restriction. Not
so for these people. They took daily medication, they watched their
diet, and they knew they risked blindness and amputation. No wonder
that, when they were offered medically supervised fasting, they were
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motivated to try it. With intensive advice and encouragement from a
nurse, they restricted their eating and lost 15 pounds, stopped
medication, and then were guided in keeping the weight off. The
happy result: remission of diabetes (Taylor, 2019).

Such results are encouraging to those who would slow down aging.
However, most scientists reject wear and tear as a general theory.
They point out that bodies sometime need activity: Exercise benefits
hearts and lungs; tai chi improves balance; weight training increases
muscle mass; sexual activity stimulates the sexual-reproductive
system; dietary fiber aids digestion; intermittent fasting succeeds
partly because it activates some parts of body functioning while
halting others.

A surprising study of 55- to 79-year-olds who bicycled over 100
miles per week (they enjoyed the exercise and the scenery!) found
very little age-based deterioration of the muscles. Indeed, on most
measures those older bikers had much stronger legs than the average
30-year-old (Pollock et al., 2018). Thus, wear and tear fails as an
overall theory of aging, although some specific applications succeed.
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World’s Record for Centenarians     Can you sprint 100 meters in less than 30
seconds? Almost until his death in 2019, this man, Hidekichi Miyazaki, could. Maybe
you need more practice. Hidekichi had been running for 105 years!

It’s All Genetic
A second cluster of theories focuses on genes — both genes of the
entire species and genes that vary from one person to another.

Maximum and Average
Every species has, genetically, a maximum life span, defined as the
oldest possible age that members of that species can attain (Wolf,
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2010). For rats that is 4 years; rabbits, 13; tigers, 26; house cats, 30;
brown bats, 34; brown bears, 37; chimpanzees, 55; Indian elephants,
70; finback whales, 80; lake sturgeon, 150; giant tortoises, 180.

maximum life span
The oldest possible age to which members of a species can live under ideal
circumstances. For humans, that age is approximately 122 years.

The oldest well-documented human life ended at age 122, when
Jeanne Calment died in southern France in 1997. That is several years
longer than the previous record or the age that other very old people
have attained. Some researchers consider that implausible and
suggest that Calment actually died in her 70s, her identity taken by
her daughter, Yvonne, in order to escape serious debt (Zak, 2019).

Be that as it may, it is certain that no one has yet been proven to have
outlived her, despite documented birth dates for over a billion people
who have died since then. This suggests that the maximum is not
more than 122 (Medford & Vaupel, 2019).

It is apparent that genes affect aging lifelong, from how long the fetus
stays in the womb to the details of graying or loss of hair. Remember
puberty: It begins with genes that direct the pituitary to make growth
and sexual hormones, and then every organ is affected. The same may
occur for aging and, eventually, for death.

Further evidence for the role of genes comes from a genetic disorder
called Hutchinson-Gilford syndrome (or progeria). It causes children
to stop growing at about age 5 and begin to look old, with wrinkled
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skin and balding heads in childhood. They die in their teens of
diseases typically found in people five times their age.

Other genes promote a long and healthy life. People who reach age
100 usually have alleles that other people do not (Tindale et al.,
2019). Jeanne Calment had the DR1 allele, common in centenarians,
not in the general population.

Still Together     At age 104 in 2016, the Lamolie twins are twice fortunate to be alive.
The first time was at birth, when Paulette (left) weighed 3 pounds and Simone (right)
weighed 2 pounds. The second is genetic — their shared genes must include some for
longevity.

Many other longevity genes have been identified (Santos-Lozano et
al., 2016). Sometimes the crucial factor is in a particular allele.

For the Apoe gene, about 80 percent of the population have allele 3,
about 12 percent have allele 2, and about 8 percent have allele 4, with
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proportions varying slightly based on ethnic ancestry (González et al.,
2018). Those with Apoe4 are more likely to suffer from heart disease
and neurocognitive disorders; and those with Apoe2 are protected
from those ailments.

As a result, when the genes of people over age 85 are assessed, up to
16 percent have Apoe2 and only about 4 percent have allele 4.
because of the genes that increased the death rate for Apoe4 and
reduced it for Apoe2. Allele 3 seems neither lethal nor protective, so
its frequency remains at about 80 percent (McKay et al., 2011).

Almost every disease is partly genetic, which is one reason why
disease rates vary among people with ancestors from particular parts
of the world. For example, many scientists search for the genes that
increase the risk for diabetes. Genetic-wide research (called GWAS),
which looks at the entire genome, has found more than 100 such
genes (Visscher et al., 2017). Many of those genes are more common
in some groups than in others.

For example, for genetic reasons, people with Asian ancestors tend to
develop diabetes at younger ages and lower weights than Europeans.
In China, Han people have higher rates than other Chinese people (L.
Wang et al., 2017; Hsu et al., 2015). In the United States, African
Americans are particularly likely to develop diabetes (Layton et al.,
2018).

Current researchers in the genes of aging focus more on epigenetic
factors than on genes alone because, as you remember from Chapter
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3, genes alone do not determine anything; they depend on
methylation to be expressed or stifled. That is true for the genes of
aging.

As a theory of aging, looking at genes makes sense. However, the
danger is that focusing on genes may distract people from other
causes of disease and death. They might think that fate, not secondary
aging, is the reason for aging.

THINK CRITICALLY: For the benefit of the species as a whole, why
would genes promote aging?

That might discourage them from stopping smoking, exercising more,
improving their diet. It might discourage public officials from
securing clean water, or better health care, or nutritious food for
everyone. Since nature and nurture always interact, genes alone do
not cause the diseases and other signs of old age.

That is especially apparent in the United States. In 2015, average life
expectancy at birth was 80 (77 for men, 82 for women), eight years
more than half a century ago. However, the average has fallen
between 2015 and 2019 because of more “deaths of despair” in
middle age, specifically from opioid addiction, suicide, alcohol, and
extreme obesity (Gaydosh et al., 2019). Those are private and public
health problems, not genetic ones.

Aging of the Cells
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The third cluster of theories examines cellular aging, focusing on
molecules and cells. Remember, cells duplicate many times over the
life span. Minor copying errors — repetitions and deletions of triplets
— accumulate. Early in life, the immune system repairs such errors,
but eventually the immune system itself becomes less adept.

cellular aging
The cumulative effect of stress and toxins, causing cellular damage first and
eventually the death of cells.

In general, when the organism can no longer repair cellular errors,
senescence occurs. This process is first apparent in the skin, an organ
that replaces itself often, particularly if damage occurs (such as
peeling skin with sunburn). Cuts take a little longer to heal, and
scarring becomes more obvious. Cellular aging also occurs inside the
body; the aging immune system is increasingly unable to control
abnormal cells.

Cellular aging, with some cells out of normal control, is a major
cause of all forms of cancer (Martincorena & Campbell, 2015).
Before age 40, biological mechanisms keep cancer cells from
reproducing and metastasizing. The annual cancer death rate for U.S.
adults under age 40 is less than 1 in 10,000.

However, once the childbearing years are over, and thus the human
species no longer needs people to reproduce, cancer cells duplicate
unchecked. In the United States in 2016, more than 1 in every 100
adults over age 65 died of cancer. Cancer is the second cause of death
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for the elderly, not far behind the first (heart disease) (National Center
for Health Statistics, 2018).

Old Caterpillars?     No, these are young chromosomes, stained to show the glowing
white telomeres at the ends.

 Especially for Biologists: What are some immediate practical uses for
research on the causes of aging? (see response, page 608)

Even without cancer, cells eventually lose the ability to replicate
normally. This point is referred to as the Hayflick limit, named after
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the scientist who discovered it. Hayflick believes that aging is caused
primarily by a natural loss of molecular fidelity — that is, by
inevitable errors in transcription as each cell reproduces itself. He
believes that aging is natural, built into our cells (Hayflick, 2004).
There are dozens of cellular changes with age, from the seemingly
insignificant mitochondria to the obviously crucial stem cells (López-
Otín et al., 2013).

Hayflick limit
The number of times a human cell is capable of dividing into two new cells. The
limit for most human cells is approximately 50 divisions, an indication that the life
span is limited by our genetic program.

One particular cell change that has been studied in connection with
aging involves the telomeres, material at the end of each
chromosome that becomes shorter over time. Telomeres are longer in
children (except those with progeria) and shorter in old adults.
Eventually, at the Hayflick limit, the telomere is gone, duplication
stops, and the creature dies.

telomeres
The area of the tips of each chromosome that is reduced a tiny amount as time
passes. By the end of life, the telomeres are very short.

Researchers note that bodies make a substance called telemerase that
protects telomeres allowing cells can continue to duplicate. Other
substances (particularly mitochondria) also aid the cells and prolong
cell function. On the other hand, some molecules (called free
radicals) attack cells, creating what is called oxidative stress,
impairing the cells’ ability to function.
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The more researchers consider the role of cells in aging, the more
complex the process seems to be. For example, opinions are changing
about free radicals. As one review explains:

A few decades ago, the belief regarding free radicals and oxidative
stress was that they were completely undesired and dangerous for the
human body…. Today, this demonizing view has mellowed down and
it is known that oxidative stress is part of the innate human immune
system, and that free radicals are also related to defence mechanisms,
but also used as cell mediators, pathway signalling, cell differentiation,
proliferation and migration.

[Carocho et al., 2019]

Scientists continue to confirm, however, that the more stress people
experience from childhood on, the shorter their telomeres are in late
adulthood and the sooner they will die. Stress shortens telomeres,
even in childhood, as evident in the institutionalized children of
Romania described in several early chapters (Drury et al., 2012).

By late adulthood, telomeres are longer in women than in men, and
longer in European Americans than in African Americans (Aviv,
2011). There are many possible causes, but cellular-aging theorists
focus on the consequences: Women outlive men, and European
Americans outlive African Americans, at least until age 80.

This discussion of theories of aging has mentioned cognitive and
social influences many times. Perhaps especially in late adulthood,
biology is intertwined with cognitive and psychosocial development.
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Certainly ageism and demography affect every aspect of life after age
65. This chapter, then, provides an introduction to the next two.

WHAT HAVE YOU LEARNED?

1. Why is the wear-and-tear theory of aging no longer considered accurate?

2. Why do relatively few people use calorie restriction to slow down aging?

3. What evidence supports the genetic theory of aging?

4. Why is the average life span much lower than the maximum?

5. How does the Hayflick limit relate to aging?

6. How can immune system failure cause aging?
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Chapter 23 Review

SUMMARY

Prejudice and Predictions

1. Stereotypes about the elderly are prevalent in the culture, evident
in the assumptions and behaviors of both the young and the old.
That prejudice is called ageism, and it can lead to self-fulfilling
prophecies regarding health and well-being. Elderspeak is one
example.

2. The demographic shift describes the changing size of various age
groups, as fewer babies are born and more people live long lives.
What once was a pyramid is becoming a rectangle.

3. Statistics about the elderly are sometimes presented in ways to
alarm younger people. Currently, about 14 percent of people in the
U.S. population are elderly, with 90 percent of them self-sufficient
and productive, more often caregivers than care receivers.

4. Gerontologists sometimes distinguish among the young-old, the
old-old, and the oldest-old, according to each group’s relative
degree of dependency. Only 10 percent of those over age 65 are
dependent (they are the oldest-old), and only 3 percent of the
elderly are in nursing homes or hospitals.

Adjusting to Changes

5. Compensation for senescence can occur at every level of the
ecological system. Regarding the microsystem, frequency of
intercourse is not the best measure of sexual activity among older
couples, some of whom say their sexual interactions improve with
age.
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6. An older person’s ability to drive safely depends on the interaction
between the biological effects of aging and the macrosystem. For
example, determining who should be licenced to drive is one way
to keep able elders on the road, and impaired elders off it.

7. Exosystem compensation for sensory decline is crucial. Vision
losses are common and critical: Many elders have cataracts,
glaucoma, or macular degeneration. Hearing also declines: Most
older men are significantly hard-of-hearing. All these declines
affect many aspects of functioning and all can be remediated by
better technology, construction, and universal design.

8. Primary aging happens to everyone, reducing organ reserve in the
body and brain. Secondary aging depends on the individual’s past
health habits, as well as on the social context. Compensation is
possible and brings many benefits, including compression of
morbidity.

9. Both the flu and osteoporosis illustrate the distinction between
primary and secondary aging. With age, everyone’s immune
system declines and bones weaken, but whether this causes serious
impairment depends on secondary factors. Understanding that has
dramatically reduced deaths from flu and broken hips.

Theories of Aging

10. Hundreds of theories address the causes of aging. Wear-and-tear
theory suggests that living wears out the body; it applies to some
parts of the body but not to overall aging. Calorie restriction and
intermittent fasting can be seen as promising applications of this
theory.

11. Genes of every species allow a maximum life span, which is far
longer than the life span of the average person. Thus, aging is
partly genetic but also dependent on many non-genetic factors.
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12. Genes may allow humans to survive through the reproductive years
but then become seriously ill and inevitably die. Some individuals
have genes or alleles that lead to long life; others to shorter lives.
Nonetheless, genes never act alone.

13. Cellular theories of aging include the idea that the processes of
DNA duplication and repair are affected by aging, making repair of
errors more difficult. Cancer is an example of cellular measures
that no longer control the errors the result from repeated
duplication of cells.

14. Cells stop duplicating at a certain point, called the Hayflick limit.
This stoppage seems to occur when the telomeres shorten and then
disappear.

KEY TERMS

ageism
elderspeak
demographic shift
average life expectancy
young-old
old-old
oldest-old
universal design
primary aging
secondary aging
compression of morbidity
osteoporosis
wear-and-tear theory
calorie restriction
intermittent fasting
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maximum life span
cellular aging
Hayflick limit
telomeres

APPLICATIONS

1. Write down the degree of independence of all your relatives over age
65, such as grandparents and great-grandparents, great aunts and great
uncles, and so on. What percent are in nursing homes? How and why is
that percent higher or lower than the national average?

2. Compensating for sensory losses is difficult because it involves
learning new habits. To better understand the experience, reduce your
hearing or vision for a day by wearing earplugs or dark glasses that let
in only bright lights. (Use caution and common sense: Don’t drive a car
while wearing earplugs or cross streets while wearing dark glasses.)
Report on your emotions, the responses of others, and your
conclusions.

3. Ask five people of various ages whether they want to live to age 100,
and record their responses. Would they be willing to eat half as much,
exercise much more, experience weekly dialysis, or undergo other
procedures in order to extend life? Analyze the responses.

Especially For ANSWERS

Response for Young Adults (from p. 589): No. Some seniors hear well, and
they would resent it.

Response for Biologists (from p. 606): Although ageism and ambivalence
limit the funding of research on the causes of aging, the applications include
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prevention of AIDS, cancer, neurocognitive disorders, and physical damage
from pollution — all urgent social priorities.

Observation Quiz ANSWER

Answer to Observation Quiz (from p. 593): She was born in 1932. When
this picture was taken, she was 83.

VISUALIZING DEVELOPMENT

Elders Behind the Wheel
Older people often reduce or change their driving habits in order to compensate
for their slowing reaction time, avoiding nighttime, bad weather, and long
distances. Many states have initiated restrictions, including requiring older
drivers to renew their licenses in person, to make sure they stay safe.
Consequently, their crash rate is low overall, but not when measured by the rate
per miles driven.
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Description
The introduction reads as follows: Older people often reduce or change their driving
habits in order to compensate for their slowing reaction time, avoiding nighttime, bad
weather, and long distances. Many states have initiated restrictions, including
requiring older drivers to renew their licenses in person, to make sure they stay safe.
Consequently, their crash rate is low overall, but not when measured by the rate per
miles driven.Beneath this there is a graphic bar chart entitled, “Accident Rate per
Driver.” The vertical axis is labeled, “Crashes per 1,000 drives,” and has scores from
0 to 70 in 5 — point increments. The horizontal axis shows 8 different age ranges.
The approximate data are as follows:16-19 – 6020-24 – 6725-34 – 5035-44 – 4345-
54 – 3555-64 – 2865-74 – 2275+ - 15Beneath this is another graphical chart that
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shows accident rate by miles driven. The ages from the top chart are connected by
lines to the ages in the bottom chart, but the bottom chart does have some additional
age increments. The vertical axis in this chart is labeled, “crashes per 100 million
miles driven,” and the data are as follows:16-19 – 16.920-24 – 8.925-29 – 6.330-39 –
4.440-49 – 3.750-59 – 3.560-69 – 2.970-74 – 3.475-79 – 3.680-84 – 5.785+ - 6.0An
asterisk on the title of the graph is explained as follows: Although their crash rate per
miles driven is higher than that of younger adults, older people tend to drive in city
conditions, which have higher crash rates than freeway or highway driving. Thus, the
elevated crash rates for older drivers per mile traveled may be inflated due to where
they drive.Beneath this is an area called Self-Check. Humans of all ages tend to
overestimate their abilities. Especially after age 65, adults who want to drive need to
answer six questions:1 Is your vision fading? [Ask your optometrist if any visual
losses affect driving.]2 Do your medications affect reaction time or alertness? [Ask
both doctor and pharmacist.]3 Do your physical limitations affect neck-turning, foot-
pushing, wheel-turning?4 Do you get lost more easily now than in earlier years?5 Do
other drivers honk at you? [Don’t just get angry; consider the reason.]6 Have you had
any minor accidents? [Even a scrape or a fender bender signify something.]If your
answers are all “no,” review them with someone who will be honest with you. Some
of the elderly are very safe drivers, whereas others can be a risk to themselves and to
those around them. Before you step on the accelerator, make sure you are one of the
safe ones.
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CHAPTER 24 Late Adulthood: Cognitive
Development
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✦ The Brain During Late Adulthood
Ongoing Development
OPPOSING PERSPECTIVES: Slower Thinking

✦ Step-by-Step Processing
Input
Memory
Control Processes
Output

✦ Neurocognitive Disorders
Mild Cognitive Impairment
The Ageism of Words
Prevalence of NCDs
The Many Neurocognitive Disorders
Preventing Impairment
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Reversible Neurocognitive Disorder?
A CASE TO STUDY: The More You Know …

✦ New Cognitive Development
Erikson and Maslow
Aesthetic Sense and Creativity
Wisdom

✦ VISUALIZING DEVELOPMENT: Global Prevalence of Major
NCD

What Will You Know?

Does the brain grow or shrink in old age?
What kinds of memory are least apt to fade in old age, and what kinds
are the most apt to fade?
What is the difference between these four terms: Alzheimer’s disease,
senility, dementia, and neurocognitive disorders?
What cognitive gains occur in late adulthood?

“Being blind is not lethal,” says my friend Diana.

“It is not life threatening, like cancer or heart disease,” she told me as she
tapped her white-tipped cane on the sidewalk, holding on to my arm.

I was stunned. I have watched her over the past two decades losing more
and more of her sight. Is she trying to make me feel better? Or trying to
make herself feel better?

I once thought being blind meant total darkness, but that is true for only
15 percent of those who are legally blind. The rest see some light and
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shapes. However, even with corrective lenses, their vision is so poor that
seeing something a foot away is like someone with normal corrected
vision seeing it more than 20 feet away.

Diana is legally blind. She gave away hundreds of books because she can
no longer read them; she does not recognize anyone until they touch her
shoulder and speak; she asks me to fill her teacup because she, laughingly,
fears making a mess.

As a child, I was asked whether I would rather be blind or deaf. I said
deaf. Diana made me realize that this was a false choice. The crucial
question, from an information-processing perspective, relates to
perception, not sensation; and perception is in the brain, not the sense
organs.

Diana is a psychotherapist, paid by clients who talk about their troubles
and hear her wise responses. She told me years ago that she sometimes
saw double — two faces of her patients rather than one. That was a
distressing sign that her vision was fading. But she also said it was not an
impediment: She concentrates on the words, the tone, the silences of her
clients, not on how many faces she sees.

This chapter is about the information-processing approach to cognitive
development. As you remember, our senses convey information to our
brains, where we process it, activate the prefrontal cortex, and respond.
You will read that memory and the senses convey information.

All of the senses become less acute with age, and it is better to see and
hear well, but the crucial question is whether or not the brain can
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coordinate past experiences and current sensations to produce cogent
responses. That is what Diana does.

Some people compensate for sensory losses. Diana relies on her cane, her
voice-sensitive phone, and her friends. She uses her other senses: listening
to books on tape, touching clothes to decide what to wear, smelling food
to identify it. She ventures out in the daytime, because she remembers
where to go and strangers help her find the right subway, or store, or
restaurant.

Compensation and independence are easier for her than for most blind
people, because she can afford to hire a Pilates instructor who comes to
her home four days a week, and a personal assistant who opens her mail,
writes checks, cooks, and accompanies her when she goes out at night.

She processes information well. She not only helps her clients, but she
also writes witty and profound articles online. (An assistant helps her edit
and send.)

As you will read in this chapter, some of the elderly suffer from major
neurocognitive disorders, but even they still experience pleasure, curiosity,
and happiness. And some of the very old become wise. Diana is one of
them.
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The Brain During Adulthood
As you know, the brain develops rapidly from the first days of life

throughout childhood and adolescence, with the prefrontal cortex
finally reaching full maturation at about age 25. Chapter 20 explained
that new neurons appear during adulthood and that severe problems
(chronic alcohol abuse, repeated blows to the head, and so on) can do
lasting damage to the brain.

Still Thinking     New dendrites can lead to new ideas. Albert Bandura was a young
scholar when he developed social learning theory to explain why preschoolers attacked
a doll with a hammer. Here, at age 90, he signs copies of his most recent book that
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explains his theory of moral disengagement, in hopes that we can develop a more
compassionate, humane society.

Ongoing Development
Those protective and destructive factors continue in later adulthood.
An information-processing approach to adult development
emphasizes that the brain continues to form neurons and dendrites.

Shrinkage and slowdown, already noted in Chapter 20, continue. The
rate accelerates, and the problems mentioned earlier accumulate. By
age 80, the average adult brain does not process information as it did
at age 30, or even at age 60. Losses are apparent, especially for speed,
but also for memory and logic (Salthouse, 2019). Fortunately, as you
will now see, in some ways the brain functions as well as it ever did!
In some ways, better (Spreng & Turner, 2019).

VIDEO: Brain Development Animation: Late Adulthood shows gray matter
loss in the normal aging brain.

New Cells
The fact that new neurons appear in the adult brain is one of the most
surprising discoveries of the past few decades. Debate continues
about the rate and significance of this growth, but it is known that
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these neurons are located in two specific parts of the brain: the
hippocampus (memory) and the olfactory (smell) cortex (Boldrini et
al., 2018; Choi & Goldstein, 2018).

Those areas are particularly crucial for brain health in late adulthood.
Failing memory is the classic sign of a neurocognitive disorder, and
lost sense of smell is often the first sign of severe brain disease. Thus,
new neurons in those areas may be a defense against reduced
information processing in late adulthood.

Dendrites Sprouting
Dendrite growth is also variable and crucial. In adult brains, dendrites
grow with new experiences as well as with antidepressants (M. Levy
et al., 2018). New dendrites are evidence of lifelong plasticity. Thus,
“neuroimaging results have recast our framework around cognitive
aging from one of decline to one emphasizing plasticity” (Gutchess,
2014).

An intriguing age-related correlation is found between depression and
aging. With age, fewer adults experience episodes of major
depression. For example, in 2019, the National Institute of Mental
Health reported incidence of major depressive events at various ages:
13 percent for ages 18 to 25; 8 percent for ages 25 to 49; 5 percent for
ages 50+.

Other research from many nations also finds that people are less
depressed, less anxious, and happier overall as they age (Jorm, 2000;
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Machado et al., 2019). The neurological evidence of major depression
suggests that dendrite growth in the adult brain reduces depression.

Brain Shrinkage
During the same years of life in which neurons and dendrites
increase, thousands of other neurons die and brains shrink.
Specifically, during every decade from ages 20 to 80 and beyond, the
volume of gray matter (crucial for processing new experiences) is
reduced as the cortex thins. White matter (mostly myelin) generally is
reduced as well. However, white matter also increases in an odd way:
Bright white spots appear on MRIs after age 50 or so. Both of these
neurological events (shrinkage and white spots) correlate with
cognitive loss in late adulthood.

Not All Average     A team of neuroscientists in Scotland (Farrell et al., 2009)
published these images of the brains of healthy 65- to 70-year-olds. The images show
normal brain loss (the white areas) from the lowest (5th percentile) to the highest (95th
percentile). Some atrophy is inevitable (even younger brains atrophy), but few elders
are merely average.

Brain shrinkage is variable, however. Every study of cognition over
the decades of early, middle, and late adulthood shows substantial
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variation from culture to culture, person to person, and brain region to
brain region. The hippocampus is one area that has been the target of
intense study as new brain-imaging techniques have become
available.

The hippocampus has many distinct parts, each affected in a
particular way with age. Two parts of the hippocampus (CA1 and
CA2) show reduced volume over every decade of adulthood, with an
accelerating pace of decline in later adulthood. One part (CA3) was
reduced over most of adulthood but then stabilized in the later years.
Finally, one (the subiculum, which itself has four parts) seemed not to
shrink at all (Daugherty et al., 2016).

What makes the brain change over time? An evolutionary perspective
finds that over thousands of years the human brain has changed in
response to social circumstances (Kempermann, 2016). When
agriculture began (widely believed to be approximately 10,000 years
ago), the prefrontal cortex expanded: Adults needed more planning,
remembering, and strategizing than was previously necessary,
because living in stable communities and towns required laws,
markets, and labor specialization. As one scholar suggests:

Moving actively in a changing world and dealing with novelty and
complexity regulate adult neurogenesis. New neurons might thus
provide the cognitive adaptability to conquer ecological niches rich
with challenging stimuli.

[Kempermann, 2012, p. 727]
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As best we know, this process is ongoing. The average brains of
twenty-first-century adults may differ from the average brains of
nineteenth-century adults because of the increasing challenges of the
modern world. On an individual level as well, brains may adapt to the
specific experiences of a person. Plasticity is evident in brains
lifelong (Pauwels et al., 2018).

Selective Losses
This is not to deny that the brain shrinks. That has been evident for
decades, and newer methods of brain analysis confirm it. As already
mentioned with the hippocampus, loss and shrinkage is selective. The
prefrontal cortex continues to grow over adulthood, but there is less
“brain activity in the default mode network (DMN), the fronto-
parietal control network (FPCN), as well as their inter-networks
connections” (Lou et al., 2019, p. 341).

Connections between brain areas are particularly disturbed from the
occipital and temporal lobes — the parts of the brain that specialize in
seeing and hearing. This means that over the years of adulthood,
people are slower to process what they see and hear. Is this a cause or
a result of sensory loss? Probably both. If an individual has difficulty
seeing or hearing, that person will have less dendritic growth and
fewer connections in the occipital and temporal lobes.

Changes in brain structures with age not only include less activation
of those lobes but also more bilateral activation in the prefrontal lobe.
Some tasks that make younger adult brains activate only one area on
one side of the frontal lobe are likely to activate more parts on both
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sides of the aging brain. Why do older adults use more parts of their
brains, including both hemispheres, to solve problems? Perhaps to
compensate for loss in each single part: More brain power is needed
A recent review finds that changes in brain activation with age can be
“adaptive and maladaptive,” in that “engaging prior knowledge …
can both hinder and support performance” (Spreng & Turner, 2019, p.
529). (See Opposing Perspectives on page 614.)

OPPOSING PERSPECTIVES

Slower Thinking
Now let us drill down on the effect of slower processing. Senescence reduces
the production of neurotransmitters — including glutamate, acetylcholine,
serotonin, and especially dopamine — that allow a nerve impulse to jump
quickly across the synaptic gap from one neuron to another. Neural fluid
decreases, myelination thins, and cerebral blood circulates more slowly. The
result is an overall slowdown, evident in reaction time, movement, speech, and
thought.

This severely affects thinking because speed is crucial for many aspects of
cognition. In fact, some experts believe that processing speed is a basic
element of the g mentioned in Chapter 21 — an ability that underlies all other
aspects of intelligence (Schubert et al., 2017).

Is speed really basic to cognition? Our language connects the two. A smart
person is said to be a quick thinker; the opposite is said of someone who is a
slow learner. The notion that slow thinking produces cognitive losses and
overall impairment is evident in many studies. Researchers have studied the
connection between walking speed and intellectual sharpness and found that
the slower gait predicts cognitive impairment and brain disease (Montero-
Odasso et al., 2017).
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Indeed, slower thinking correlates with every kind of physical disability
(Sugimoto et al., 2018; Hackett et al., 2018). Walks slow? Talks slow? Oh no
— thinks slow!

There is another perspective, however. Speed may not always be ideal. A fable
credited to Aesop, an enslaved Greek storyteller who lived 2,600 years ago,
describes a race between a tortoise and a hare. The rabbit lost: Slow and steady
won the race.

Many people criticize the pace of current life, with fast food, flashy trends that
soon disappear, popular ideas. Business leaders are advised to avoid “chasing
‘bright shiny objects’… flavor of the day novelties” (Gorbatov & Lane, 2018).

If speed is prioritized, accuracy may be sacrificed. Yet, thousands of studies
include speed as an important element in measuring cognition: In those
studies, younger adults are clearly superior to older ones. However, age-related
differences are less apparent, or even absent, when older adults are granted as
much time as they wish (Cappelletti et al., 2014).

Lifelong, brains adjust to whatever demands are put on them. Older adults
have automatized some tasks, and they sometimes use old assumptions (e.g.,
about gender, drugs, medicine) rather than readjusting their thoughts. It takes
them longer to learn new skills, think new thoughts, and adjust to new realities.
They may reduce the bottleneck of too many demands at once by allowing
some neurons to fire automatically.

In practical terms, if two challenging tasks are presented at once, an older adult
may ignore one to concentrate on the other (Bercovitz & Pagnini, 2016). This
can impair them when multiple quick thoughts are required simultaneously,
when participating in a discussion with several people, or when driving a car
on a city street.

Suppose that a child asks Grandpa about dinosaurs while he is reading the
paper, or that a child asks Grandma which bus to take while she is getting
dressed. A wise Grandpa puts down the newspaper and then answers. Grandma
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first dresses and then thinks about transportation (avoiding mismatched shoes).
Slow, methodical thinking may be best.

WHAT HAVE YOU LEARNED?

1. What is encouraging and discouraging about the formation of new
neurons in adulthood?

2. What new challenges does historical change present to adults?

3. Why is multitasking particularly difficult in late adulthood?

4. The fact that more parts of the prefrontal cortex are used in later
adulthood can be interpreted optimistically or pessimistically. What are
both interpretations?
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Step-by-Step Processing
The information-processing perspective not only highlights brain

processes, as we have just discussed, but also considers every step of
thinking, from input (sensing), to memory (storage), to control
processes (programming), and finally to output.

Input
The first step in information processing is input. As you remember
from Chapter 5, sensation precedes perception, which precedes
comprehension. Then, as Chapters 20 and 23 explained, all of the
senses become less sharp with age. That limits input, because in order
to be perceived, information must cross the sensory threshold — the
divide between what is sensed and what is not. Small sensory losses
— not noticed by the person or family but inevitable with age —
impair cognition.

Such small losses are unnoticed because the brain automatically fills
in missed sights and sounds, not always accurately. Elders miss some
information. For example, they are less accurate at knowing where
someone is looking or what their facial expression means (Hughes &
Devine, 2015; Granger et al., 2016).

 Observation Quiz: Beyond conversation, what do you see that
predicts cognition? (see answer, page 632) 
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One study of visual information processing began with point-light
walkers, (people who walk in the dark with lights on their hands, feet,
elbows, knees, and so on). Only the lights, not the person, are visible.
Older adults are less accurate at judging the movements and emotions
of those point-light walkers, particularly when the walkers express
anger (stamping feet and so on) or sadness (slower movement)
(Spencer et al., 2016).

Keeping Alert     These three men on a park bench in Malta are doing more than
engaging in conversation; they are keeping their minds active through socialization and
the discussion of current events and politics.

Similarly, small hearing losses make a difference. The cognition and
the hearing of almost 2,000 adults (average age 77) was repeatedly
tested (Lin et al., 2013). Between the start of the study and 11 years
later, the average cognitive scores of the adults with hearing loss (who
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were often unaware of it) were down 7 percent; those with no hearing
impairment were down 5 percent.

That 2-percent difference seems small, but statistically it was highly
significant (.004). Greater hearing losses correlated with greater
cognitive declines (Lin et al., 2013). Many other researchers likewise
find that small input losses have a notable effect on output. This
conclusion is reached when the people who are studied have good
overall health and no sign of brain disease. Of course, it is not
surprising that intelligence is impaired when a person has a
neurocognitive disorder, but it is remarkable that, even with brain
health, hearing can reduce cognition (Loughrey et al., 2018).

There is an important qualifier here. Although every study of each
sense in isolation finds significant input loss with age, one recent
study found no loss in perception of emotion when the emotion was
genuine (not produced by an actor, as in some standardized tests) and
when participants could use three input sources (seeing facial
expressions, hearing words, listening to tone) (Wieck & Kunzmann,
2017).

In other words, input from each sense is reduced, but using all of the
senses together may allow normal information-processing in late
adulthood. No wonder elders prefer to talk face-to-face instead of via
email, or to feel a reassuring touch with words of comfort and
gestures of sorrow instead of receiving a condolence card.

Memory
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After input, the second step is processing what has been sensed.
Stereotype threat may impede this: Simply knowing that they are
taking a memory test might make older adults anxious, consequently
feeling years older and remembering less (Hughes et al., 2013). This
is not inevitable: The impact of stereotype threat varies depending on
circumstances, which sometimes evoke an elder’s best processing
efforts (Hess et al., 2019).

In general, the more complex a memory task is (such as in associative
memory, connecting one idea with another), the more likely stereotype
threat will undercut ability (Brubaker & Naveh-Benjamin, 2018).
[Life-Span Link: Stereotype threat is discussed in Chapter 18.] The
entire topic of memory is complex, because psychologists now realize
that memory is not one function but many. One recent book describes
14 distinct types of memory (Slotnick, 2017). Every type of memory
may originate in a distinct brain region, and each may have a specific
pattern of loss that is affected by emotions as well as age.

Some age-related losses are typical, such as the “tip-of-the-tongue”
experience, (knowing something but not quite able to find the words).
Others are pathological, such as failure to recognize one’s own adult
child. For everyone, stress reduces memory. People who feel that
others are judging them, or who have experienced a recent stress,
remember less than they do in more relaxed circumstances (James et
al., 2018; Shields et al., 2017).

In general, explicit memory (such as the ability to recall something
verbally without clues) fades faster than implicit memory (the ability
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to recognize someone or something as familiar, or to perform a
habitual action). Both are affected by age (Ward et al., 2013;
Fraundorf et al., 2019).

The distinction between implicit and explicit memory is evident in
what the oldest-old can and cannot do. It is harder to remember names
than actions. Old-old people may still swim, bike, and drive even if
they cannot name both U.S. senators from their state.
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One particular memory deficit is source amnesia — forgetting the
origin of a fact, idea, or snippet of conversation. Source amnesia is
particularly problematic currently, with the Internet, many channels of
television, and many printed sources bombarding the mind.

In practical terms, source amnesia means that elders might believe
fake news, a rumor, or a political advertisement because they forget
that the information came from a biased source. Compensation
requires deliberate attention to the reason behind a message before
accepting a con artist’s promises or the politics of a TV ad. However,
elders are less likely than younger adults to analyze, or even notice,
who said what and why (Devitt & Schacter, 2016).

Another crucial type of memory is called prospective memory —
remembering to do something in the future (to take a pill, to meet
someone for lunch, to buy milk). Prospective memory also fades
notably with age. This loss becomes dangerous if, for instance, a
person cooking dinner forgets to turn off the stove, or if a driver is in
the far lane of the highway when the exit appears.

 Especially for Students: If you want to remember something that you
learn in class for the rest of your life, what should you do? (see response,
page 632)

The crucial aspect of prospective memory seems to be the ability to
shift the mind quickly from one task to another: Older adults get
immersed in one thought and have trouble changing gears
(Schnitzspahn et al., 2013). For that reason, many elders follow
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routine sequences (brush teeth, take medicine, get the paper) and set
an alarm to remind them to leave for a doctor’s appointment. That is
compensation.

More broadly, impaired prospective memory is evident if a person
must anticipate demands and experiences that have never been
experienced before. “Proactive cognitive control,” which requires
sustained attention to possibilities that have not yet occurred, is
increasingly difficult with age (Lamichhane et al., 2018).

Thus far we have focused on what elders do not remember. But some
things are remembered well. Vocabulary is one example: Cross-
sectional, longitudinal, and cross-sequential studies all show that
vocabulary increases over most of adulthood. Even at age 90, elders
score higher on word recognition than 20- to 40-year-olds (Salthouse,
2019). Older people remember words and languages that they learned
decades ago, and they continually learn new words and phrases.

For example, the words Internet, smartphone, email, and fax appeared
long after today’s elders were young. With repeated hearing, most
very old people understand and use these words. This demonstrates
that they have learned in middle and late adulthood.

Older adults are not usually confused by a word’s meaning, but they
may have difficulty recalling a word on command, a task that requires
explicit memory. Control strategies are particularly useful in that case:
Allowing time (“It will come to me”), reducing stress (deep and slow
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breathing), and using clues (remembering the first letter, remembering
when that word was used) compensate.

Another crucial element is past experience. Thus, the current cohort of
the elderly is more proficient in vocabulary than earlier generations of
older adults were, probably because words — in the media and in
social interaction — are increasingly important in daily life
(Hartshorne & Germine, 2015).

Control Processes
We have already alluded to the next step in information processing:
control processes. Many scholars believe that impaired control is the
underlying reason that cognition is impaired in late adulthood. Control
processes include selective attention, strategic judgment, and then
appropriate action — the so-called executive function of the brain.
Some of this was already evident in the previous section on memory.
For example, remembering the first letter of a word or associating a
new name with someone else who has the same name are control
processes.

Inadequate control processes may explain why many older adults have
extensive vocabularies (measured by written tests) but limited fluency
(when they write or talk), why they are much better at recognition
than recall, why tip-of-the-tongue forgetfulness is common, and why
spelling is poorer than pronunciation.
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Active in the Community     One the best ways for the elderly to stay mentally active is
to be active in their neighborhoods. Registering new voters, as this man is doing,
benefits the community while also helping seniors to maintain their control processes.

Output
The final step in information processing is output. Scientists usually
measure output through use of standardized tests of mental ability. As
already noted, if older adults think their memory is being tested, that
alone may impair them (Hughes et al., 2013). Even without stereotype
threat, output on cognitive tests may not reflect ability.

Since abstract thinking and processing speed are the aspects of
cognition that fade most with age, is there a better way to measure
output in late adulthood? Perhaps ability should be measured in
everyday tasks and circumstances, not as laboratory tests assess it. To
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test and measure in everyday settings is to seek ecological validity, to
assess ability in the contexts and modes that it actually is used. This
may be particularly important when measuring cognition in the
elderly.

ecological validity
The idea that cognition should be measured in settings that are as realistic as possible
and that the abilities measured should be those needed in real life.

VIDEO: Old Age: Thinking and Moving at the Same Time features a
research study demonstrating how older brains are quite adaptable.

For example, because of changes in their circadian rhythm, older
adults are at their best in the early morning, when adolescents are half
asleep. If a study were to compare 85-year-olds and 15-year-olds, both
tested at 7 A.M., the teenagers would be at a disadvantage. The
opposite would occur with a test at 7 P.M.

Similarly, if intellectual ability were to be assessed via a timed test,
then faster thinkers (usually young) would score higher than slower
thinkers (usually old), although the slower ones might be accurate if
they had a few more seconds to think. Context matters, too: Who feels
stressed if the tests occur on a college campus?
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Indeed, age differences in prospective memory are readily apparent in
laboratory tests but disappear in some naturalistic settings, a
phenomenon called the age-prospective memory-paradox
(Schnitzspahn et al., 2011). Motivation seems to be crucial; elders are
less likely to forget whatever they believe is important — phoning a
child to say “happy birthday,” for instance.

Similarly, as already noted, older adults are not as accurate as younger
adults when tested on the ability to read emotions by looking at
someone’s face or listening to someone’s voice. But seeing and
hearing are less acute with age, so that may not be the best way to
measure empathy in older adults. Accordingly, a team decided to
measure empathy when visual contact was impossible.

Their study included a hundred couples who had been together for
years, and all participants were repeatedly asked to indicate their own
emotions (how happy, enthusiastic, balanced, content, angry,
downcast, disappointed, nervous they were) and to guess the emotions
of their partner at that moment. Technology helped: The participants
were beeped at various times and indicated their answers on a
smartphone that they kept with them. Sometimes they happened to be
with their partner, sometimes not.

When the partner was present, accuracy was higher for the younger
couples, presumably because they could see and hear their mate. But
when the partner was absent, the older participants were as good as
the younger ones (see Figure 24.1). The researchers asked a question
of those who read this study.
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[Could you] predict a social partner’s feelings when that person is
absent? Your judgment would probably be better than chance, and
although many abilities deteriorate with aging, this particular ability
may remain reliable throughout your life.

[Rauers et al., 2013, p. 2215]

FIGURE 24.1

Always on My Mind     When they were together, younger partners were more accurate
than older ones at knowing their partner’s emotions, but older partners were as good as
younger ones when they were apart. This study used “smartphone experience
sampling,” buzzing both partners simultaneously to ask how they and their partner felt.
Interestingly, differences were found with age but not length of relationship — 5, 10,
20, or 30 years of togetherness did not necessarily increase empathy when apart, but
men who were in their 70s were better at absent mood assessment than men in their 20s.

Data from Rauers et al., 2013.

Description
The vertical axis lists scores ranging from -0.05 to 0.45 in 0.05-point
increments. The horizontal axis has two clusters, marked Partner Present
and Partner Absent. Each cluster has four bars, and the data are as



1930

follows:Partner PresentYoung men - 0.36Young women - 0.4Older men -
0.26Older women - 0.25Partner AbsentYoung men - 0.225Young women
- 0.235Older men - 0.24Older women - 0.23

Ecological Validity
Awareness of the need for ecological validity has helped scientists
restructure research on memory, trying to avoid time pressures and
abstractions. Restructured studies find fewer deficits than originally
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thought. However, any test may overestimate or underestimate ability.
For instance, what is an accurate test of long-term memory? Many
older people recount in vivid detail some events that occurred decades
ago. That is impressive … if the memories are accurate.

Unfortunately, “there is no objective way to evaluate the degree of
ecological validity … because ecological validity is a subjective
concept” (Salthouse, 2010, p. 77). It is impossible to be totally
objective in assessing memory; memory and tests of memory always
have a subjective component.

The final ecological question is, “What is memory for?” Older adults
usually think they remember well enough. Fear of memory loss is
more typical at age 60 than at age 80, even though actual memory loss
increases with age.

Watch out for ageism in assessing the everyday cognition of the
elderly. In daily life, output is usually verbal. If the timbre and speed
of a person’s speech sounds old, ageism might cause listeners to
dismiss the content without realizing that the substance may be
profound. Then, if elders realize that what they say is ignored, they
talk less. Output is diminished because it is devalued.

In work contexts as well, elders sometimes feel stereotyped if younger
workers think their elders lack strength, health, or technological
knowledge. That may be inaccurate. Feeling stereotyped at work
reduces motivation and work effort, a self-fulfilling prophecy (von
Hippel et al., 2019).
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WHAT HAVE YOU LEARNED?

1. How does sensory loss affect cognition?

2. Which kinds of things are harder to remember with age?

3. Why do some elderly people resist learning strategies for memory
retrieval?

4. How might output be affected by the aging process?

5. What needs to be considered in ecologically valid measurement of adult
intelligence?

6. What would be an ecologically valid test of cognition in late adulthood?
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Neurocognitive Disorders
Although most older people think and remember quite well, the rate

of those who experience serious cognitive decline increases with age.
Severe decline results from a neurocognitive disorder (NCD).

neurocognitive disorder (NCD)
Any of a number of brain diseases that affect a person’s ability to remember, analyze,
plan, or interact with other people.

Mild Cognitive Impairment
Before describing the many manifestations of NCDs, we need to
reiterate that most older people are cognitively quite capable. It is
ageist to jump to the conclusion that every memory loss is a sign of
serious problems. We all forget our keys, can’t think of a name, need
reminders of our dentist appointments. Usually we pay little attention
to such problems, but if the person who forgets the keys or the
appointment is over 70, everyone (including the forgetful person)
might assume the worst. That is a mistake.

Many older people experience mild cognitive impairment (MCI)
which is more than the usual, occasional forgetfulness but far short of
a neurocognitive disorder. In this mild version, a person needs to write
down appointments, set alarms, wait for a name to come to mind, and
so on. Stress and worry make it worse, so other people should be more
reassuring than accusatory.

mild cognitive impairment (MCI).
When a person is somewhat more confused and forgetful than they were, but still
able to function well.
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Many measures can reverse MCI, or at least halt the decline. Exercise,
weight loss, and social engagement are all antidotes. Hypertension
and diabetes can be controlled with medication and diet, and that also
reduces the likelihood of mild impairment becoming a serious
disorder. Especially if a person is at genetic risk for Alzheimer’s
disease, smoking cigarettes speeds up the decline, so quitting is
essential.

Various preventive measures are estimated to halt about a third of
incipient brain diseases (Berkowitz et al., 2018). Mild impairment
sometimes, not usually, proceeds to a neurocognitive disorder.

The Ageism of Words
The rate of neurocognitive disorders increases with every decade after
age 60, a fact that is distorted and exaggerated by ageism. Since fear
and stress make the problems worse, we need to use words carefully.

Senile simply means “old.” If the word senility is used to mean
“severe mental impairment,” that would imply that old age always
brings intellectual failure — an ageist myth. Dementia (used in DSM-
IV) was a more precise term than senility for irreversible, pathological
loss of brain functioning, but people once thought that dementia
occurs because a demon possessed the person. Obviously, the word
dementia has harmful connotations.

The DSM-5 now categorizes neurocognitive disorders as either major
(previously called dementia) or mild (as in mild cognitive
impairment). For DSM-5, a mild NCD is the first step toward a
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serious one. But remember that some mild impairments disappear or
stabilize, so not all people who experience mild cognitive impairment
are on their way toward severe problems.

In VIDEO ACTIVITY: Alzheimer’s Disease, experts and family members
discuss the progression of the disease.

Diagnosis is complicated. The line between typical age-related
changes, mild disorder, and major disorder is not clear; symptoms
vary depending on the specifics of both brain loss and context. Many
scientists seek biological indicators (called biomarkers, such as in the
blood or cerebrospinal fluid) or brain indicators (as on brain scans)
that predict major memory loss, but so far none is certain, in timing, in
severity, or in behavior.

Prevalence of NCDs
How many people suffer from neurocognitive disorders in their older
years? When the general public is asked, the answer may be “almost
everyone, if they live long enough.” People speak about their own
older relative who seems cognitively intact with the same surprise and
awe that they might speak of a rainbow. However, every study of the
frequency of major NCDs finds much lower rates, from about 5 to 10
percent of the older population (see Visualizing Development, page
633).
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The World Health Organization (2019) estimates that 50 million
people are affected worldwide, 60 percent of them in low-income
nations. That is about 9 percent of the world’s population over age 65,
(less than 1 percent of the total population), with rates lowest in the
very poor nations where most people die before age 60.
Neurocognitive disorders are the most common cause of morbidity
(the inability to function normally because of a disease or condition)
and the second most common cause of death (Global Burden of
Disease Neurological Disorders Collaborator Group, 2017).

Rates vary markedly from one nation to another. First, as public health
measures improve longevity, rates of major NCD rise. This is
happening in China, where only 4 million people had a serious NCD
in 1990, compared to 9 million in 2010 and 15 million projected in
2020 (K. Chan et al., 2013). Rates are higher in Chinese rural areas
than in cities, perhaps because of better urban education and health
care (Jia et al., 2014).

That highlights the second trend, which is apparent in the wealthiest
nations. As better medical and personal interventions make people
healthier overall, the rate (not the number) of people with
neurocognitive disorders is reduced.

In England and Wales, the rate of major NCD for people over age 65
was 8.3 percent in 1991 but only 6.5 percent in 2011 (Matthews et al.,
2013). Sweden had a similar decline (Qiu et al., 2013), and the U.S.
rate has declined since 2000 (Sullivan et al., 2018).
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As noted in the previous chapter, as more people live to age 90 or so,
the number of people who have a major neurocognitive disorder
increases. But, as people learn more about healthy living and reduce
the rate of obesity, high blood pressure, cigarette smoking, and other
habits, the rate of NCDs decreases.

The Many Neurocognitive Disorders
As more is learned, it has become apparent that there are more than a
hundred types of brain disease, each beginning in a distinct part of the
brain and having particular symptoms. One mistaken belief was that a
person with a good memory could not be experiencing a
neurocognitive disorder, an idea that prevented diagnosis and
treatment. To avoid that mistake, we describe some of these disorders
now.
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The Alzheimer’s Brain     This computer graphic shows a vertical slice through a brain
ravaged by Alzheimer’s disease (left) compared with a similar slice of a normal brain
(right). The diseased brain is shrunken because neurons have degenerated. The red
indicates plaques and tangles.

Alzheimer’s Disease
In the past century, millions of people in every large nation have been
diagnosed with Alzheimer’s disease (AD) (now formally referred to
as major NCD due to Alzheimer’s disease). Severe and worsening
memory loss is the main symptom, but diagnosis was not definitive
until an autopsy found extensive plaques and tangles in the cerebral
cortex (see Table 24.1).

Alzheimer’s disease (AD)
The most common cause of major NCD, characterized by gradual deterioration of
memory and personality and marked by the formation of plaques of beta-amyloid
protein and tangles of tau in the brain.

TABLE 24.1 Stages of Alzheimer’s Disease

Stage 1. People in the first stage forget recent events or new
information, particularly names and places. For example, they
might forget the name of a famous film star or how to get home
from a familiar place. This first stage is similar to mild cognitive
impairment — even experts cannot always tell the difference. In
retrospect, it seems clear that President Ronald Reagan had early
AD while in office, but no doctor diagnosed it.

Stage 2. Generalized confusion develops, with deficits in
concentration and short-term memory. Speech becomes aimless
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and repetitious, vocabulary is limited, words get mixed up.
Personality traits are not curbed by rational thought. For example,
suspicious people may decide that others have stolen the things
that they themselves have mislaid.

Stage 3. Memory loss becomes dangerous. Although people at
stage 3 can care for themselves, they might leave a lit stove or hot
iron on or might forget whether they took essential medicine and
thus take it twice — or not at all.

Stage 4. At this stage, full-time care is needed. People cannot
communicate well. They might not recognize their closest loved
ones.

Stage 5. Finally, people with AD become unresponsive. Identity
and personality have disappeared. When former president Ronald
Reagan was at this stage, a longtime friend who visited him was
asked, “Did he recognize you?” The friend answered, “Worse than
that — I didn’t recognize him.” Death comes 10 to 15 years after
the first signs appear.

Plaques are clumps of a protein called beta-amyloid in tissues
surrounding the neurons; tangles are twisted masses of threads made
of a protein called tau within the neurons. A normal brain contains
some beta-amyloid and some tau, but these plaques and tangles
proliferate in brains with AD, especially in the hippocampus.
Forgetfulness is the dominant symptom, from momentary lapses to —
after years of progressive disease — forgetting the names and faces of
one’s own children.
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plaques
Clumps of a protein called beta-amyloid, found in brain tissue surrounding the
neurons.
tangles
Twisted masses of threads made of a protein called tau within the neurons of the
brain.

Alzheimer’s disease is partly genetic. If it develops in middle age, the
affected person either has trisomy-21 (Down syndrome) or has
inherited one of three genes: amyloid precursor protein (APP),
presenilin 1, or presenilin 2. The disease progresses quickly for these
people, reaching the last phase within three to five years.

Most cases begin much later, at age 75 or so. Many genes have some
impact, including SORL1 and APOE4 (allele 4 of the APOE gene).
People who inherit one copy of APOE4 (as about one-fifth of all U.S.
residents do) have about a 50/50 chance of developing AD, with
women more at risk than men (Altmann et al., 2014). Those who
inherit two copies almost always develop the disorder if they live long
enough.

Hopeful Brains     Even the brain without symptoms (a) might eventually develop
Alzheimer’s disease, but people with a certain dominant gene definitely will. They have
no symptoms in early adulthood (b), some symptoms in middle adulthood (c), and stage-
five Alzheimer’s disease (d) before old age. Research finds early brain markers (such as
those shown here) that predict the disease. This is not always accurate, but it may soon
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lead to early treatment that halts AD, not only in those who are genetically vulnerable
but in everyone.

Vascular Disease
The second most common cause of neurocognitive disorder is a stroke
(a temporary obstruction of a blood vessel in the brain) or a series of
strokes, called transient ischemic attacks (TIAs, or ministrokes). The
interruption in blood flow reduces oxygen, destroying part of the
brain. Symptoms (blurred vision, weak or paralyzed limbs, slurred
speech, and mental confusion) suddenly appear.

In a TIA, symptoms may vanish quickly, unnoticed. However, unless
recognized and prevented, another TIA is likely, eventually causing
vascular disease, commonly referred to as vascular or multi-infarct
dementia (Kalaria, 2018) (see Figure 24.2). This is evident in many
aspects of dendrite formation and brain functioning. The behavior
impairment is reduced executive functioning, which means that poor
decisions and uncontrolled impulses are as prevalent as memory
problems.
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FIGURE 24.2

The Progression of Alzheimer’s Disease and Vascular Disease     Cognitive decline is
apparent in both Alzheimer’s disease and vascular disease. However, the pattern of
decline for each disease is different. Individuals with Alzheimer’s show steady, gradual
decline, while those with vascular disease get suddenly much worse, improve
somewhat, and then experience another serious loss.

Description
The vertical axis is labeled intellect but has no scores or demarcations.
The horizontal axis is labeled Time (in years.) There is a straight black
line that moves down and diagonally from the top left to the bottom
right, indicating that those with Alzheimer's disease have a steady and
predictable decline of intellectual skills. There is another line, in pink,
that indicates the progression of intellect loss in those with vascular
disease. This line moves in a jagged, discontinuous fashion with areas of
decline and then improvement, interrupted by some areas of constant
function with no change. The overall effect, however, is ending up at
about the same level of decline as the line for Alzheimer's disease.
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vascular disease
Formerly called vascular or multi-infarct dementia, vascular disease is characterized
by sporadic, and progressive, loss of intellectual functioning caused by repeated
infarcts, or temporary obstructions of blood vessels, which prevent sufficient blood
from reaching the brain.

Vascular disease correlates with the APOE4 allele, as well as other
genetic precursors (Vinters et al., 2018). For some of the elderly,
vascular disease is caused by surgery that requires general anesthesia.
They suffer a ministroke, which damages their brains, especially when
their cognitive reserve is depleted.
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Frontotemporal Disorders
Several types of neurocognitive disorders affect the frontal lobes and
thus are called frontotemporal NCDs, or frontotemporal lobar
degeneration. (Pick disease is the most common form.) These
disorders cause perhaps 15 percent of all cases of NCDs in the United
States.

frontotemporal NCDs
Deterioration of the amygdala and frontal lobes that may be the cause of 15 percent
of all major neurocognitive disorders. (Also called frontotemporal lobar
degeneration.)

In frontotemporal NCDs, parts of the brain that regulate emotions and
social behavior (especially the amygdala and prefrontal cortex)
deteriorate. Emotional and personality changes are the main
symptoms (Seelaar et al., 2011). A loving mother with a
frontotemporal NCD might reject her children, or a formerly astute
businessman might invest in a hare-brained scheme. As you can
imagine, caregivers of people with this disorder are more stressed, and
less supported, than caregivers of people with Alzheimer’s (Nowaskie
et al., 2019).

Frontotemporal NCDs tend to occur before age 70, unlike
Alzheimer’s or vascular disease. Part of the problem is that diagnosis
is more difficult because the symptoms appear at younger ages (the
60s more than the 80s) and the primary symptom is not memory loss.
These disorders more often occur in men than women, so often a wife
will wonder why her husband is no longer loving and caring — but no
doctor notices the problem.
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One wife, Ruth French, was furious because her husband

threw away tax documents, got a ticket for trying to pass an ambulance
and bought stock in companies that were obviously in trouble. Once a
good cook, he burned every pot in the house. He became withdrawn
and silent, and no longer spoke to his wife over dinner. That same
failure to communicate got him fired from his job.

[D. Grady, 2012, p. A1]

Finally, he was diagnosed with a frontotemporal NCD. Ruth asked
him to forgive her fury. It is not clear that he understood either her
anger or her apology.

There are many forms and causes of frontotemporal NCDs —
including a dozen or so alleles. All usually progress rapidly, leading to
death in about five years.

Other Disorders
Many other brain diseases begin with impaired motor control (shaking
when picking up a cup of coffee, falling when trying to walk), not
with impaired thinking. The most common of these is Parkinson’s
disease, the cause of about 3 percent of all cases of NCDs.

Parkinson’s disease
A chronic, progressive disease that is characterized by muscle tremor and rigidity
and sometimes major neurocognitive disorder; caused by reduced dopamine
production in the brain.

Parkinson’s disease starts with rigidity or tremor of the muscles as
dopamine-producing neurons degenerate, affecting movement long
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before cognition (Jankovic, 2018). Middle-aged adults with
Parkinson’s disease usually have sufficient cognitive reserve to avoid
major intellectual loss, although about one-third have mild cognitive
decline, sometimes in advance of more obvious symptoms (Darweesh
et al., 2017).

Age matters. If someone over age 65 develops Parkinson’s, cognitive
problems are likely to emerge within a few years. No matter what age
a person is when Parkinson’s begins, if they live 10 years or more,
major neurocognitive impairment occurs (Pahwa & Lyons, 2013).

Why?     Many people wonder why actor and comedian Robin Williams committed
suicide at age 63. One explanation: He was in the early stages of a serious
neurocognitive disorder. Williams was diagnosed with Parkinson’s disease a few months
before he died, but an autopsy revealed Lewy body disease, whose symptoms include
loss of inhibition, severe anxiety, tremors, and difficulty reasoning.
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Another 3 percent of people with NCD in the United States suffer
from Lewy body disease: excessive deposits of a particular kind of
protein in their brains. Lewy bodies are also present in Parkinson’s
disease, but in Lewy body disease they are more numerous and
dispersed throughout the brain, interfering with communication
between neurons.

Lewy body disease
A form of major neurocognitive disorder characterized by an increase in Lewy body
cells in the brain. Symptoms include visual hallucinations, momentary loss of
attention, falling, and fainting.

The main symptom is loss of inhibition: A person might gamble or
become hypersexual. In many ways, Lewy body symptoms are similar
to Parkinson’s, but brain impairments are more comprehensive and
begin sooner (Walker et al., 2019).

Some other types of NCDs begin in middle age or even earlier, caused
by Huntington’s disease, multiple sclerosis, a severe head injury, or
the last stages of syphilis, AIDS, or bovine spongiform
encephalopathy (BSE, or mad cow disease). Repeated blows to the
head (traumatic brain injury), even without concussions, can cause
chronic traumatic encephalopathy (CTE), which first causes memory
loss and emotional changes. Differentiating CTE from other forms of
neurocognitive disorder is complex, but one thing is certain: Many
people suffer from brain disorders, and Alzheimer’s is only one of
them (Smith et al., 2019).
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Although the rate of systemic brain disease increases dramatically
with every decade after age 60, brain disease can occur at any age, as
revealed by the autopsies of a number of young professional athletes.
For them, prevention includes better helmets and fewer head and body
blows. Already, tackling is avoided in football practice.

Preventing Impairment
Severe brain damage cannot be reversed, although the rate of decline
and some of the symptoms can be treated. However, education,
exercise, and good health not only ameliorate mild losses but may
prevent worse ones (Kivipelto et al., 2018). That seems to be the
reason why rates of NCD are declining in the United States and
elsewhere.

Because brain plasticity is lifelong, exercise that improves blood
circulation not only prevents cognitive loss but also builds capacity
and repairs damage. The benefits of exercise have been repeatedly
cited in this text. Now we simply reiterate that physical exercise —
even more than good nutrition and mental exercise — prevents,
postpones, and slows cognitive loss of all kinds.

Avoiding specific pathogens is critical. For example, beef can be
tested to ensure that it does not have BSE, condoms can protect
against HIV/AIDS, sprays, screens, and bed nets can protect against
Zika.

Thousands of scientists have sought to halt the production of beta-
amyloid, with some success in mice but not yet in humans. A current
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goal is to diagnose Alzheimer’s disease 10 or 15 years before the first
outward signs in order to prevent brain damage. That is one reason for
the interest in mild cognitive impairment.

Older people who have notable, but not severe, memory loss
sometimes, but not always, progress to major problems. If it were
known why some mild losses do not lead to major ones, prevention
might be possible.

 Observation Quiz: Both are beneficial, but neither is ideal. Why not?
(see answer, page 632) 

Professionals are hopeful. Earlier diagnosis seems possible; many
drug and lifestyle treatments are under review. Hope comes from other
public health victories mentioned in earlier chapters: unwanted
pregnancies, underweight newborns, wasted and stunted children,
polluted water, polio, measles, smallpox, heart disease, breast cancer,
and many other conditions. The average life span is twice what it was:
The cognitive diseases of late adulthood are the next public health
challenge.
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Exercise for Elders     In every nation, those who exercise have healthier hearts, lungs,
brains, and lives than those who do not. Two contrasting examples are the exercise class
in a Michigan Senior Center led by Diane Evans (foreground) and the stepper machine
on a beach in Greece.

Most research focuses on people who are clearly experiencing a
neurocognitive disorder. Yet, it is much easier to prevent cognitive
problems than to reverse brain destruction that has already occurred.
The case for better and earlier research is clear. As one team stressed:

Diversifying and exploring new treatment ideas is essential, as these
diseases are inherently complex and not terribly well understood….
interventions can be started prior to neuronal loss, which likely would
result in the highest chance for success.

[Baker & Petersen, 2018, p. 1214]

Reversible Neurocognitive Disorder?
Care improves when everyone knows what disease is undermining
intellectual capacity. Accurate diagnosis is even more crucial when
memory problems do not arise from a neurocognitive disorder. Brain
diseases destroy parts of the brain, but some people are thought to be
permanently “losing their minds” when a reversible condition is at
fault.

Depression
The most common reversible condition that is mistaken for major
NCD is depression. Typically, older people tend to be quite happy;
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frequent sadness or anxiety is not normal. Ongoing, untreated
depression increases the risk of major NCD (Gao et al., 2013).

Ironically, people with untreated anxiety or depression may
exaggerate minor memory losses or refuse to talk. Quite the opposite
reaction occurs with early Alzheimer’s disease, when victims are
often surprised that they cannot answer questions, or with Lewy body
disease or frontotemporal NCDs, when people talk too much without
thinking. Talking, or lack of it, provides an important clue.

Specifics provide other clues. People with neurocognitive loss might
forget what they just said, heard, or did because current brain activity
is impaired, but they might repeatedly describe details of something
that happened long ago. The opposite may be true for emotional
disorders, when memory of the past is impaired but short-term
memory is not.

Malnutrition
Malnutrition and dehydration can also cause symptoms that seem like
brain disease. The aging digestive system is less efficient but needs
more nutrients and fewer calories. This requires new habits, less fast
food, and more grocery money (which many do not have).

Some elderly people deliberately drink less to avoid frequent
urination, yet inadequate fluid in the body impedes cell health. Since
homeostasis slows with age, older people may not recognize and
remedy their hunger and thirst and thus may inadvertently impair their
cognition.
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Beyond the need to drink water and eat vegetables, several specific
vitamins in food may stave off cognitive impairment. Among the
suggested foods are those containing antioxidants (vitamins C, A, E)
and vitamin B . Homocysteine (from animal fat) needs to be avoided,
since high levels correlate with major NCD (Whalley et al., 2014).
Psychoactive drugs, especially alcohol, cause confusion and
hallucinations at much lower doses than in the young.

Obviously, any food that increases the risk of heart disease and stroke
also increases the risk of vascular disease. In addition, some
prescribed drugs destroy nutrients, although specifics require more
research.

Indeed, well-controlled longitudinal research on the relationship
between particular aspects of nutrition and NCD still needs to be done
(Coley et al., 2015; Vlachos & Scarmeas, 2019). It is known,
however, that people who already suffer from NCD tend to choose
unhealthy foods or forget to eat, hastening their mental deterioration.

It is also known that alcohol abuse interferes with nutrition, directly
(reducing eating and hydration) and indirectly (blocking vitamin
absorption). Tobacco, in cigarettes or pipes, may be worse. Ironically,
although chronic smoking clearly harms cognition in the elderly
(Conti et al., 2019), most quit programs are aimed at the young.

Polypharmacy
At home as well as in the hospital, most elderly people take numerous
drugs — not only prescribed medications but also over-the-counter

12



1954

preparations and herbal remedies — a situation known as
polypharmacy. Excessive reliance on drugs can occur on doctor’s
orders as well as via patient ignorance.

polypharmacy
A situation in which elderly people are prescribed several medications. The various
side effects and interactions of those medications can result in dementia symptoms.

The rate of polypharmacy is increasing in the United States. For
instance, the number of people over age 65 who took five drugs or
more was 13 percent in 1988. By 2015 that number had tripled to 39
percent (National Center for Health Statistics, 2018).

CHAPTER APP 24

 Medisafe

IOS:
https://tinyurl.com/y3x7fk75
ANDROID:
https://tinyurl.com/96fvedt
RELEVANT TOPIC:
Polypharmacy

This free app reminds users when it’s time to take medication and when they are
running low on a prescription. (A “Medifriend” can be designated by the user to
receive these reminders as well.) A drug interaction checker notifies users if
they have been prescribed medications that aren’t supposed to be taken together.

Unfortunately, recommended doses of many drugs are determined
primarily by clinical trials with younger adults, for whom homeostasis
usually eliminates excess medication. When homeostasis slows down,

https://tinyurl.com/y5hzbsmc
https://tinyurl.com/y5hzbsmc
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excess lingers. In addition, most trials to test the safety of a new drug
exclude people who have more than one disease. This means that
drugs are not tested on the people who will use them most.

The average elderly person in the United States sees a physician eight
times a year (National Center for Health Statistics, 2018). Typically,
each doctor follows clinical practice guidelines, which are
recommendations for one specific condition. A prescribing cascade
(when many interacting drugs are prescribed) may occur. Each drug
may be beneficial when it is the only drug prescribed, but the more
drugs a person takes, the less effective any one is (Fried & Mecca,
2019).

In one disturbing case, a doctor prescribed medication to raise his
patient’s blood pressure, and another doctor, noting the raised blood
pressure, prescribed a drug to lower it (McLendon & Shelton, 2011–
2012). Usually, doctors ask patients what medications they are taking
and why, which could prevent such an error. However, people who are
sick and confused may not give accurate responses.

A related problem is that people of every age forget when to take
which drugs (before, during, or after meals? after dinner or at
bedtime?) (Bosworth & Ayotte, 2009). Short-term memory loss makes
this worse, and poverty cuts down on pill purchases.

THINK CRITICALLY: Who should decide what drugs a person should
take — doctor, family, or the person him- or herself?
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Even when medications are taken as prescribed and the right dose
reaches the bloodstream, drug interactions can cause confusion and
memory loss. Cognitive side effects can occur with almost any drug,
but they are especially prevalent with drugs intended to reduce anxiety
and depression.

The solution seems simple: Discontinue drugs. However, that may
increase disease and hasten cognitive decline. One expert warns of
polypharmacy but adds that “underuse of medications in older adults
can have comparable adverse effects on quality of life” (Miller, 2011–
2012, p. 21).

For instance, untreated diabetes and hypertension cause cognitive loss.
Lack of drug treatment for those conditions may be one reason why
low-income elders experience more illness, more cognitive
impairment, and earlier death than do high-income elders: They may
not be able to afford good medical care or life-saving drugs.

Another health condition that markedly increases the rate of NCD is
sleep apnea — when someone wakes up repeatedly at night because
breathing slows down. Medical treatment can remedy the problem,
but many of the most vulnerable people do not have good medical
care (Mansukhani et al., 2019).

Misdiagnosis
The rate of misdiagnosis of NCDs is perhaps as high as one-third of
all cases. A false positive leads to needless drugs and anxiety, but a
false negative delays treatment that would stall or prevent devastation
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to the individual and family. Brain scans, blood analysis, and cerebral
fluid measurements reduce misdiagnosis, but those require expert and
expensive interpretation.

Comfort and Conversation     A cuddly seal robot, PARO, responds to petting with 12
tactile senses, encouraging touch and eye contact. Designed and used in Japan, which
has the highest proportion of elders in the world, here PARO is a companion in a nursing
home. Critics complain that humans should interact with humans; advocates ask critics
whether they also think teddy bears should be removed from children.

Currently, many efforts are under way to provide a cost-effective
diagnosis of Alzheimer’s and other NCDs before death, but none are
yet definitive (Leuzy et al., 2018; Cilento et al., 2018). Misdiagnosis
rates have been reduced but are far from zero. Ideally diagnosis begins
with behavior, recognizable by family members and the people
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themselves. Unfortunately, fear slows down recognition, and ageism
distorts it.

One indicator of incipient NCD is vulnerability to financial scams. A
study of almost a thousand elders found that those most likely to fall
for deceptive sales pitches, and who were intrigued by risky
investments, were, years later, likely to develop Alzheimer’s (Boyle et
al., 2019).

Another study began when physicians referred their patients who
might be in the early stages of Alzheimer’s for a PET scan (paid for
by the researchers). One-third of the patients did not, in fact, have the
disease. They simply were aging normally but had been taking
medication that they did not need. The doctors adjusted their
treatment plans based on the results (De Wilde et al., 2018).

An additional problem that is sometimes mistaken for NCD is
terminal decline, the drop in cognitive abilities that often happens in
the months before death. The entire body — heart, lungs, digestive
system, and so on — often slows down in the final months of life; the
brain does, too. It is impossible to predict, years in advance, when
terminal decline will occur, but this suggests that diagnosis of brain
disease when every organ is failing is pointless.

A study of 30,064 nursing home residents, already impaired, found
that most of them functioned quite well cognitively before
experiencing a notable drop in the months before dying (Hülür et al.,
2019). The only group who did not experience terminal decline were
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those who already suffered from a severe neurocognitive disorder.
Their intellectual losses continued, but the rate did not accelerate in
the final months.

A CASE TO STUDY

The More You Know …
In the years after she was diagnosed with vascular disease, Dr. Gerda Saunders
dedicated her memoir:

for you, whether you or someone you love has dementia, or you’re a medical
professional, or a person searching for your own self after a huge life change, or
someone just plain curious, who — like me — feels that the more you know, the
better you are able to love.

[Saunders, 2019]

Saunders was an English professor at the University of Utah. Her first inkling
that something was wrong with her brain came as she was teaching.

Forebodings that not all was well started to cloud my class time. I would lose the
thread of a discussion, or forget the point toward which I had intended to steer the
students’ thinking. Often the name of a novel or author I used to know as well as
my children’s names would not come to mind. Not infrequently, a student would
remind me during the last moments of class that I had failed to distribute notes or
an assignment.

[Saunders, 2019]

She arranged to teach fewer classes, soon only one per year. Instead, she took
on more administrative duties. But when she chaired a meeting, she suddenly
panicked. She looked at her planned agenda and her eyes lit on “Introductions,”
so she asked all of those in attendance to introduce themselves. But “as the
words left my mouth I remembered with horror that we had already gone
around the table.”
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Someone said “we all have too much on our plates,” and everyone nodded
sympathetically. But Saunders concluded that she had “committed the cardinal
sin of academia, not thinking accurately on my feet.” As the months went by,
her friends excused her lapses as senior moments, and her two grown children
said that they also forgot things sometimes. She joined them in denying that
anything was wrong.

Finally, four years after her initial “forebodings,” she consulted a doctor, who
sent her to a neurologist and a neuropsychologist. After dozens of tests, the
conclusion was clear: White lesions in her brain halted connections between
one thought and another. After initially resisting the diagnosis, she resigned and
began taking medication to slow down the decline.

Saunders began to write about her experiences, recalling details of her
childhood in South Africa and checking her memories with her five siblings
(they said her memories were close to their own). She pondered about memory,
about selfhood, about when and how a person should die.

One day she had frightening hallucinations, but she realized that she had
forgotten to take her medicine that day. She wished she could always blame her
problems on lack of medication, but her increasing dementia was making many
tasks impossible. For example, she habitually drove neighbors who needed a
lift to buy groceries:

Two years after her diagnosis, she

Took Bob and Bea grocery shopping. [Been taking them since their son Bobbie
took away Bob’s keys after his stroke last year]. When we were done, I could not
find my keys. The car doors were unlocked, the keys were in the ignition.
Returning home, I forgot to stop at Bob and Bea’s and pulled into my driveway
instead. Last time I took the old people shopping I did not notice the traffic light
changing until Bea reminded me to go. She is eighty-six.

[Saunders, 2019]

Saunders stopped driving and, after burning some dinner, she stopped cooking.
But she did not stop writing. Many people with major neurocognitive disorder
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continue to do whatever they valued most: Some play music, some do yoga,
and, like Saunders, some write. What next?

Eventually, Saunders plans a “death trip” to the Netherlands, where she is
legally allowed physician-assisted suicide because her ancestors were Dutch.
But that is years hence. Dementia is robbing her memory but not her love for
her husband and children. She wants to live “As long as I mean something to
my children, and as long as I can be a ‘warm body’ who can hold a grandchild,
and I find comfort in that, and the grandchild finds comfort in that” (Saunders
quoted in Schulzke, 2017).

Thus, people with a neurocognitive disorder are another of the “all kinds of
people” explained in Chapter 1. In some ways each person is unique, and in
other ways all people are alike. Those whose brains no longer function as well
as they did nonetheless may enjoy their friends, their family, their work, and
their lives.

WHAT HAVE YOU LEARNED?

1. How does changing terminology reflect changing attitudes?

2. What changes in the prevalence of neurocognitive disorders have occurred
in recent years?

3. How relevant are genes in Alzheimer’s disease?

4. How does the progression of Alzheimer’s differ from that of vascular
disease?

5. In what ways are frontotemporal NCDs worse than Alzheimer’s disease?

6. Why is Lewy body disease sometimes mistaken for Parkinson’s disease?

7. What conditions affect the rate of NCD?
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8. What is the relationship between depression, anxiety, and neurocognitive
disorders?

9. Why is polypharmacy particularly common among the elderly?
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New Cognitive Development
Remember that the life-span perspective holds that gains as well as

losses occur during every period. Are there cognitive gains in late
adulthood? Yes, according to many developmentalists.

Erikson and Maslow
Both Erik Erikson and Abraham Maslow were particularly interested
in the elderly, interviewing older people to understand their thoughts.
Erikson’s final book, Vital Involvement in Old Age (Erikson et al.,
1986/1994), written when he was in his 90s, was based on responses
from other 90-year-olds — the cohort who had been studied since
they were babies in Berkeley, California.

Erikson found that in old age many people gained interest in the arts,
in children, and in human experience as a whole. He observed that
elders are “social witnesses,” aware of the interdependence of the
generations as well as of all human experience. His eighth stage,
integrity versus despair, marks the time when life comes together in a
“resynthesis of all the resilience and toughness of the basic strengths
already developed” (Erikson et al., 1986/1994, p. 40).

Maslow maintained that older adults are more likely than younger
people to reach what he originally thought was the highest stage of
development, self-actualization. Remember that Maslow rejected an
age-based sequence of life, refusing to confine self-actualization to
the old. However, Maslow also believed that life experience helps
people move forward, so more of the old reach the final stage.
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self-actualization
The final stage in Maslow’s hierarchy of needs, characterized by aesthetic, creative,
philosophical, and spiritual understanding.

The stage of self-actualization is characterized by aesthetic, creative,
philosophical, and spiritual understanding (Maslow, 1954/1997). A
self-actualized person might have a deeper spirituality than ever;
might be especially appreciative of nature; or might see the humor in
many aspects of life, laughing often.

This seems characteristic of many of the elderly. Studies of
centenarians find that they often have a deep spiritual grounding and
a surprising sense of humor — surprising, that is, to anyone who
thinks that people with limited sight, poor hearing, and aching bodies
have nothing to laugh about.

Aesthetic Sense and Creativity
Robert Butler was a geriatrician who popularized the study of aging
in the United States. He coined the word ageism and wrote a book
titled Why Survive: Being Old in America, first published in 1975.
Partly because his grandparents were crucial in his life, Butler
understood that the elderly can contribute to their families and
communities.

Butler explained that “old age can be a time of emotional sensory
awareness and enjoyment” (Butler et al., 1998, p. 65). Older adults
learn new skills and take up new activities. For example, some of the
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elderly begin gardening, bird-watching, sculpting, painting, or
making music, each of which requires new learning.
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Exercise and the Mind     Creative activity may improve the intellect, especially when
it involves social activity. Both the woman in a French ceramics class (top), subsidized
by the government for residents of Grenoble over age 60, and the men in the Fourth of
July Parade in Amherst, New Hampshire (bottom), are doing what every senior should
do — engaging in creative work with other people. Finger dexterity and lung capacity
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are, in general, impaired with age, but that does not stop these two, nor should it.
Everyone has abilities that remain strong in late adulthood, despite the ageism of
stereotypes.

Elderly Artists
Many well-known artists continue to work in late adulthood,
sometimes producing their best work. Michelangelo painted the awe-
inspiring frescoes in the Sistine Chapel at age 75; Verdi composed the
opera Falstaff when he was 80; Frank Lloyd Wright completed the
design of the Guggenheim Museum when he was 91.

In a study of extraordinarily creative people, very few felt that their
ability, their goals, or the quality of their work had been much
impaired by age. The leader of that study observed, “in their
seventies, eighties, and nineties, they may lack the fiery ambition of
earlier years, but they are just as focused, efficient, and committed as
before … perhaps more so” (Csikszentmihalyi, 2013, p. 207).

But an older artist does not need to be extraordinarily talented. Some
of the elderly learn to play an instrument, and many enjoy singing. In
China, people gather spontaneously in public parks to sing together.
The groups are intergenerational — with a disproportionate number
of elderly (Wei, 2013).

Music and singing are often used to reduce anxiety in those who
suffer from neurocognitive impairment, because the ability to
appreciate music is preserved in the brain when other functions fail.
The evidence is clear: Music, the visual arts, and creative work of all
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kinds help the mind, the mood, and overall well-being (Charise &
Eginton, 2018).

One particular method that is often used to deepen elderly cognition
is the life review. In that method, elders provide an account of their
personal lifelong journey by writing or telling their story. They want
others to know their history, not only their personal experiences but
also those of their family, cohort, or ethnic group. According to
Robert Butler:

We have been taught that this nostalgia represents living in the past and
a preoccupation with self and that it is generally boring, meaningless,
and time-consuming. Yet as a natural healing process it represents one
of the underlying human capacities on which all psychotherapy
depends. The life review should be recognized as a necessary and
healthy process in daily life as well as a useful tool in the mental health
care of older people.

[Butler et al., 1998, p. 91]

In VIDEO: Portrait of Aging: Bill, Age 99, one man shares his secret to
longevity.

Hundreds of developmentalists, following Butler’s lead, have guided
elderly people in self-review. Sometimes the elderly write down their
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thoughts, and sometimes they simply tell their story, responding to
questions from the listener.

The result is almost always positive, especially for the person who
tells the story. For instance, half of a group of 202 elderly people in a
study in the Netherlands were randomly assigned to a life-review
process. For them, depression and anxiety were markedly reduced
compared to the control group (Korte et al., 2012). A study of elders
in the United States also found that telling their story helped them see
a purpose in life — just what Erikson would hope (Robinson &
Murphy-Nugen, 2018).

Wisdom
It is possible that “older adults … understand who they are in a newly
emerging stage of life, and discovering the wisdom that they have to
offer” (Bateson, 2011, p. 9). A massive international survey of 26
nations from every corner of the world found that most people
everywhere agree that wisdom is a characteristic of the elderly
(Löckenhoff et al., 2009).

Contrary to these wishes and opinions, most objective research finds
that wisdom does not necessarily increase with age. Starting at age 25
or so, some adults of every age are wise, but most, even at age 80, are
not. However, what is clear is that wisdom builds over time.
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Long Past Warring     Many of the oldest men in Mali, like this imam, are revered.
Unfortunately, Mali has experienced violent civil wars and two national coups in recent
years, perhaps because 75 percent of the male population are under age 30 and less than
2 percent are over age 70. In 2019, the British newspaper The Guardian described Mali
as the most dangerous nation in the world.

People who are open to new experiences in early adulthood, and who
cope well with stress in middle age, are more likely to be wise in late



1971

adulthood. As one study concludes, “a balance between personality
adjustment and growth, aided by social support and competence
during the formative years, might be required to promote wisdom
development throughout life” (Ardelt et al., 2018, p. 1514).

An underlying quandary is that a universal definition of wisdom is
elusive: Each culture and each cohort have their own concepts, with
fools sometimes seeming wise (as happens in Shakespearean drama)
and those who are supposed to be wise sometimes acting foolishly
(provide your own examples). Older and younger adults differ in how
they make decisions; one interpretation of these differences is that the
older adults are wiser, but not every younger adult would agree.

Several factors just mentioned, including self-reflective honesty (as in
integrity), perspective on past living (the life review), and the ability
to put aside one’s personal needs (as in self-actualization), are
considered part of wisdom.

If this is true, the elderly may have an advantage in developing
wisdom, particularly if they have (1) dedicated their lives to the
“understanding of life,” (2) learned from their experiences, and (3)
become more mature and integrated. That may be why popes and
U.S. Supreme Court justices are usually quite old.

As two psychologists explain:

Wisdom is one domain in which some older individuals excel…. [They
have] a combination of psychosocial characteristics and life history
factors, including openness to experience, generativity, cognitive style,
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contact with excellent mentors, and some exposure to structured and
critical life experiences.

[Baltes & Smith, 2008, p. 60]

 Especially for Caregivers of the Elderly: How much of your care
should be physical, how much social, and how much psychological? (see
answer, page 632)

A review of personality development during adulthood found that
some people became wiser but not everyone did (Reitz & Staudinger,
2017). This returns us to a theme of this chapter that continues in the
next: Late adulthood is a time of marked variation.

WHAT HAVE YOU LEARNED?

1. What do Erikson and Maslow say about cognitive development in late
adulthood?

2. What happens with creative ability as people grow older?

3. What is the special role of music in old age?

4. Who benefits from a life review?

5. Why are scientists hesitant to say that wisdom comes from old age?
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Chapter 24 Review

SUMMARY

The Brain During Late Adulthood

1. The human brain continues to add cells and grow dendrites as
people age. It also becomes smaller and slower. The effects of
senescence are apparent not only in motor skills (such as speed of
walking) but also in cognitive skills (such as how quickly an older
adult remembers a name).

2. Remarkable plasticity is also apparent, with wide variation from
person to person in the rate and specifics of brain slowdown. In
general, older adults use more of their brains, not less, to do
various tasks, and they prefer doing one task at a time instead of
multitasking.

3. Some parts of the brain are more likely to shrink than others.
Fortunately, areas of the prefrontal cortex are likely to maintain
activity, sometimes with several areas working at once.

Step-by-Step Processing

4. The senses become less acute with age, making it difficult for older
people to register stimuli. Small losses are not easily noticed, but
all of the senses need to be maintained if possible.

5. There are many types of memory, each with a distinct trajectory.
Source memory and prospective memory are less accurate in
elders, but memory for semantics, emotions, and values is better.
Implicit memory may be maintained when explicit memory fades.
Verbal memory — especially for recognition, not recall — may
increase.
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6. In daily life, most of the elderly are not seriously handicapped by
cognitive difficulties. The need for ecologically valid, real-life
measures of cognition, and the harm from ageist stereotypes, is
increasingly apparent to developmental scientists.

Neurocognitive Disorders

7. Neurocognitive disorders (NCDs) are characterized by cognitive
loss of varying degrees. The many NCDs differ, as do individuals
and families who suffer from them, but early diagnosis seems
helpful.

8. All of the traditional forms of NCDs increase with each decade of
late adulthood, so the number of people with these problems is
expected to increase as more people worldwide survive past age
65. On the other hand, rates of NCDs are decreasing in developed
nations, including the United States.

9. Mild cognitive impairment is far more common than severe brain
disease. It is particularly crucial for elders to maintain or increase
preventative measures, especially exercise, diet, and good sleep
habits.

10. The most common cause of cognitive loss among the elderly in the
United States is Alzheimer’s disease, an incurable ailment that
worsens over time, as plaques and tangles increase.

11. Also common is vascular disease (also called multi-infarct
dementia). This results from a series of mini-strokes (transient
ischemic attacks, or TIAs) that occur when impairment of blood
circulation destroys portions of brain tissue.

12. Other NCDs, including frontotemporal NCDs and Lewy body
disease, also become more common with age. Parkinson’s disease
reduces muscle control and also causes neurocognitive problems,
particularly in the elderly.
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13. Several forms of NCDs are common before age 65. Among them is
serious injury to the head, as sometimes occurs in tackle football
and ice hockey, or domestic abuse, or war. Also evident before age
65 are NCDs caused by HIV/AIDS and mad cow disease.

14. An NCD may be mistakenly diagnosed when the individual is
suffering from a reversible problem. Malnutrition, depression, drug
addiction, and polypharmacy are among the reasons that an older
person might be cognitively impaired. These symptoms can
disappear if the problem is recognized and treated.

15. Accurate and early diagnosis is essential for the best treatment and
prevention. Brain diseases (Alzheimer’s and vascular disease)
cannot be reversed. But the onset can be delayed, and the
progression slowed.

New Cognitive Development

16. Many people become more interested and adept in creative
endeavors, as well as more philosophical, as they grow older. The
life review is a personal reflection that many older people
undertake, remembering earlier experiences, putting their entire
lives into perspective, and achieving integrity or self-actualization.

17. Wisdom does not necessarily increase as a result of age, but some
elderly people are unusually wise or insightful. Learning from
experience can occur at any age.

KEY TERMS

ecological validity
neurocognitive disorder (NCD)
mild cognitive impairment (MCI)
Alzheimer’s disease (AD)
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plaques
tangles
vascular disease
frontotemporal NCDs
Parkinson’s disease
Lewy body disease
polypharmacy
self-actualization

APPLICATIONS

1. At all ages, memory is selective. People forget much more than they
remember. Choose someone — a sibling, a former classmate, or a
current friend — who went through some public event that you did, too.
Sit down together, write separate lists of all details that each of you
remembers about the event, and then compare your accounts. What
insight does this exercise give you into the kinds of things adults
remember and forget?

2. Many factors affect intellectual sharpness. Think of an occasion when
you felt inept and an occasion when you felt smart. How did the
contexts of the two experiences differ? How might those differences
affect the performance of elderly and young adults who go to a
university laboratory for testing?

3. Visit someone in a hospital. Note all of the elements in the environment
— such as noise, lights, schedules, and personnel — that might cause
an elderly patient to feel confused.

Especially For ANSWERS
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Response for Students (from p. 617): Review it several times over the next
days and weeks, and you will probably remember it in fifty years, with a
little review.

Response for Caregivers (from p. 630) Ideally, the person does most of the
physical care themselves, and the caregiver listens and talks.

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 615): Friendship is protective at
every age. In addition, being outside in daylight, wearing appropriate
clothing (note the hats and shoes), and simply experiencing fresh air and
greenery are all correlates of a healthy mind and body. (Look also at the
chapter-opening photo on p. 610.)

Answer to Observation Quiz (from p. 624) Neither photo depicts exercise
that is likely to become an enjoyable routine. The teacher is not facing the
class, so she may not know when someone cannot follow her pose, and the
beach exerciser is unlikely to return every day, because exercise machines
are often symbols of good intentions that do not last longer than a few days.

VISUALIZING DEVELOPMENT

Global Prevalence of Major NCD
The map below shows the number of people ages 60 and over in each world
region, and the percentage of those people who have a major neurocognitive
disorder. Population data come from the United Nations, where skilled
statisticians compile data on all 193 member nations. Therefore, the numbers are
quite accurate. Prevalence data come from The Lancet, a highly respected British
medical journal, and are as accurate as possible. However, those numbers are
affected by cultural variations, not only in definition and diagnosis, but also in
survival rates. Thus, a low percentage of people living with major NCD is not
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necessarily a sign of regional health. Comparisons between regions may be
unfair, but one conclusion is clear: Nowhere in the world are more than 8 percent
of the elderly suffering from severe brain disease.

Description
The introduction reads as follows: The map below shows the number of people ages
60 and over in each world region, and the percentage of those people who have a
major neurocognitive disorder. Population data come from the United Nations, where
skilled statisticians compile data on all 193 member nations. Therefore, the numbers
are quite accurate. Prevalence data come from The Lancet, a highly respected British
medical journal, and are as accurate as possible. However, those numbers are affected
by cultural variations, not only in definition and diagnosis, but also in survival rates.
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Thus, a low percentage of people living with major NCD is not necessarily a sign of
regional health. Comparisons between regions may be unfair, but one conclusion is
clear: Nowhere in the world are more than 8 percent of the elderly suffering from
severe brain disease.There is a map of the world with many pie charts representing
different regions. Each pie has a size relative to the population of those over 60 years
of age, with a gold “piece” of the pie representing the number of those who have
NCD.The data are as follows:Worldwide – Those over 65 (962 million), percent with
NCD (5.2%)North America – Those over 65 (78.4 million), percent with NCD
(5.55%)Caribbean – Those over 65 (6.07 million), percent with NCD (3.04%)Central
America – Those over 65 (17.27 million), percent with NCD (7.35%)South America
– Those over 65 (52.68 million), percent with NCD (4.37%)West Africa – Those over
65 (16.93 million), percent with NCD (2.23%)Southern Africa – Those over 65 (5.25
million), percent with NCD (3.90%)Central Africa – Those over 65 (4.24 million),
percent with NCD (7.44%)East Africa – Those over 65 (19.65 million), percent with
NCD (2.59%)North Africa/Middle East – Those over 65 (41.57 million), percent
with NCD (6.29%)Western Europe – Those over 65 (51.16 million), percent with
NCD (5.28%)Northern Europe – Those over 65 (25.18 million), percent with NCD
(5.16%)Eastern Europe – Those over 65 (39.30 million), percent with NCD
(5.70%)Southern Europe – Those over 65 (40.90 million), percent with NCD
(6.79%)East Asia – Those over 65 (291.94 million), percent with NCD
(5.13%)Central Asia – Those over 65 (5.85million), percent with NCD (4.24%)South
Asia – Those over 65 (165.36million), percent with NCD (2.27%)Asia Pacific –
Those over 65 (46.63 million), percent with NCD (6.30%)Southeast Asia – Those
over 65 (63.97 million), percent with NCD (5.22%)Oceania – Those over 65 (6.92
million), percent with NCD (4.04%)There is now a section entitled Health Care Costs
Associated with Major NCD, and the introduction is as follows:Alzheimer’s disease
and other major neurocognitive disorders are among the costliest chronic diseases to
society: Individuals with a major NCD have more hospital and skilled nursing facility
stays and home health care visits than other older people. However, the human cost
may be greater than these estimates: Many family members spend substantial time
caring for people with a major NCD, but often that time is not calculated until the
disorder is severe.Under this there is a chart that shows the costs of hospitals and
doctors, paid caregivers, and unpaid care by family, friends, and others. Each
category is presented in high-income, upper middle-income, lower middle-income,
and low-income countries, as follows:Hospitals and DoctorsHigh-income countries –
14.5%Upper middle-income countries – 32.1%Lower middle-income countries –
23.1%Low-income countries – 28.2%Paid CaregiversHigh-income countries –
45.2%Upper middle-income countries – 25.7%Lower middle-income countries –
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CHAPTER 25 Late Adulthood: Psychosocial
Development
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✦ Theories of Late Adulthood
Self Theories
A CASE TO STUDY: Saving Old Newspapers
Stratification Theories

✦ Activities in Late Adulthood
Working
Home Sweet Home
Religious Involvement
Political Activity
Friends and Relatives

✦ The Frail Elderly
Activities of Daily Life
Preventing Frailty
Cognitive Failure
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Caring for the Frail Elderly
A CASE TO STUDY: A Trusted Sister
Long-Term Care

✦ CAREER ALERT: The Developmental Scientist
✦ VISUALIZING DEVELOPMENT: Living Independently After
Age 65

What Will You Know?

Do older people become sadder or happier?
Do the elderly want to move to a distant, warm place?
Is home care better than nursing-home care?

Almost every week I walk through a park with my friend Doris, a 90-year-
old widow. Many people greet her by name, including men playing cards
on a park table and a woman who owns a nearby hotel. Doris is an icon
for street performers, including Colin, who plays his piano (on wheels) on
sunny days, and Tic and Tac, who are middle-aged African American
twins who do astonishing tumbling tricks with audience participation. The
police watch the cardplayers carefully because they suspect drug dealing,
and they ticketed Colin for not having a permit.

Doris organized a protest. She got Community Board 2 (she has been
reappointed by the City Council every two years since 1964) to pass a
resolution supporting entertainment in the park. The city withdrew the
ticket, and the Parks Department revised its policy.

We walk slowly, not only because Doris has a walker, but because she
greets babies, birds, and animals. Squirrels scamper to grab peanuts from
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her hand, sometimes pigeons perch on her arm. Tourists photograph her;
the local press admires her (Google “Doris Diether”).

Doris dresses well, appropriate for each season. One hot August day I was
surprised that she wore a long-sleeved blouse. She proudly told me why:
Her arm was scratched because two pigeons fought over the same spot.
She tells me about her grandmother from Finland, her two marriages, her
journalist days as a dance critic, her efforts to style her very white hair.

We often stop at a mailbox to drop in a timely greeting card: I have
become one of hundreds on her list. Colorful envelopes arrive in my box
— green for St. Patrick’s Day, orange for Halloween, gray for
Thanksgiving, red for July 4th, and multicolored for my birthday. She
sends 426 Christmas cards; she orders stamps from a post office catalog.

Usually friends have much in common, but Doris is not like me. I have
four children; she has none. I never send cards, feed squirrels, or protect
pianists (although Doris did get me to help Colin). We belong to opposing
political parties. Often she is the lone “nay” vote on Community Board
resolutions.

How did we become friends? Twelve years ago, Doris had knee surgery.
She asked for volunteers to push her wheelchair to her many meetings,
appointments, and social engagements. Many people did so; I offered to
take her once a week.

Soon she could walk, but she wanted me to keep coming. I bring her the
Sunday paper (she pays me back, with cash and a wrapped piece of
chocolate); I watch for cars when we cross the street; I lift her walker
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down the two stairs from her front door. I have grown to enjoy her
anecdotes, her memories, her attitudes.

Eight years ago, Doris had surgery for a broken hip. The hospital soon put
her in a private room because her younger roommate complained that
Doris had too many visitors. Among them were park regulars, our state
senator, and a man who credits her for his victory over his landlord. He
avoided eviction: Doris is an expert on zoning and rent laws.

Two years ago, another fracture occurred. Medicare paid for six weeks of
physical therapy. When the six weeks were over, her therapist joked,
“Don’t break a bone again just to get me back.” She laughed; he is yet
another friend. She was happy to see him again when she recently scraped
her leg.

Doris defies stereotyping, which makes her an illustration of the theme of
this chapter. Each older person is unique, not just one of millions. Some
are frail, lonely, and vulnerable. But even the very old, with several
disabilities, may be like Doris — active, involved, and beloved. I hope to
be like her someday.
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Not a Puppet     One park regular is a puppeteer, Ricky Syers, who entertains hundreds of
tourists with an array of puppets. He recently made a puppet of Doris, one more bit of
evidence that the real Doris is beloved by many — and not controlled by anyone.
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Theories of Late Adulthood
Some elderly people run marathons and lead nations; others no

longer walk or talk. Social scientists theorize about this diversity.

Self Theories
Certain theories of late adulthood can be called self theories; they
focus on individuals, especially each person’s self-concept and
challenges to identity. One study found that as people grow older,
they feel that they are closer to their “authentic self” (Seto &
Schlegel, 2018). That particular study was limited in size and age
span, but other studies point in the same direction.

self theories
Theories of late adulthood that emphasize the core self, or the search to maintain
one’s integrity and identity.

Elders who feel more in control of their own life also are happier and
healthier. One study followed over a thousand people ages 40 to 85
for 15 years. Reduced sense of control correlated with more
loneliness and more dependence later on (Drewelies et al., 2017).

The Self and Aging
Ideally, people become more truly themselves with age. That is what
Anna Quindlen found:

It’s odd when I think of the arc of my life from child to young woman
to aging adult. First I was who I was, then I didn’t know who I was,
then I invented someone and became her, then I began to like what I’d
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invented, and finally I was what I was again. It turned out I wasn’t
alone in that particular progression.

[Quindlen, 2012, p. ix]

Of course, one person’s self-reflection on the “arc of life” should not
be taken as a general truth. However, substantial research on both
cognitive and personality traits find fluctuation earlier in life and then
stability in late adulthood (Briley & Tucker-Drob, 2017). Thus, older
people themselves think they are becoming more themselves (Cook,
2018).

For the oldest-old who suffer from numerous disabilities, maintaining
independence is crucial for the self because it signifies resilience
(Hayman et al., 2017). Many authors contend that the sense of self is
multifaceted, including a moral sense (“I am kind to others”), a
sensory sense (“I enjoy jazz”), an interactive self (“I am a wife”), and
an autobiographical self (“I graduated from college”) (Gallagher,
2013; Neisser, 1988). All of these are evident in older adults.

Even those with neurocognitive disorders seek to preserve the self
when memory and health disappear (Strohminger & Nichols, 2015;
Tippett et al., 2018). People can be clearly impaired by Alzheimer’s
and still appreciate flowers, or ice cream, or music as they always
did.

Integrity
The most comprehensive self theory came from Erik Erikson. His
eighth and final stage of development, integrity versus despair,
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requires adults to integrate their unique experiences with their
community concerns (Erikson et al., 1986/1994). The word integrity
is often used to mean honesty, but it also means a feeling of being
whole, not scattered, comfortable with oneself. The virtue of old age,
said Erikson, is wisdom, which implies a broad perspective.

integrity versus despair
The final stage of Erik Erikson’s developmental sequence, in which older adults
seek to integrate their unique experiences with their vision of community.

As an example of integrity, many older people are proud of their
personal history. They glorify their past, boasting about bad
experiences such as skipping school, taking drugs, escaping arrest, or
being beaten with a belt. Feeling pride at having overcome past
problems may explain an interesting finding: Several studies report
that depression is more common in middle age than in late adulthood.
A sense of mastery is protective of the self (Nicolaisen et al., 2017;
Blanchflower & Oswald, 2017).



1989

Always Himself     Leading nonviolent protest is a sign of lifelong integrity for John
Lewis. In his early 20s, he was beaten and arrested dozens of times as he sought civil
rights for African Americans. At age 23, he spoke at the 1963 March on Washington,
when Martin Luther King, Jr. proclaimed his dream. In this photo, at age 73, he is at the
unveiling of a stamp commemorating that march 50 years earlier. Lewis was elected to
represent Georgia in the U.S. Congress in 1986 and has been reelected 15 times. At age
76, he led a sit-in on the Congressional floor, asking the leadership to allow discussion
and a vote on a bill to require background checks for gun ownership. He has not
succeeded … yet.

This may be particularly true for the current cohort of U.S. women
aged 65 and older. Women generally are less likely to reach such
overwhelming despair that they take their own lives, but this is
particularly true in late adulthood. In 2016, older women died by
suicide about half as often as women aged 45 to 64 (5.3 compared to
9.9 per 100,000) (National Center for Health Statistics, 2018).
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As Erikson explained it, self-glorifying memories and self-acceptance
counteract despair, because “time is now short, too short for the
attempt to start another life” (Erikson, 1993a, p. 269). For every
stage, the tension between the two opposing aspects (here integrity
versus despair) propels growth. In this final stage,

life brings many, quite realistic reasons for experiencing despair:
aspects of a past we fervently wish had been different; aspects of the
present that cause unremitting pain; aspects of a future that are
uncertain and frightening. And, of course, there remains inescapable
death, that one aspect of the future which is both wholly certain and
wholly unknowable. Thus, some despair must be acknowledged and
integrated as a component of old age.

[Erikson et al., 1994, p. 72]

Integration of death and the self is the crucial accomplishment of
Erikson’s eighth stage. The life review (explained in Chapter 24) and
acceptance of death (explained in the Epilogue) are crucial aspects of
the integrity envisioned by Erikson (Zimmermann, 2012).

Self theory may explain why many of the elderly strive to maintain
childhood cultural and religious practices. For instance, grandparents
may painstakingly teach a grandchild a language that is rarely
spoken, or they may encourage the child to repeat traditional rituals
and prayers. In cultures that emphasize newness, elders worry that
their traditional values will be lost and thus that they themselves will
disappear.

As Erikson wrote, the older person
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knows that an individual life is the accidental coincidence of but one
life cycle with but one segment of history and that for him all human
integrity stands or falls with the one style of integrity of which he
partakes…. In such a final consolation, death loses its sting.

[Erikson, 1993a, p. 268]

Holding On to the Self
Most older people consider their personalities and attitudes quite
stable over their life span, even as they acknowledge physical
changes of their bodies and lapses in their minds (Klein, 2012). One
103-year-old woman, wrinkled, shrunken, and severely crippled by
arthritis, displayed a photo of herself as a beautiful young woman.
She said, “My core has stayed the same. Everything else has
changed” (quoted in Troll & Skaff, 1997, p. 166).
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Trash or Treasure?     Tryphona Flood, threatened with eviction, admitted she’s a
hoarder and got help from Megan Tolen, shown here discussing what in this four-room
apartment can be discarded. Flood sits on the only spot of her bed that is not covered
with stuff. This photo was taken midway through a three-year effort to clean out the
apartment — the clutter was worse a year earlier.

Many older people refuse to move from drafty and dangerous
dwellings into safer apartments, because leaving old places means
abandoning personal history. They keep objects and papers that a
younger person would throw away, a habit now labeled compulsive
hoarding.

compulsive hoarding
The urge to accumulate and hold on to familiar objects and possessions, sometimes
to the point of their becoming health and/or safety hazards. This impulse tends to
increase with age.
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Hoarding may seem irrational, but it may signify an attempt to
maintain the self (see A Case to Study). Likewise, elders may refuse
surgery, chemotherapy, or medicine because they fear anything that
might distort their thinking or emotions: They want to be themselves,
even if it shortens their life.

A CASE TO STUDY

Saving Old Newspapers
My friend Doris (in the opening anecdote) keeps old newspaper clippings,
records (many of which she recently sold to a music collector), and many other
things. She has accumulated these possessions over the 40 years she has lived
in a small apartment, about 200 square feet in total, with almost every surface
covered.

To her, all of her saved items are meaningful; she sometimes offers them to
libraries and other institutions. She lives alone, with two cats. Do you
remember that she sends hundreds of greeting cards? She also receives
hundreds, displayed all around her small space and only taken down when
each holiday is over. Is that a problem?

A social worker might label that compulsive hoarding, which until recently
was not considered a disorder. Many elderly hoarders grew up during the Great
Depression and World War II. Saving, rationing, and reusing meant survival
and patriotism, and homes typically had attics or basements with space for old
magazines, clothes, toys, and knickknacks. Sayings like “a penny saved is a
penny earned” were passed down as wisdom from one generation to the next.

Saving is no longer admired; pennies on the street are rarely picked up. Unlike
all previous editions, the fifth edition of the DSM classifies hoarding as a
psychological disorder (American Psychiatric Association, 2013, pp. 247–
251). In the twenty-first century, expiration dates are stamped on food and
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drugs; electronics, from computers to televisions, are designed to become
obsolete quickly.

Is saving old objects a sign of mental illness? Perhaps the elderly are
expressing values formed decades ago. As an expression of the self, hoarding
may bring emotional satisfaction (Frost et al., 2015), the same joy a younger
person might get from buying the latest smartphone.

Self theory might suggest that keeping possessions is part of self-expression.
The elderly seek to maintain childhood mores, lifelong habits, and past history.
Faded photographs and chipped china may help them do that.

However, there is evidence that hoarding correlates with social isolation and
many physical and psychological problems (Roane et al., 2017). In today’s
smaller dwellings, there is no space for extra possessions. A hoarder cannot
have friends over for visits (no room) and may be embarrassed for anyone to
see his or her home (at least Doris lets me in; she asks me to change the cats’
water).

Because stacks of old papers and junk can attract dirt, mold, and small insects
(not to mention pose a fire hazard), I thought of offering to help Doris get rid
of her stuff. But then I realized that would be too painful for both of us.

I understand the general conclusions from the research: Hoarding may signify
pathology, including social isolation that worsens over time. But to me, Doris’s
stacks of papers are part of her maintenance of identity, not hoarding. My view
may be distorted; everyone sometimes ignores evidence when it applies to
people they love. Have I lost my scientific mind?

Socioemotional Selectivity Theory
Another self theory is socioemotional selectivity theory (Carstensen,
1993), which is the idea that older people select familiar social
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contacts who reinforce their generativity, pride, and joy. As
socioemotional theory would predict, when people believe that their
future time is limited, they think about the meaning of life and decide
that they should appreciate family and old friends, thus furthering
their happiness.

socioemotional selectivity theory
The theory that older people prioritize regulation of their own emotions and seek
familiar social contacts who reinforce generativity, pride, and joy.

THINK CRITICALLY: Does the positivity effect avoid reality?

An outgrowth of both socioemotional selectivity and selective
optimization is known as the positivity effect. The elderly perceive,
prefer, and remember positive images, memories, and experiences
more than negative ones (Reed et al., 2014; Carstensen & DeLiema,
2018). Unpleasant experiences are ignored, forgotten, or
reinterpreted.

positivity effect
The tendency for elderly people to perceive, prefer, and remember positive images
and experiences more than negative ones.

The sense of self is crucial, not only for happiness but also for
survival. A study of centenarians found that social and personal
beliefs were at least as important for a long life as biology. Believing
that one can still do things oneself — and that other people recognize
one’s individuality — is life-sustaining (Yorgason et al., 2018).
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Stratification Theories
Self theories focus on the individual, specifically how each person’s
unique and positive perceptions help them cope with age. This
contrasts with another set of theories called stratification theories,
which emphasize social forces that position each person in a social
stratum or level. That positioning creates disadvantages for some and
advantages for others.

stratification theories
Theories which emphasize that social forces, particularly those related to a person’s
social stratum or social category, limit individual choices and affect a person’s
ability to function in late adulthood because past stratification continues to limit life
in various ways.

Stratification begins in the womb, as “individuals are born into a
society that is already stratified — that is, differentiated — along key
dimensions, including sex, race, and SES” (Lynch & Brown, 2011, p.
107). Indeed, stratification affects the prenatal environment, so some
newborns already suffer from being born to a disadvantaged mother.

Stratification can arise from gender, ethnicity, immigration history,
income, or age. Intersectionality is evident. Each of types of
stratification can occur with other types, creating double, triple, or
quadruple jeopardy.

Gender Stratification
Older women are typically financially disadvantaged. Many of them
spent years as unpaid caregivers, and when they had jobs, their
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earnings were low. They are also more often victims of benevolent
ageism (“sweet old lady”) than men are (“dirty old man”).

Why do adult children urge their widow mothers more than their
widower fathers to live with them? Is that sexist? It is not logical, as
men are more likely to experience a sudden health crisis, and thus
living alone is more dangerous for them.

Gender stratification may harm males in another way, however. Boys
are taught to be stoic, repressing emotions. Later in life, they avoid
medical attention, thus shortening their lives (Hamm et al., 2017).
Males die more often than females at every age, yet in 2016 in the
United States about twice as many men as women never saw a doctor
(19 percent versus 10 percent) (National Center for Health Statistics,
2018).
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Twice Fortunate     Ageism takes many forms. Some cultures are youth-oriented and
devalue the old, while others are the opposite. These twin sisters are lucky to be alive:
They were born in rural China in 1905, a period when most female twins died. When
this photo was taken, they were age 103, and fortunate again, venerated because they
have lived so long.

Thus, all older people are affected adversely by gender stratification.
One final example: Young women typically marry men who are a few
years older and then outlive them by several years. A few decades
ago, married women relied on their husbands to manage money, and
men relied on their wives for cooking, laundry, health care, and so on,
making each dependent on the other.

Partly because of past gender stratification, when one spouse of a
long-married couple dies, the other is more vulnerable to death
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compared to other people of the same age, health, and SES. If the
survivor is a man (the case about one-fourth of the time), he is even
more likely to die before his time than a widow is (Boyle et al.,
2011).

Ethnic and Income Stratification
For many reasons, people of minority ethnicity are more often poor
than those of majority ethnicity. A child who is born into a poor
family is likely to be poor lifelong. Thus, both income and ethnic
stratification keep some people at the bottom of the social hierarchy.
For example, racial and income discrimination reduce quality of
education, health of neighborhoods, wages earned — and the effects
of past poverty accumulate and spread, affecting the current lives of
older adults who were poor decades ago.

Consider one detailed example: home ownership, a source of
financial security for many seniors. Fifty years ago, stratification
prevented many young-adult African Americans from buying homes.
They rented instead, which did not build housing equity. They could
not obtain a reverse mortgage, which provides an additional income
for elders who own a home.

About forty years ago, new laws reduced housing discrimination,
which meant that many middle-aged African Americans bought
homes. However, at that point, mortgages had high interest rates but
were easy to obtain. Thus, the foreclosure crisis that began in 2007
fell particularly hard on African Americans, whose homes were
“under water” — more money owed than the houses were worth.
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Of course, the causes of the housing crisis went far beyond past
ethnic discrimination. Nonetheless, some suggest that this is a new
example of an old story: past stratification causing late life poverty
(Forrest, 2018; Saegert et al., 2011).

A related problem for the poorest elderly, White as well as Black, is
that few had long-lasting jobs that qualified for Social Security
benefits or pensions. Thus, they lack an important source of income
for many middle-class older Americans. Further, people who were
poor decades ago could not save for late adulthood (Haushofer &
Fehr, 2014). No matter what ethnicity, income stratification weighs
heavily on the low-income oldest-old: They cannot afford being alive
after age 80.

Age Stratification
Ageism and age segregation also affect every older person. Even
middle-SES men who had good jobs and benefits find that income
builds with seniority and then drops: Retirement pensions are
significantly lower than peak earnings.

For everyone, health care costs increase with age. Medicare does not
pay for all medical expenses. The various drugs and devices that have
led to better lives are least likely to be covered by medical plans that
were developed a few decades ago.

The most controversial version of age stratification is disengagement
theory (Cumming & Henry, 1961), which holds that as people age,
four significant changes occur: (1) Traditional roles become
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unavailable; (2) the social circle shrinks; (3) coworkers stop relying
on elders; and (4) adult children turn away to focus on their own
children. Meanwhile, older people become less mobile and less able
to engage in social interaction.

disengagement theory
The view that aging makes a person’s social sphere increasingly narrow, resulting in
role relinquishment, withdrawal, and passivity.

According to this theory, disengagement is a mutual process, chosen
by both adult generations. Thus, younger adults disengage from the
old, who themselves disengage, withdrawing from life’s action.

Disengagement theory provoked a storm of protest. Many
gerontologists insisted that older people need and want new
involvements. They proposed an opposing theory, activity theory,
that the elderly seek to remain active. According to activity theory, if
the elders disengage, they do so unwillingly and suffer because of it
(Kelly, 1993; Rosow, 1985).

activity theory
The view that elderly people want and need to remain active in a variety of social
spheres — with relatives, friends, and community groups — and become withdrawn
only unwillingly, as a result of ageism.

The evidence supports activity theory. Most studies of the elderly find
that being active correlates with happiness, intelligence, and health.
Disengagement is more likely among those low in SES, another
harmful outcome of past economic stratification (Clarke et al., 2011).
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Resisting Jeopardy     These men and women in Beijing, China, are gathering at dawn
for a prayer meeting. Like many of the elderly who identify with a particular ethnic
group, their community is a powerful antidote to the harm of stratification.

Double and Triple Jeopardy?
Every form of stereotyping makes it more difficult for people to
break free from social institutions that assign them to a particular
path. The results are cumulative over the entire life span, severely
harming those who suffer several forms of discrimination.

 Especially for Social Scientists: The various social science
disciplines tend to favor different theories of aging. Can you tell which
theories would be more acceptable to psychologists and which to
sociologists? (see response, page 658)
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The idea of intersectionality, explained in Chapter 1, may apply. One
scholar contends, “[W]omen … are much more likely to live in
households that fall below the federal poverty line. Black and
Hispanic women are particularly vulnerable” (Jackson et al., 2011, p.
93).

But not everyone agrees. In fact, one scholar suggests that older
African American women in the United States have the best mental
health of all. He does not think that “stratification systems such as
gender, race and class” result in high risk for older adults. Instead,
“multiple minority statuses affect mental health in paradoxical ways
… that refute triple jeopardy approaches” (Rosenfield, 2012, p. 791).

Overall, past stratification might buffer the problems of old age.
Might those who were stratified in adulthood develop coping
strategies, such as being able to laugh at problems and establishing
strong social bonds that improve late adulthood? That would reverse
the effect of stratification.

Indeed, immigrant elders generally are happier with their lives than
nonimmigrants, a phenomenon called the happiness paradox (Calvo
et al., 2019). As you see, stratification theories may not describe the
actual experience of many elders.

WHAT HAVE YOU LEARNED?

1. How does Erikson’s use of the word integrity differ from its usual
meaning?
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2. How does hoarding relate to self theory?

3. Is there any harm in older people striving to become themselves?

4. Which type of stratification is most burdensome: economic, ethnic, or
gender?

5. How can disengagement be mutual?

6. If activity theory is correct, what does that suggest older adults should
do?

7. What is the evidence for and against stratification theory?
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Activities in Late Adulthood
As you have read, most elders are active and independent. That might

surprise emerging adults, who see few gray hairs at sports events, political
rallies, job sites, or midnight concerts. Ageism leads young people to
imagine older people sitting quietly at home. This is not so, especially for
the current cohort of elders. Large-scale research finds that, if anything,
elders are more socially engaged than younger generations (Ang, 2019).

Working
A significant proportion of the elderly continue working, because work
provides social support and status. Others retire from full-time, paid
employment but remain productive in other ways.

Paid Work
The employment rate for older workers has risen since 2005 (see Figure
25.1), largely because workers want or need to keep earning money.
Pensions — federal as well as private — are less secure than they once
were, and many investments have not worked out well. Health care
expenses are costly, especially in the United States.
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FIGURE 25.1

Not Ready to Quit     An increasing number of elders are still in the labor force. Why? Do
they enjoy the work? Do they need the money? Are they healthier than previous cohorts? Has
age discrimination been reduced? Or do more older people enjoy the status and friendships of
employment?

Data from U.S. Bureau of Labor Statistics, January 18, 2019.

Description
The vertical axis lists percentages from 0 to 35 in 5-point increments. The
horizontal axis shows four dates - 1996, 2006, 2016, and 2026 (projected).
Each years has two vertical bars - one for ages 65 to 74, and one for ages
75+. The approximate data are as follows:1996 - Ages 65-74 (17.5 percent),
Ages 75+ (5 percent)2006 - Ages 65-74 (24 percent), Ages 75+ (6
percent)2016 - Ages 65-74 (26 percent), Ages 75+ (9 percent)2026
(projected) - Ages 65-74 (30.5 percent), Ages 75+ (10.5 percent)
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That is one reason why some people keep working past age 62 (the age at
which many people claim Social Security and pensions). Surprisingly,
increasing rates of employment over time are particularly apparent in
older women, who are twice as likely to be employed as older women
were 20 years ago. (For women aged 75 to 79, the rate increased from 5
percent to 10 percent.)

Adequate income is a crucial predictor of health and happiness in late
adulthood. Nonunionized, low-wage workers (who need the income) and
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professionals (who welcome the status) are especially likely to stay
employed in their 60s (Komp et al., 2010).

Retirement
The United States is one of the few developed nations that does not
mandate a particular age for retirement (except in some occupations, such
as firefighters and airplane pilots). Many older adults continue working
until they believe that their retirement income is adequate, or until health
concerns prompt them to quit.

Family connections also matter, as linked lives (first described in Chapter
19) continue. Generally, fathers tend to work a little longer than other
men, perhaps because they want income to support their adult children.

Mothers, on average, tend to retire a little earlier than other women,
perhaps because they become caregivers (Hank & Korbmacher, 2013).
Many women leave full-time jobs in order to provide care for
grandchildren (Hochman & Lewin-Epstein, 2013).

Some retirees work part time or become self-employed, with small
businesses or consulting work. Some employers provide bridge jobs,
enabling older workers to transition from full employment. Crafting an
employment bridge, or consulting work, is an option that is more available
to highly educated, long-term employees; thus, SES continues to stratify
older people (Calvo et al., 2018).
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The Best New Hire     Clayton Fackler, age 72, is shown here at his new job, a cashier at a
Wal-Mart in Bowling Green, Ohio. He is among thousands of elderly people hired by that
corporation, in part because retired seniors are reliable workers. They are also more willing
than younger adults to work for minimum wage at part-time hours — a boon for employers
but not for young adults.

Employment in late adulthood varies markedly, with many older workers
convinced that age discrimination is common. In some occupations,
physical ability is crucial and expertise is minimal: In those occupations,
older workers are rarely hired and often fired. In other jobs, the experience
and reliability of older workers (who are less often absent, late, or
hungover) make them particularly valuable (Dingemans et al., 2016;
James et al., 2011).

A longitudinal study of older adults in the Netherlands before and after
retirement found that self-esteem decreased in the five years before
retirement (Bleidorn & Schwaba, 2018). Then, for many, self-esteem rose
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after retirement because they no longer experienced work–family
conflicts: Apparently many older workers found it hard to be a good
worker, spouse, and grandparent simultaneously, and they were happy to
stop working.

Thus, retirement was a relief for many — but not everyone. Some
followed the opposite trajectory — decreasing in self-esteem —
presumably because the socialization and status of employment were lost.
Note that this study, which generally found that retirement increased
happiness, was of workers in the Netherlands, where public support for
retirees is extensive.

The social context (particularly culture, pensions, and health care) makes a
difference everywhere in how older adults feel about retirement. For those
reasons, retirement often increases self-esteem in many nations of Europe
and North America but decreases it in many Asian nations (Mukku et al.,
2018).

Volunteer Work

THINK CRITICALLY: Can you think of another definition of volunteering
that would increase the rate for elderly adults?

Volunteering provides some of the benefits of paid employment
(generativity, social connections). Longitudinal as well as cross-sectional
research finds a strong link between volunteering, health, and well-being,
especially for older adults (Russell et al., 2019; Kahana et al., 2013;
Tabassum et al., 2016). A regular volunteer commitment to a social-
service organization, religious institution, or community group is best.
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One meta-analysis found that volunteering cuts the death rate in half. Even
when various confounds (such as marital status and health before
volunteering) were taken into account, being a volunteer correlated with a
longer and healthier life (Okun et al., 2013).

In one project, older people interested in “active retirement” attended a
two-hour session that explained the benefits of volunteering, the
importance of planning and initiative, and various ways to find an activity
that suited one’s values and preferences. They were given a list of nearby
volunteer opportunities (Warner et al., 2014).

Six weeks later, the rate of volunteering among the attendees had doubled.
Some began volunteering for the first time. Many who already had been
volunteers increased their commitment.

Sadly, without encouragement, many elders do not volunteer. Data from
the United States found that only 24 percent of those over age 64
volunteered for any organization even once in 2015 (U.S. Bureau of Labor
Statistics, February 25, 2016) (see Figure 25.2).

FIGURE 25.2
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Official Volunteers     As you can see, older adults volunteer less often than do
middle-aged adults, according to official statistics. However, this counts people
who volunteer for organizations — schools, churches, social service groups, and
so on. Not counted is help given to friends, family members, neighbors, and even
strangers. If that were counted, would elders have higher rates than everyone
else?

Data from U.S. Bureau of Labor Statistics, February 25, 2016.

Description
The vertical axis lists percentages from 0 to 35 in 5-point increments. The
horizontal axis shows six age ranges, and each one has a bar for men and
another for women. The ages and approximate data are as follows:16 to 24
years: Men (19.5 percent); Women ( percent)25 to 34 years: Men (23
percent); Women (25.5 percent)35 to 44 years: Men (24.8 percent); Women
(33.5 percent)45 to 54 years: Men (24.8 percent); Women (31 percent)55 to
64 years: Men (22.5 percent); Women (27 percent)65+ years: Men (22.5
percent); Women (24.5 percent)
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 Observation Quiz: When is the gender gap least evident? (see answer, page
658) 

Overall, people are more likely to volunteer if they are married, employed,
and middle-aged. About half of all volunteers did so because someone in
the organization asked them — which should alert everyone who wants to
know how to help elders and organizations.

Home Sweet Home
One of the favorite activities of many retirees is caring for their own
homes and personal needs. Typically, all adults do more housework and
meal preparation (less fast food, more fresh ingredients) after retirement
(Luengo-Prado & Sevilla, 2012). They go to fewer restaurants, stores, and
parties, because they like to stay put.

Older adults do yard work, redecorate, build shelves, hang pictures,
rearrange furniture. One study found that husbands did much more
housework and yard work when they retired. Surprising, although
husbands helped more around the house, their wives did not reduce their
work. Apparently, couples find more things to do when they have more
time to do them (Leopold & Skopek, 2015b).
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Gardening is popular: More than half of the elderly in the United States do
it. Growing flowers, herbs, and vegetables is productive because it
involves creativity, exercise, and social interaction (Schupp & Sharp,
2012; Miller et al., 2018).

Aging in Place
In keeping up with household tasks and maintaining property, almost all
older people — about 90 percent, even when they are frail — prefer to age
in place rather than move. That means they like to stay in their own
homes.

age in place
To remain in the same home and community in later life, adjusting but not leaving when
health fades.

The preference for aging in place is evident in state statistics. Of the 50
states, Florida has the largest percentage of people over age 65, many of
whom moved there not only for the climate but also because they already
knew people there. The next three states highest in proportion of
population over age 65 are Maine, West Virginia, and Pennsylvania, all
places where older people have aged in place.

Fortunately, aging in place has become easier. One successful project sent
a team (a nurse, occupational therapist, and handyman) to vulnerable aged
adults, who then became better able to take care of themselves at home,
avoiding nursing homes and hospitals (Szanton et al., 2015). Elders
themselves use selective optimization with compensation as they envision
staying in their homes despite age-related problems (Fiske et al., 2015).
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Imagining the Future     Couples like this one in Quebec, Canada, often build new homes
with modifications in their current neighborhoods so that they can age in place for 20 or more
years. Note that the younger man in this photo (the architect) is pleased to show them a model
of their new home — no stairs and fewer bedrooms.

About 4,000 consultants are now certified by the National Association of
Homebuilders to advise about universal design, which includes making a
home livable for people who find it hard to reach the top shelves, to climb
stairs, to respond to the doorbell. Non-design aspects of housing — such
as bright lights without dangling cords, carpets affixed to the floor, and
seats and grab bars in the shower — also allow aging in place. [Life-Span
Link: Universal design is described in Chapter 23.]

Public policy affects all of the elderly. Laws reduce rents; transportation is
provided; aides, therapists, and meal services come to homes. Doris
(opening anecdote) tells me that none of these public policies works as
well in practice as in pronouncements. Nonetheless, she — and many
others — could not age in place without them.
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NORCs
Some homes have become part of a naturally occurring retirement
community (NORC). A NORC develops when young adults move into a
new suburb or large building and then stay for decades. People in NORCs
may live alone after children leave and partners die. They enjoy home
repair, housework, and gardening, partly because their lifelong neighbors
notice the new curtains, the polished door, the blooming rose bush.

naturally occurring retirement community (NORC)
A neighborhood or apartment complex whose population is mostly retired people who
moved to the location as younger adults and never left.

Many of the older adults in VIDEO: Active and Healthy Aging: The Importance
of Community frequent senior centers for continual social contact, and some benefit
from volunteering.

If low-income elders are in a NORC within a high-crime neighborhood,
they and their neighbors sometimes form a protective social network.
NORCs can be granted public money to replace after-school karate with
senior centers, or piano teachers with visiting nurses, if that is what the
community needs (Greenfield et al., 2012; Vladeck & Altman, 2015).

Religious Involvement
The old-old attend fewer religious services than do the young-old, but
faith and praying increase over the life span. For example, two-thirds of
Americans over age 65 pray every day, as do only about one-third of those
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in their 20s (Pew Research Center, November 3, 2015). Many elders study
religious texts.

The psychological construct of attachment has been applied to late-life
religious activity. Remember that attachment was described Chapter 7:
Some babies are securely attached to their caregivers and some are not. In
late adulthood, attachment can describe a person’s relationship with God
(Granqvist & Kirkpatrick, 2013).

One study found that elders who feel securely attached to God (e.g.,
“When I talk to God, I know he listens to me”) are more likely to be
optimistic, accepting their faults but also feeling good about themselves
(Bradshaw & Kent, 2018). Another study found that prayer itself does not
seem to promote a sense of well-being. However, if prayer is part of a
personal attachment to God, it benefits the old (Bradshaw & Kent, 2018).

 Especially for Religious Leaders: Why might the elderly have strong faith
but poor church attendance? (see response, page 658)

Religious activity correlates with physical and emotional health in late
adulthood. Developmentalists have several explanations:

1. Religious prohibitions encourage good habits (e.g., less drug use).
2. Faith communities promote caring relationships.
3. Beliefs give meaning for life and death, thus reducing stress.

Religious identity and institutions are especially important for older
members of minority groups, who often identify more strongly with their
religious heritage than with their national or ethnic background. A nearby
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house of worship, with familiar words, music, and rituals, is one reason
that elders prefer to age in place.

Immigrants bring their religion with them. About one-third of all U.S.
Catholics are immigrants or children of immigrants, as are most U.S.
Hindus and Buddhists and many U.S. Muslims (Pew Research Center,
May 12, 2015). Although the average congregant in these newer groups is
younger than the average member of traditional U.S. Christian or Jewish
groups, in every religious group the elderly members tend to be most
devout.

Political Activity
It is easy to assume that elders are not political activists. Few turn out for
rallies, and only about 2 percent are active in political campaigns. By
other measures, however, the elderly are very political. More than any
other age group, they write letters to their representatives, identify with a
political party, and vote.
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Legacy and Politics Older adults are sometimes stereotyped as caring only for their own
political issues, such as Social Security. In fact, many care about the future world, as evident
here. These elders organized their protest on the same day in 2019 that thousands of teenagers
marched for the climate.

In addition, they keep up with the news. The Pew Research Center
periodically asks a cross section of U.S. residents questions about current
events and civic understanding. The elderly usually best the young. For
example, 73 percent of elders (65 and older) but only half as many (38
percent) of young adults (ages 18 to 29) knew that the vice president casts
the deciding vote if the U.S. Senate is split 50/50 (as it was in 2017 for
Secretary of Education Betsy DeVos’s confirmation) (Pew Research
Center, June 13, 2018).

Many government policies affect the elderly, especially those regarding
housing, pensions, prescription drugs, and medical costs. However,
members of this age group do not necessarily vote their own economic
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interests or vote as a bloc. Instead they are divided on most national
issues, including global warming, military conflicts, and public education.

Friends and Relatives
Companions are particularly important during old age. As socioemotional
theory predicts, the size of the social circle shrinks, but close relationships
are crucial. Bonds formed over the years allow people to share triumphs
and tragedies with others who understand and appreciate them. Siblings,
old friends, and spouses are ideal convoy members.

Long-Term Partnerships
For most of the current cohort of elders, their spouse is the central convoy
member, a buffer against the problems of old age. Even more than other
social contacts, a spouse is protective of health and well-being (Wong &
Waite, 2015).

Mutual interaction is crucial: Each healthy and happy partner improves the
other’s well-being (Ruthig et al., 2012). A lifetime of shared experiences
— living together, raising children, and dealing with financial and
emotional crises — brings partners closer.
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A Lover’s Kiss     Ralph Young awakens Ruth (left) with a kiss each day, as he has for most
of the 78 years of their marriage. Here they are both 99, sharing a room in their Indiana
residence, “more in love than ever.” Half a world away, in Ukraine (right), more kisses occur,
with 70 newly married couples and one couple celebrating their golden anniversary.
Developmental data suggest that now, several years after these photos, the two old couples are
more likely to be happily married than the 70 young ones.

Older couples have learned how to disagree, considering conflicts to be
discussions rather than fights. I know one example personally. Irma and
Bill are proud parents of two adults, devoted grandparents, and informed
about current events. They seem happily married, and they cooperate
admirably when caring for their grandsons.

However, they vote for opposing candidates. Irma explained: “We sit
together on the fence, seeing both perspectives, and then, when we vote,
Bill and I fall on opposite sides.” I can predict, long before the discussion,
who will fall on which side, but for them, the discussion is productive.
Their long-term affection avoids the polarization common among U.S.
voters who don’t know each other.

Older couples often find patterns of interaction that work for them. One
study found that older husbands were generally satisfied with their
marriages because their wives took good care of them, and wives were
satisfied because enjoyed taking care of their husbands (Carr et al., 2014).
This may seem sexist to younger people, but both partners may be content
with their interaction.

A couple together can achieve selective optimization with compensation.
For example, I know a couple in their early 90s. His memory is fading; her
legs are so weak that she has difficulty getting out of bed. If either had
been alone, he or she would need extensive care. However, the husband
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helps the wife move, and she keeps track of what needs to be done:
Together they need minimal outside help.

Intergenerational Relationships
Since the average couple now has fewer children, the beanpole family,
with multiple generations but with only a few members at each level, is
becoming more common (see Figure 25.3). Some children have no
cousins, brothers, or sisters but have a dozen older relatives. The result
may be stronger connections across generations.

FIGURE 25.3

Many Households, Few Members     The traditional nuclear family consists of two parents
and their children living together. Today, as couples have fewer children, the beanpole family
is becoming more common. This kind of family has many generations, each typically living
in its own household, with only a few members in each generation. In this example, the child
has zero relatives in his generation, but 17 elder relatives!
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Description
There are four columns in this chart. They are labeled, in order, Paternal
Line, Maternal Line, Number in Generation, and Approximate Age. There
are six rows under each column. The included information in each cell is as
follows (Column number: Row number):1:1 - no data1:2 - Great-great-
grandfather (widower)1:3 - Great-grandmother and Great-grandfather1:4 -
Grandmother and Grandfather1:5 - Aunt (father’s only sibling; not married);
Father1:6 - no data2:1 - Great-great-great-grandmother2:2 - Great-great-
grandmother (widow); Great-great-grandmother and Great-great-
grandfather2:3 - Great-grandmother (widow); Great-grandmother and Great-
grandfather2:4 - Grandfather and Grandmother2:5 - Mother (only child)2:6 -
Child (only child; no first cousins)3:1 - 1 surviving (31 have died)3:2 - 4
surviving (12 have died)3:3 - 5 surviving (3 have died)3:4 - All four alive3:5
- 3 surviving (none of this generation died)3:6 - 1 surviving4:1 - 1004:2 -
834:3 - 664:4 - 484:5 - 264:6 - 05:1 - 5:2 - 5:3 - 5:4 - 5:5 - 5:6 - 6:1 - 6:2 - 6:3
- 6:4 - 6:5 - 6:6 -
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As you remember, familism prompts family caregiving. One norm is filial
responsibility, the obligation of adult children to care for their aging
parents. As a cultural ideal, filial responsibility is strongest in Asia, but in
practice, Asians may be less likely to care for elderly parents than those in
Western cultures (Kim et al., 2015).

filial responsibility
The obligation of adult children to care for their aging parents.

Another norm that is strong among many grandparents is that the older
generation should help the younger ones. When the government provides
assistance for the aged (housing, pensions, and so on), the generations are
more involved with each other, not less (Herlofson & Hagestad, 2012).

Similarly, in nations where governments provide early-childhood
education, grandmothers are more likely to provide occasional child care.
In nations where the government does not provide care, fewer
grandmothers provide care, but those who do are likely to do so intensely
(Price et al., 2018).

As you also remember, older adults do not want to move in with younger
generations, doing so only if poverty or frailty require it. This is true not
only in the United States but worldwide, including in nations with a
tradition of adult children caring for elder parents.

Every generation values independence. But that does not mean that they
do not affect each other’s lives. Family links continue to be maintained in
the twenty-first century as they have always been (Berger, 2019; Timonen,
2018). Generally, financial assistance and help with daily life is more
likely to flow from older generations to younger ones, although much
depends on specific family dynamics.
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Grandparents and Great-Grandparents
Eighty-five percent of U.S. elders currently older than 65 are
grandparents. (The rate was lower in previous cohorts because the birth
rate fell during the 1930s, and it is expected to be lower again.) Almost all
grandparents provide some caregiving and gifts, unless the middle
generation does not allow it (Berger, 2019).

Same Situation, Far Apart: Happy Grandfathers     No matter where they are,
grandparents and grandchildren often enjoy each other partly because conflict is less likely, as
grandparents are usually not as strict as parents are. Indeed, Sam Levinson quipped, “The
reason grandparents and grandchild get along so well is that they have a common enemy.”

As with parents and children, specifics of the grandparent–grandchild
relationship depend on culture, personality, and age. Grandparents
typically are active caregivers of the youngest children; they provide
material support for the school-age children; and they offer advice and
encouragement while acting as a role model for the older grandchildren.

One of my college students realized this when she wrote:

Brian and Brianna are twins and are turning 13 years old this coming June.
Over the spring break my family celebrated my grandmother’s 80th birthday
and I overheard the twins’ talking about how important it was for them to
still have grandma around because she was the only one who would give
them money if they really wanted something their mom wasn’t able to give
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them…. I lashed out … how lucky we were to have her around and that they
were two selfish little brats…. Now that I am older, I learned to appreciate
her for what she really is. She’s the rock of the family and “the bank” is the
least important of her attributes now.

[Giovanna, personal communication]

In VIDEO: Grandparenting, several individuals discuss their close, positive
attachments to their grandchildren.

Sometimes past parent–child relationships provoke the middle generation
to cut off grandparent–grandchild interaction. However, developmental
research finds that:

1. Adults change over time, even in late adulthood. Grandparents can
become less, or more, strict, if needed to follow parental rules that
differ from their past practices. As with every human relationship,
mutual compromise and explicit communication are essential.

2. Relationships with the younger generations influence the emotional
and physical well-being of the older generations, and vice versa.
Heart problems, high blood pressure, sleepless nights, and even life
itself are affected by social interaction — sometimes reducing
problems, sometimes increasing them.

Friendship
Researchers on many groups of elderly people find that “friend
relationships are as important as family ties in predicting psychological
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well-being in adulthood and old age” (Blieszner et al., 2019). Spouses
often say that their mate is also their best friend, but when one partner dies
before the other, friends are more crucial than other relatives. Ideally,
elders have both.

Universal Needs     Hurray for grandparents who recognize that every generation needs to
connect — even though the hayride, the soda fountain, and the balcony of the movie theater
have all been replaced.

Nonetheless, the friendship circle shrinks every decade of adult life.
Elders are healthiest if some family friends (a favorite cousin, for
instance) are among their close friends, yet worse health correlates with a
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lack of nonfamily friends (Shiovitz-Ezra & Litwin, 2015). Older adults are
more likely to keep longtime friends than find new ones (Wrzus & Neyer,
2016), which is another reason why they like to age in place.

WHAT HAVE YOU LEARNED?

1. Why would a person want to keep working in late adulthood?

2. How does retirement affect the health of people who have worked all their
lives?

3. Who is more likely to volunteer and why?

4. What are the benefits and liabilities for elders who want to age in place?

5. How does religion affect the well-being of the aged?

6. How does the political activity of older and younger adults differ?

7. What is the usual relationship between older adults who have been partners for
decades?

8. Who benefits most from relationships between older adults and their grown
children?

9. Why do older people tend to have fewer friends as they age?
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The Frail Elderly
Remember the diversity of development in late adulthood? As you

just read, most aging adults are active in many venues, enjoying
supportive friends and family. But that is not true for everyone.

Now we turn to the frail elderly — those who are infirm, inactive,
seriously disabled. Most frail elders have several infirmities (taking
many medications is a predictor), but some have no diagnosed illness.

frail elderly
People over age 65, and often over age 85, who are physically infirm, very ill, or
cognitively disabled. Low energy is a key characteristic.

Better or Worse?     It depends. The advantage of having a motorized wheelchair is
that a person can stay engaged in life, even on the streets of Beijing, as shown here. The
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disadvantage is that riding may replace walking — but that is up to the person. This
man might be on his way to strength training at the gym, and if he gets there safely and
regularly, his electric wheelchair can add years to his life.

Frailty is defined by low energy. One sign is weight loss (especially
in men); another is extreme fatigue (especially in women); and a third
is difficulty walking (everyone). Before death, about one-third of the
elderly experience at least a year of frailty.

Activities of Daily Life
One way to measure frailty, according to insurance standards and
medical professionals, is by assessing a person’s ability to maintain
self-care. Gerontologists often assess five physical activities of daily
life (ADLs): eating, dressing, bathing, toileting, and moving
(transferring) from a bed to a chair.

activities of daily life (ADLs)
Typically identified as five tasks of self-care that are important to independent
living: eating, bathing, toileting, dressing, and transferring from a bed to a chair. The
inability to perform any of these tasks is a sign of frailty.

In part because mortality increases if a person cannot do the ADLs, a
mnemonic that is sometimes used is DEATH [dressing, eating,
ambulating (moving), toileting, hygiene (bathing)]. Sometimes
additional ADLs are included, such as brushing teeth, walking 50
feet, and putting on shoes.

If a person cannot perform one or more of the ADLs, it may be a
temporary problem that is common after a major illness. The ADLs
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are dynamic: Most people who have difficulty with an ADL are able
to recover (Dyer et al., 2016).

Recovery is especially likely if someone teaches people how to
recover — for instance, to don shoes without needing to reach way
down, or to get out of bed without pain or risking a fall. Physical
therapists show ways to accomplish self-care, recommend specialized
equipment, and teach exercises that increase the range of motion to
make tasks easier.

More important than ADLs may be the instrumental activities of
daily life (IADLs), which require intellectual competence and
forethought. Difficulty with IADLs often precede problems with
ADLs since planning and problem solving help frail elders maintain
self-care.

instrumental activities of daily life (IADLs)
Actions (for example, paying bills and car maintenance) that are important to
independent living and that require some intellectual competence and forethought.
The ability to perform these tasks may be even more critical to self-sufficiency than
ADL ability.

IADLs vary from culture to culture. In developed nations, IADLs
may include interpreting the labels on medicine bottles, preparing
nutritious meals, filling out tax forms, keeping track of investments
and expenses, scheduling doctor appointments, planning a route
home, or using a computer, a cell phone, or a microwave (see Table
25.1). In some nations, feeding one’s animals, following religious
rituals, and keeping the home clean, warm, and dry are IADLs.
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TABLE 25.1 Instrumental Activities of Daily Life in
Twenty-first-century United States

Domain Exemplar Task

Managing
medical care

Keeping current on checkups, including
teeth, ears, and eyes

Assessing supplements as good,
worthless, or harmful

Food
preparation

Evaluating nutritional information on
food labels

Preparing and storing food to prevent
spoilage

Transportation Comparing costs of car, taxi, bus, and
train

Determining quick and safe walking
routes

Communication Knowing when, whether, and how to use
landline, cell, texting, postal mail, e-mail

Programming speed dial for friends,
emergencies

Maintaining Following instructions for operating an
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household appliance

Keeping safety devices (fire
extinguishers, CO  alarms) active

Managing one’s
finances

Budgeting future expenses (housing,
utilities, etc.)

Completing timely income tax returns

Avoiding costly scams, unread magazines

Preventing Frailty
The ideal is to prevent frailty, with an elder healthy and self-sufficient
one day and dead the next, never frail. Instead, almost every older
person eventually has difficulty with ADLs or IADLs.

Prevention depends on everyone realizing that disability is dynamic
rather than static. Self-sufficiency is protected and extended if
individuals, families, and the larger community all do their part. We
focus on two examples: first an ADL (mobility) and second a
cognitive one (an IADL).

Muscle Weakness
The preeminent symptom of frailty is weakness. To some extent, that
is everyone’s problem: Muscles weaken with age, a condition called
sarcopenia. In fact, muscle mass at age 90 averages only half of what

2
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it was at age 30, with much of that loss occurring in late adulthood
(McLean & Kiel, 2015).

Bones and balance are impaired as well. Thus, elderly people are
more likely than younger people to fall, and they are more likely to
break a bone when doing so. As mentioned in Chapter 23,
osteoporosis (weak bones) is a common problem in old age, and
broken bones — particularly the hip bone — cause immobility and
morbidity, which sometimes lead to death.

Don’t Laugh     One of the impediments to life and health is the notion that people who
exercise must look young and attractive. This man is wise and brave, as well as
admirably balanced.

Mobility is crucial for ADLs and IADLs. Fortunately immobility can
be prevented. Some measures target bones directly: Drugs, diet,
exercise, and replacement of hips, shoulders, knees, and so on are all
common. Older people can choose to strengthen bones and balance,
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and other people can encourage such actions. However, often the
opposite happens. Elders move less because they fear falling, and the
social context encourages passivity.

For example, caregiving relatives might think they are benevolent if
they bring meals, buy a portable toilet, and get a remote control for a
large bedroom TV. The community may not provide affordable and
accessible housing, and may not build smooth sidewalks. The TV
news may highlight violent crime, further immobilizing the old.

Instead, individuals, families, and communities need to prioritize
active lives. A person could exercise daily, walking with family
members on pathways built to be safe and pleasant. A physical
therapist — paid by the individual, the family, or the government —
could prescribe exercises and equipment (a walker? a cane? special
shoes?) that keep an elder moving.

Extensive research has found again and again that lack of exercise
leads to lower quality of life, increasing both ADLs and IADLs. On
the other hand, exercise improves life and health, whether a person
ages in place or moves to a senior residence. Even the oldest-old who
suffer neurocognitive disorders and live in long-term care facilities
benefit from exercise (Traynor et al., 2018).

Cognitive Failure
All three — the elder, the family, and the community — could
prevent or at least postpone frailty, not only by improving mobility
but also by protecting the mind.
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Consider this example.

A 70-year-old Hispanic man came to his family doctor following a
visit to his family in Colombia, where he had appeared to be
disoriented (he said he believed he was in the United States, and he did
not recognize places that were known to be familiar to him) and he was
very agitated, especially at night. An interview with the patient and a
family member revealed a history that had progressed over the past six
years, at least, of gradual worsening cognitive deficit, which that
family had interpreted as part of normal aging. Recently his symptoms
had included difficulty operating simple appliances, misplacement of
items, and difficulty finding words, with the latter attributed to his
having learned English in his late 20s…. [His] family had been very
protective and increasingly had compensated for his cognitive
problems.

… He had a lapse of more than five years without proper control of his
medical problems [hypertension and diabetes] because of difficulty
gaining access to medical care….

Based on the medical history, a cognitive exam … and a magnetic
resonance imaging of the brain … the diagnosis of moderate
Alzheimer’s disease was made. Treatment with ChEI [cholinesterase
inhibitors] was started…. His family noted that his apathy improved
and that he was feeling more connected with the environment.

[Griffith & Lopez, 2009, p. 39]

Both the community (those five years without treatment for
hypertension and diabetes) and the family (making excuses,



2037

protecting him) contributed to major neurocognitive disorder that
could have been prevented or at least delayed.

Never Frail     This man is playing the recorder at an Easter celebration in Arachova, a
mountain town in Greece.

 Observation Quiz: It is impossible to be sure, but from what you see
and know there are seven clues that this man will never be frail. How many
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can you name? (see answer, page 658) 

Note that the man himself did not safeguard his health, and his family
allowed his neglect. They helped him arrange his Colombia trip,
which was the worst thing they could do, since change of routine and
locale are particularly disorienting to the elderly.

Caring for the Frail Elderly
Prevention is best, but it is not always sufficient. Some problems,
such as major neurocognitive disorder or severe heart failure, can be
postponed but not eliminated. Caregivers themselves are usually
elderly, and they often have poor health, limited strength, and failing
immune systems. Thus, an aging parent who cares for the other
parent needs help from the adult children long before a crisis.

Caregiving is especially difficult when IADLs are failing. If an elder
cannot perform an ADL, they know they need help. But if an elder
cannot do an IADL, they might not realize it. For example, they
might insist that they can file their taxes, and become angry if the
Internal Revenue Service finds fault.

CHAPTER APP 25

 Caring Bridge

IOS:
https://tinyurl.com/y2ntba95
RELEVANT TOPIC:
Caring for the frail elderly

https://tinyurl.com/y2ntba95


2039

This caregiver app enables users and their loved ones to stay in touch and
arrange for care — especially useful to those facing procedures and
rehabilitation and to older adults living alone. Multiple caregivers and family
members can share updates and encouragement, including via a guest book
with room for journal entries, medical updates, photos, stories, and tributes.

Filial Responsibility?
There are marked cultural differences in norms and practices
regarding care for the frail elderly, with some cultures expecting that
family will do it and others that the government should provide care.

Now that families are smaller and many daughters and daughters-in-
law are employed, a given couple may have several older relatives
but no siblings to share the burden of care. Fortunately, most elderly
relatives care for themselves. Those who not only provide self-care
but also believe that they are not dependent on their children are less
likely to become frail (Elliot et al., 2018).

Most of the elderly are cared for by their husbands and wives, who
are elderly themselves. This is not always for the best: Many
caregiving spouses feel they cannot leave their partner alone,
becoming homebound and isolated from their friends and family, who
visit less often and help even less. As one review explains:

Spousal caregivers report more emotional, physical, and financial
burden when compared with other caregivers, such as those who care
for their elderly parents. They experience greater isolation and less
help.
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[Glauber & Day, 2018, p. 537]

Whenever a person “does not want to be a burden,” that can lead to
not asking for needed care. Some older men, particularly, are fiercely
independent, refusing help from family, doctors, and technology
(such as walkers and hearing aids). That shortens their lives, as well
as the lives of their wives (Hamm et al., 2017).

Adult siblings may also fight over who provides care and how. In
general, in North America, brothers expect their sisters to care for
dependent elders, which can reactivate long-standing resentments.
The decision to move a parent to a care facility is a contentious one.

A Fortunate Man     Henk Huisman gets care from his wife, Ria, who is happy to
provide it. One reason is that this couple has three daughters, all of whom also help.
Another reason may be that they live in the Netherlands, which provides extensive
public assistance for everyone over age 65.
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Ironically, few family caregivers know how to care for a frail elder, so
the caregiver burden is often overwhelming, “a chronic stressor”
(Glauber & Day, 2018, p. 538).

The Role of the Government
There is no worldwide consensus about the role of the government in
senior care. In northern European nations, most elder care is provided
through a social safety net of senior day-care centers, senior homes,
and skilled nurses. In African cultures, families are fully responsible
for the aged. Daughters in North America and sons in Asia are
assumed to be primary caregivers, but the government is involved if
that is needed.

Even in ideal circumstances, family members disagree with each
other and with formal caregivers about appropriate nutrition, medical
help, and dependence. One family member may insist that an elderly
person never enter a nursing home, and that insistence may create
family conflict.

In the United States, governments do not intervene unless a crisis
arises. This troubles developmentalists, who study “change over
time.” From a life-span perspective, caregiver exhaustion and elder
abuse are predictable and preventable.

The ideal is integrated care, in which professionals and family
members cooperate to provide good individualized care, whether at a
long-term care facility, at the elder’s home, or at someone else’s home
(Lopez-Hartmann et al., 2012). Just as a physical therapist knows
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which specific exercises and movements improve mobility, a
professional can evaluate an impaired elder and figure out which
tasks are best done by a relative, which by the frail person
themselves, and which by a medical professional.

integrated care
Care of frail elders that combines the caregiving strengths of everyone — family,
medical professionals, social workers, and the elders themselves.

Multidisciplinary teams are needed because frail elders need medical,
social, and financial care, yet need to do as much of their own care as
possible (Pollina et al., 2017). Integrated care eases some of the
burden of caregiving, since the emotional stress is reduced when a
professional explains what is needed and who can do it.

In one study, a year after a professional planned and coordinated care,
family caregivers improved in their overall attitude and quality of
life. They spent the same amount of time in caregiving before and
after professional help, but their tasks changed, with more time spent
on household tasks (e.g., meal preparation and cleanup) and less on
direct care (Janse et al., 2014).
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Always There     This elderly man can simply push one button to speak with his doctor.

Professionals also know what is needed for elders to care for
themselves. For example, a pill container can be locked but then
opened when an alarm indicates that it is time to take the medicine.
That avoids both over- and undermedication, and thus fosters more
independence. Similarly, a large-screen video hookup can allow an
older person to age in place while the caregiver lives elsewhere,
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visiting in person when necessary. This screen can be activated day
and night, enabling more freedom for both the elder and the
caregiver, with companionship whenever desired.

Elder Abuse
As you see, caregiving can lead to resentment and social isolation.
That may increase rates of depression, sickness, and abuse (of either
the frail person or the caregiver). Abuse is likely if:

the caregiver suffers from emotional problems or substance
abuse;
the care receiver is frail, confused, and demanding;
the care location is isolated, where visitors are few.

Each of these factors increases the risk, and each of them is apparent
before abuse begins (Chen & Dong, 2017). Ironically, although
relatives are less able to cope with difficult patients than professionals
are, they typically provide round-the-clock care. Those most
vulnerable to abuse are older women who live with their caregivers
and who suffer from neurocognitive problems as well as medical ones
(Lachs & Pillemer, 2015).

Ideally, when one person becomes the caregiver, other family
members provide respite care. Instead they may avoid visiting. If they
suspect abuse, they may accuse the abuser, but they often keep
“family secrets,” avoiding outsiders.
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Some caregivers overmedicate, lock doors, and use physical
restraints, all of which may be abusive. That may lead to inadequate
feeding, medical neglect, or rough treatment. Obvious abuse is less
likely in nursing homes and hospitals, not only because laws forbid it
but also because workers are not alone and are not expected to work
24/7.

That statement may raise questions in your mind, because publicity is
likely to occur when an instance of abuse occurs in a hospital or long-
term care facility. However, most instances of abuse occur within
families and are never reported.

International research finds that elder abuse occurs everywhere. A
meta-analysis estimated the prevalence at 16 percent (Yon et al.,
2017). That number may be too high or too low because accurate
incidence data and intervention are complicated by definitions. If an
elder feels abused but a caregiver disagrees, who is right?

A CASE TO STUDY

A Trusted Sister
Most elder abuse is not physical, and some of the elderly are quiet, or lose
weight, or accuse others for reasons other than abuse. Often elder abuse is
financial, yet bankers, lawyers, and investment advisors are not trained to
recognize it or obligated to respond and notify anyone.

Generally, abuse cases do not reach the courts unless the abuse is ongoing and
extreme. Professionals and relatives alike hesitate to spot and then question a
family caregiver who spends the Social Security check, disrespects the elder,
or does not comply with the elder’s demands. At what point is this abuse?
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Typically, abuse begins gradually and continues unnoticed for years. Political
and legal definitions and remedies are not clear-cut (Dong & Simon, 2011).

Consider this example.

A sister [Mrs. Watson] made large withdrawals from her elderly brother’s bank
account. The victim, Mr Clark, was admitted to hospital after a serious fall. He
had cognitive impairment and subsequently his mental capacity deteriorated. His
sister began to look after his finances. Mrs Watson claimed that Mr Clark
intended for her to have the money which she withdrew, describing it as her
‘slush fund’. The Judge noted that Mr Clark was suffering from dementia and
therefore was vulnerable, he trusted his sister but she had betrayed his trust, and
she did not show remorse or appreciate that her actions were wrong, but acted out
of greed rather than need. Mrs Watson was sentenced to ten months under house
arrest followed by one year of probation. The Judge took into account that she
had no prior criminal record, was unlikely to reoffend, and had provided personal
care to her brother before he was admitted to hospital.

[Matthews, 2018, p. 75]

As you see, the judge and the sister disagree as to whether this was greed, not
need. Is a courtroom the best place to decide such a case? Developmental
scientists are working to define elder abuse (S. Han et al., 2019).

However, a recent review by the U.S. Preventive Services Task Force reported
“no valid, reliable screening tools in the primary care setting to identify abuse
of older or vulnerable adults without recognized signs and symptoms of abuse”
(U.S. Preventive Services Task Force, 2018, p. 1681).

In other words, although financial and emotional abuse is far more common
among elders than bruises and broken limbs, there is no good method to decide
whether abuse has occurred. This is a challenge for future scientists, including
some who are reading this book!
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Long-Term Care
Although more than 90 percent of elders are independent and live in
the community at any given moment, about 10 percent need some
institutional care. Nursing-home and rehabilitation stays are often for
less than a month after a few days in a hospital. However, some
elders need specialized institutional care for more than a year, and a
very few — the oldest and least capable — stay for 10 years or more.
Variations in such care are vast.

Nursing Homes
The trend in the United States and elsewhere is away from nursing
homes and toward aging in place. Currently, residents of nursing
homes tend to be the very old — at least age 85 — with significant
cognitive decline and several medical problems (Moore et al., 2012).
They also are disproportionately widows (because men are usually
married or remarried and die before their wives), with no capable
descendants.

Same Situation, Far Apart: Diversity Continues     No matter where they live, elders
thrive with individualized care and social interaction, as is apparent here. Lenore
Walker (left) celebrates her 100th birthday in a Florida nursing home with her younger
sister nearby, and an elderly chess player in a senior residence in Kosovo (right)
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contemplates protecting his king. Both photos show, in details such as the women’s
earrings and the men’s head coverings, that these elders maintain their individuality.

The skill of the staff, especially of the aides who provide frequent
personal care, is crucial: Such simple tasks as helping a frail person
out of bed can be done either clumsily and painfully or skillfully and
patiently. Currently, however, many front-line workers have little
training, low pay, and too many patients — and almost half leave
each year (Golant, 2011).

Currently in the United States, many aides in nursing homes are
immigrants, some with a limited understanding of the language or
background of the residents. One group who frequently work in
nursing home are those from Africa, which has a tradition of respect
for the aged. Immigrants from Africa tend to have trouble finding
other jobs, so working as an aide is a good first step, but they often
leave that job within a few years (Covington-Ward, 2017).

In North America, good nursing-home care is available for those who
can afford it and know what to look for. Some nursing homes provide
individualized, humane care, allowing residents to decide what to eat,
where to walk, whether to have a pet. Some excellent nonprofit
homes are subsidized by religious organizations.

 Especially for Those Uncertain About Future Careers: Would you
like to work in a nursing home? (see response, page 658)
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Good care encourages independence, individual choice, and privacy.
This is called “person-centered care” and is now a goal of most
nursing homes (Simmons & Rahman, 2014). As with day care for
young children, continuity of care is crucial: A high rate of staff
turnover is a bad sign.

At every age, relationships with other people are crucial: If the
residents have the same caregivers year after year, that improves
well-being. A nationwide survey of nursing-home residents found
that almost all thought it was very important that every effort be made
to provide continuity of care.

Quality care is much more labor-intensive and expensive than most
people realize. Variations are dramatic, primarily because of the cost
of personnel. According to John Hancock Life & Health Insurance
Company in 2015, the cost of a year in a private room at a nursing
home was $200,750 in Alaska and $56,575 in Louisiana. (Most
people think that Medicare, Medicaid, or long-term insurance covers
the entire cost — a gross misconception.)

Alternative Care
An ageist stereotype is that older people are either completely capable
of self-care or completely dependent on others. In actuality, everyone
is on a continuum, capable of some self-care and yet needing some
help.

Once that is understood, a range of options can be envisioned. Recall
the study cited in Chapter 24 that found that major NCD is less
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common in England than it used to be. That study also found that the
percentage of people with neurocognitive disorders in nursing homes
has risen (from 56 percent in 1991 to 65 percent in 2011) primarily
because of a rise in the number of oldest-old women in such places
(Matthews et al., 2013).

This means that more British elderly who need some care are now in
the community. This is good news for the elderly, for
developmentalists, and for the economy, because aging in place,
assisted living, and other options cost less and have individualized
care.

The number of assisted-living facilities has increased as the number
of nursing homes has decreased. Typically, assisted-living residences
provide private apartments for each person and allow pets and
furnishings as in a traditional home.

The “assisted” aspects vary, often one daily communal meal, special
transportation and activities, household cleaning, and medical
assistance, such as supervision of pill-taking and blood pressure or
diabetes monitoring, with a nurse, doctor, and ambulance if needed.
In the United States, these assistances incur additional expenses. As
the number of assisted-living places increases, a concern arises about
the lack of oversight (Han et al., 2017). As with nursing homes,
quality varies a great deal.
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Many Possibilities     This couple in Wyoming (left) sold their Georgia house and now
live in this RV, and this Cuban woman (right) continues to live in her familiar home.
Ideally, all of the elderly have a range of choices — and when that is true, almost no
one needs nursing-home care.

Assisted-living facilities range from group homes for three or four
elderly people to large apartments or townhouse developments for
hundreds. Almost every state, province, or nation has its own
standards for assisted-living facilities, but many such places are
unlicensed. Some regions of the world (e.g., northern Europe) have
many assisted-living options, while others (e.g., sub-Saharan Africa)
have almost none.

The first step in figuring out the best care — a step that should be
taken long before a person needs to move to a nursing facility — is to
invite a public health nurse to the home to assess needs. As one
advocate of personalized care wrote:

In the home, nurses sit around all kinds of kitchen tables, on rickety
wooden chairs and sleek bar stools, experiencing firsthand the diverse
ways people live, care and connect. Interactions with family, friends
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and neighbours are generally frequent — and in some cases, noticeably
absent.

[Sharkey & Lefebre, 2017, p. 11]

Overall, the emphasis in living arrangements is on selective
optimization with compensation. Elders need settings that allow them
to be safe, social, respected, and as independent as possible. Housing
solutions vary depending not only on ADLs and IADLs but also on
the elder’s personality and social network of family and friends. (The
photo on page 634 shows one of the best.)

We close with a wonderful example of family care and nursing-home
care at their best. A young adult named Rob related that his 98-year-
old great-grandmother “began to fail. We … thought, well, maybe she
is growing old” (quoted in Adler, 1995, p. 242). All three younger
generations decided that she should move to a nearby nursing home,
leaving the place she had lived for decades. She reluctantly agreed.

Fortunately, this nursing home did not assume that decline is always a
sign of “final failing” (Rob’s phrase). The doctors discovered that her
pacemaker was not working properly. Rob tells what happened next:

We were very concerned to have her undergo surgery at her age, but
we finally agreed…. Soon she was back to being herself, a strong,
spirited, energetic, independent woman. It was the pacemaker that was
wearing out, not Great-grandmother.

[quoted in Adler, 1995, p. 242]
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This story contains a lesson repeated throughout this book. Whenever
a toddler does not talk, a preschooler grabs a toy, a teenager gets
drunk, an emerging adult takes risks, an adult seeks divorce, or an
older person becomes frail, it is easy to conclude that it is normal.
Indeed, each of these possible problems is common at the ages
mentioned and may be appropriate and acceptable for some
individuals. But none should simply be accepted without question.
Each should also alert others to encourage talking, sharing,
moderation, caution, communication, or self-care. The life-span
perspective holds that, at every age, people can be “strong, spirited,
and energetic.”

WHAT HAVE YOU LEARNED?

1. What factors make an older person frail?

2. What are the basic differences between ADLs and IADLs?

3. Why might IADLs be more important than ADLs in deciding whether a
person needs care?

4. How is cognitive decline related to prevention of frailty?

5. What three factors increase the likelihood of elder abuse?

6. What are the advantages and disadvantages of assisted living for the
elderly?

7. What factors distinguish a good nursing home from a bad one?
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Chapter 25 Review

SUMMARY

Theories of Late Adulthood

1. Self theories hold that adults make personal choices in ways that
allow them to become fully themselves. One such theory arises
from Erikson’s last stage, integrity versus despair, in which
individuals seek integrity that connects them to the human
community.

2. Compulsive hoarding can be understood as an effort to hold onto
the self, keeping objects from the past that others might consider
worthless.

3. Stratification theories maintain that social forces — such as
ageism, racism, and sexism — limit personal choices throughout
the life span, keeping people on a particular level or stratum of
society.

4. Age stratification can be blamed for the disengagement of older
adults. Activity theory counters disengagement theory, stressing
that older people need to be active.

5. In late adulthood, some aspects of stratification theory seem apt,
but others do not.

Activities in Late Adulthood

6. At every age, employment can provide social and personal
satisfaction as well as needed income. Retirement may be
welcomed because it enables other activities.

7. Some elderly people perform volunteer work and are active
politically — writing letters, voting, staying informed. Many also
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value religious beliefs and practices.
8. Most of the elderly want to age in place. Many engage in home

improvement.
9. Older adults in long-standing marriages tend to be satisfied with

their relationships and to safeguard each other’s health. As a result,
married elders tend to live longer, happier, and healthier lives than
unmarried ones.

10. Friends and other relatives are important for health and happiness
lifelong. The social circle shrinks, but it may become deeper.

11. Relationships with adult children and grandchildren are usually
mutually supportive, although conflicts arise as well. Financial
support usually flows down the generational ladder.

The Frail Elderly

12. Most elderly people are self-sufficient, but some eventually
become frail. They need help, either with physical tasks (ADLs
such as eating and bathing) or with instrumental ones (IADLs such
as completing income taxes).

13. Care of the frail elderly is usually undertaken by adult children or
by spouses, who are often elderly themselves. Most families have a
strong sense of filial responsibility.

14. Elder abuse is a problem worldwide. It occurs because of a
combination of caregiver characteristics, care receiver
characteristics, and reluctance to get help when needed. Abuse can
be financial, physical, or emotional.

15. Nursing homes, assisted living, and professional home care are of
varying quality and availability. Good care for the frail elderly is
personalized, combining professional and family support while
recognizing diversity in needs and personality.
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KEY TERMS

self theories
integrity versus despair
compulsive hoarding
socioemotional selectivity theory
positivity effect
stratification theories
disengagement theory
activity theory
age in place
naturally occurring retirement community (NORC)
filial responsibility
frail elderly
activities of daily life (ADLs)
instrumental activities of daily life (IADLs)
integrated care

APPLICATIONS

1. Political attitudes vary by family and by generation. Interview several
generations within the same family about issues of national and local
importance, such as education, immigration, climate, or LGBTQ family
member. How do you explain the similarities and differences between
the generations? What is more influential: experience, SES, heritage, or
age?

2. People of different ages, cultures, and experiences vary in their values
regarding family caregiving, including the need for safety, privacy,
independence, and professional help. Find four people whose
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backgrounds (age, ethnicity, SES) differ. Ask their opinions and
analyze the results.

3. A major expense for many older people is health care, both routine and
catastrophic. Government payment for health care expenses (hospitals,
drugs, and preventive care) varies widely from nation to nation.
Compare two nations, your own and one other, on specifics of coverage
and on data that indicate the health of the elderly (rates of longevity,
diseases, etc.).

4. Visit a nursing home or assisted-living residence in your community.
Record details about the physical setting, the social interactions of the
residents, and the activities of the staff. Would you like to work or live
in this place? Why or why not?

Especially For ANSWERS

Response for Social Scientists (from p. 641): In general, psychologists
favor self theories, and sociologists favor stratification theories. Of course,
each discipline respects the other, but each believes that its perspective is
more honest and accurate.

Response for Religious Leaders (from p. 644): There are many possible
answers, including the specifics of getting to church (transportation, stairs),
physical comfort in church (acoustics, temperature), and content (unfamiliar
hymns and language).

Response for Those Uncertain About Future Careers (from p. 655): Why
not? The demand for good workers will obviously increase as the population
ages, and the working conditions are likely to improve. An important
problem is that the quality of nursing homes varies, so you need to make sure
you work in one whose policies incorporate the view that the elderly can be
quite capable, social, and independent.



2058

Observation Quiz ANSWERS

Answer to Observation Quiz (from p. 643): Late adulthood. The hard
question is why that is the case.

Answer to Observation Quiz (from p. 651): He has an activity that he
enjoys (recorder playing), he walks regularly (that walking stick), he
breathes unpolluted air (mountain town), he is religious (it is Easter, so he is
probably Greek Orthodox), his community values him (he was chosen to
play), he is male (men are more likely to die quickly), and he has a healthy
diet (the Mediterranean diet — with lots of fish, vegetables, and olive oil, the
healthiest diet we know). Of course, we cannot be certain, but chances are
this man has many more healthy years.

CAREER ALERT

The Developmental Scientist
The need for developmental scientists is apparent: Much more must be learned
about “how and why people — all kinds of people — change over time.” Would-
be researchers must become scholars who know what has already been studied —
earning at least a master’s degree. Leaders in developmental science almost
always need a Ph.D. as well.

Often scholars need further study as they work as “post-docs,” researching and
writing after their doctoral degree under the direction of a leading scientist at a
major university. Sometimes they work in government offices such as the Centers
for Disease Control or the Bureau of Labor Statistics. Sometimes they teach
developmental psychology at colleges, universities, or community centers.

Learning how to design valid research is an important beginning. Beyond the
basics described in Chapter 1, many details of valid research have been
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developed. For example, to achieve multicultural understanding, a scholar often
lives in another culture, absorbing its practices and values.

In research within that culture, words and phrases of questionnaires are typically
translated by a bilingual native speaker and then back-translated by someone else.
Back translation requires someone who is fluent in both languages to read the
translated text and restore it to English (or whatever the first language was) to
make sure the translation conveys the original meaning.

Then, in a pilot study, the questionnaire is administered to people who are similar
to those who will take it in the full study. They interpret the questions, raise
concerns, and suggest whether a particular question is misleading or whether the
entire direction of the study is off the mark. Experts in statistics are consulted to
suggest the proper analysis, as well as to advise how many participants are
needed. The scientists who undertake the research must read published studies,
consult colleagues, and work together.

In many instances, study participants do not know the goal of the research: They
are said to be “blind” to the experimenter’s goal. This deception prevents
conscious or unconscious efforts to either validate or undermine the study. An
ethical mandate is that any deception must be explained to the participants after
their involvement.

Scientists may need to be “blind,” as well: They do not directly interact with the
participants of the study so that they cannot inadvertently clue responses. The
entire endeavor requires many people to design, implement, and interpret the
research. This is where novice scientists are crucial. Depending on the particulars,
novices may do most of the hard work of implementing the design.

All of this is expensive: Some of the work of the scientist is to convince other
people (foundations, government, private philanthropists) to support a particular
study.

Another necessity is knowledge of statistics. There are many ways to analyze
numbers and verbal responses to ensure that results which seem conclusive are
really so. Those who wish to be developmental scientists study statistics for at
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least a semester — more often a year or longer. Some statistical measures are
shown in Table 1.4 on page 19, but there are many more.

Once a study is completed and analyzed and its conclusions are drawn, but before
it is published, the written report is subject to peer review. This means that other
scientists (peers) who are not involved in the study read the unpublished report,
make suggestions, and, finally, determine whether it is sufficiently well designed,
honest, and clear for publication.

If students are preparing to become developmental scientists, they are likely to
take courses in which they summarize and critique published studies so that they
are ready to be peer reviewers. In order to earn a Ph.D., a student must undertake
innovative research and write the results, usually in a thesis that is at least 100
pages long — more often double or triple that.

Most important of all is that the scientists follow ethical guidelines, always
protecting the participants. This is so crucial that some mandates are explained at
the end of Chapter 1 because everyone, scientist or not, must understand it.

Some who study this textbook will become developmental scientists, always
ethical but going far beyond the basics explained here. Some of the work is
tedious, some of the course requirements seem irrelevant, and some results of the
research are discouraging. However, for those who choose this career, the joy of
new discovery seems well worth the effort, and the potential reward — a better
life for thousands of people who benefit from the research — makes all of the
work worthwhile. Go for it!

VISUALIZING DEVELOPMENT

Living Independently After Age 65
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Description
The introduction is as follows: Most people who reach age 65 not only survive a
decade or more, but also live independently.Next is a shaded line graph that shows
the percent of adults alive after age 65, with the horizontal axis divided into four age
ranges – 65 to 74, 75 to 84, 85 to 94, and 95+. The vertical axis shows percentages
from 0 to 100 in 20-point increments. There are three shaded areas in the graph – no
impairment, moderate impairment, and serious impairment. To the right of the graph
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is a picture of a walker. The data are as follows:Of those who are 65 to 74, 65 percent
have no impairment, 20 percent have moderate impairment, and 15 percent have
serious impairment. Of those who are 75 to 84, 46 percent have no impairment, 23
percent have moderate impairment, and 20 percent have serious impairment. Of those
who are 85 to 94, 17 percent have no impairment, 20 percent have moderate
impairment, and 22 percent have serious impairment. Of those who are older than 95
years, 3 percent have no impairment, 2 percent have moderate impairment, and 7
percent have serious impairment.Under this chart is an area that describes the chart in
more detail, as follows: Age 65 - Of 100 people, in the next decade: Most will care
for all their basic needs. But, 35 will become unable to take care of at least one
instrumental activity of daily living (IADL) like household chores or taking care of
finances, or one activity of daily living (ADL) like bathing, dressing, or getting in
and out of bed. And 16 are so impaired that they need extensive care. 87 will survive
another decade. AGE 75 - Of the 87 people who survived, in the next decade: About
half will not need help caring for their basic needs. But 43 will become unable to take
care of at least one IADL or ADL. And half of these 43 become so impaired that they
require extensive care. 56 will survive another decade.AGE 85 - Of the 56 people
who survived, in the next decade: Most need help. 42 will be unable to take care of at
least one IADL or ADL. And 24 of them become so impaired that they require
extensive care. Only 11 will survive another decade. AGE 95 - Of the 11 people who
survived, in the next decade: Those who reach 95 live for about four more years, on
average. Most need some help, and about half require extensive care.Next is an area
discussing where older adults live, entitled, “With Whom? Where?” The text is as
follows: As you see, there are many ways to depict life after 65, but the overall
conclusion is thesame: Most older people function well, especially if they are in a
relationship with a partner who provides emotional and practical support, in the
community where they have always lived. It is also true that over age 85, most people
need some help. Under this is a horizontal bar graph entitled, “Living Arrangements
of Persons 65+.” The vertical axis has three age ranges – 65 to 74, 75 to 84, and 85+.
The horizontal axis shows percentages from 0 to 80 percent in ten-point increments.
Each age range has four bars, as follows:65 to 74 In group quarters – 2 percentAlone
– 21 percentWith spouse or partner – 72 percentWith nonfamily – 5 percent75 to 84
In group quarters – 3 percentAlone – 28 percentWith spouse or partner – 66
percentWith nonfamily – 3 percent85+In group quarters – 10 percentAlone – 39
percentWith spouse or partner – 48 percentWith nonfamily – 3 percentFinally there is
a map of the United States of America entitled, “Persons 65+ As A Percentage Of
Total Population.” The legend has color codes for five ratings – 17.0 or more, 16
to16.9, 15.0 to 15.9, 14.0 to 14.9, and less than 14.0. Areas at 17.0 or more include
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Epilogue Death and Dying

✦ Death and Hope
Cultures, Epochs, and Death
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Understanding Death Throughout the Life Span
Near-Death Experiences

✦ Choices in Dying
A Good Death
Better Ways to Die
Ethical Issues
A CASE TO STUDY: What is Your Intention?
OPPOSING PERSPECTIVES: The “Right to Die”?
Advance Directives

✦ Affirmation of Life
Grief
Mourning
Placing Blame and Seeking Meaning
Diversity of Reactions

What Will You Know?

1. Why is death a topic of hope, not despair?
2. What is the difference between a good death and a bad one?
3. How does mourning help with grief?

“When is Pappy going to die?” asked a 4-year-old when he was in the car
with Pappy (his grandfather), his grandmother, and his parents. Those
three adults answered, “A lot of years”; “Not for a long, long time”; “We
hope he never does.”

That quieted the boy for a while. He had his birthday a week before and
was acutely aware of time passing. He was no longer 3; he now had a new
number, 4. That evening he asked his parents, “What is Pappy’s last
number?” And then, “What is my last number?”
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The answer came after a pause. “We don’t know” (Sekeres, 2013).

This chapter explores what we know and do not know about death. We
know that everyone will have a “last number” and that Pappy’s number is
likely to come sooner than the boy’s. We also know that humans,
everywhere and for hundreds of thousands of years, have thought about
death, burying the dead, and hoping for longer and better lives because of
those who have gone before.

You will read about long-lasting cultural variations in death and
bereavement. You will also ponder new ethical dilemmas, such as
deciding when death occurs and what can be done to stop or postpone
dying, or to make a good death more likely.

Ultimately, you will learn that “those who think dialectically [remember
Chapter 18] work through the contradictions of a loss, and go on to
experience significant growth following a traumatic event” (Tedeschi et
al., 2017). There is hope in death, choice in dying, and affirmation in
mourning, as each of the three main sections of this Epilogue describe.
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Death and Hope
A multicultural life-span perspective reveals that reactions to death are

filtered through many cultural prisms, affected by historical changes and
regional variations as well as by the age of both the dying and the
bereaved.

One emotion is constant, however: hope. It appears in many ways: hope
for life after death, hope that the world is better because someone lived,
hope that death occurred for a reason, hope that survivors rededicate
themselves to whatever they deem meaningful in life. Immortality of some
kind seems evident as people think about death (Robben, 2018).

Cultures, Epochs, and Death
Many people in developed nations have never witnessed someone die.
This was not always the case (see Table EP.1). If someone reached age 50
in 1900 in the United States and had had 20 high school classmates, at
least six of those fellow students would have already died. The survivors
would have visited and reassured their dying friends at home, promising to
see them in heaven.

TABLE EP.1 How Death Has Changed in the Past 100
Years

Death occurs later. A century ago, the average life span worldwide
was less than 40 years (47 in the rapidly industrializing United States).
Half of the world’s babies died before age 5. Now newborns are
expected to live to age 72 (79 in the United States); in many nations,
centenarians are the fastest-growing age group.
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Dying takes longer. In the early 1900s, death was usually fast and
unstoppable. Once the brain, the heart, or any other vital organ failed,
the rest of the body quickly followed. Now death can often be
postponed through medical technology: Hearts can beat for years after
the brain stops functioning, respirators can replace lungs, and dialysis
does the work of failing kidneys.

Death often occurs in hospitals. For most of our ancestors, death
occurred at home, with family nearby. Now most deaths occur in
hospitals or other institutions, with the dying surrounded by medical
personnel and machines.

Causes have changed. People of all ages once usually died of
infectious diseases (tuberculosis, typhoid, smallpox), or, for many
women and most infants, in childbirth. Now disease deaths before age
50 are rare, and in developed nations most newborns (99 percent) and
their mothers (99.99 percent) live.

And after death … People once knew about life after death. Some
believed in heaven and hell; others, in reincarnation; others, in the
spirit world. Prayers were repeated — some on behalf of the souls of
the deceased, some for remembrance, some to the dead asking for
protection. Believers were certain that their prayers were heard. People
now are aware of cultural and religious diversity; many raise doubts
that never occurred to their ancestors.

People today are less sure about heaven but still have hope. We begin by
describing traditional responses when familiarity with death was common.

Ancient Times
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Paleontologists have evidence from 120,000 years ago that the
Neanderthals buried their dead with tools, bowls, or jewelry, signifying
belief in an afterlife (Stiner, 2017). The date is controversial: Burial with
objects could have begun earlier, but it is certain that long ago death was
an occasion for hope, mourning, and remembrance.

Two Western civilizations with written records — Egypt and Greece —
had elaborate death rituals millennia ago. The ancient Egyptians built
magnificent pyramids, refined mummification, and scripted instructions
(called the Book of the Dead) to help the soul (ka), personality (ba), and
shadow (akh) reunite after death so that the dead could protect the living
(Taylor, 2010).

Conversation     Who is talking here? Unless you are an Egyptologist, you would
not guess that this depicts a dead man conversing with the gods of the
Underworld. Note that the deceased is relatively young and does not seem afraid
— both typical for people in ancient Egypt.

Another set of beliefs came from the ancient Greeks. Again, continuity
between life and death was evident, with hope for this world and the next.
The fate of a dead person depended on his or her life. A few would have a
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blissful afterlife, a few were condemned to torture in Hades, and most
would enter a shadow world until they were reincarnated.

Ancient Chinese, Mayan, Indian, and African cultures also had rituals
about death, and they venerated ancestors as still connected to the living in
some way (Hill & Hageman, 2016). That gave survivors hope for
themselves. Everywhere:

Actions during life were thought to affect destiny after death.
An afterlife was assumed.
Mourners said prayers and made offerings to prevent the spirit of the
dead from haunting and hurting them, and to gain blessing and
strength from the ancestors.

Contemporary Beliefs
Now consider contemporary beliefs. Diversity of customs and beliefs is
apparent, yet common themes are also evident. It is now recognized that
connections between the living and the dead continue, so each person and
each community memorializes the dead in a way to help the survivors live
on (Klass & Steffen, 2017).

This is evident in beliefs in life after death. Heaven? Purgatory? Hell?
Rebirth and reincarnation? Continued presence on Earth as a spirit?
Despite such differences, in all cultures and religions, death brings
communities together, affirming sacrifice, continuity, and compassion. An
international study of 890 people from four Asian cultures and 695 people
from North America found that most (including many of the 295 who said
they were not religious) believed in life after death (Nichols et al., 2018).
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Understanding Death Throughout the
Life Span
Thoughts about death — as about everything else — are influenced by
each person’s age, cognitive maturation, and past experiences. Here are
some of the specifics.

Death in Childhood
Some adults think children are oblivious to death; others believe children
should participate in funerals and other rituals, just as adults do. You know
from your study of childhood cognition that neither view is completely
correct.

Children are affected by the attitudes of others. They may be upset if they
see grown-ups cry or if grown-ups keep them away from death rituals for
someone they loved. Thus, adults should neither ignore the child’s
emotions nor expect mature reactions. Because the limbic system matures
more rapidly than the prefrontal cortex, children may seem happy one day
and morbidly depressed the next.
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Sorrow All Around     When a 5-day-old baby died in Santa Rosa, Guatemala, the entire
neighborhood mourned. Symbols and a procession help with grief: The coffin is white to
indicate that the infant was without sin and will therefore be in heaven.

 Observation Quiz: Beyond the coffin, do you see any other signs of ritual?
(see answer, page 682) 

Young children who themselves are terminally ill typically fear that death
means being abandoned (Wolchik et al., 2008). Consequently, parents
should stay with a dying child — holding, reading, singing, and sleeping.
A frequent and caring presence is more important than logic.

By school age, many children seek independence. Parents and
professionals can be too solicitous; older children do not want to be babied
if they are dying or if someone else is dying. They want facts and a role in
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“management of illness and treatment decisions” (Varga & Paletti, 2013,
p. 27).

Adults always need to listen to children, avoiding lies or platitudes
(Stevenson, 2017). Children who lose a friend, a relative, or a pet might,
or might not, seem sad, lonely, or angry. If a child is told that Grandma is
sleeping, that God wanted a sibling in heaven, or that Grandpa went on a
trip, there are two possibilities, neither of them good.

(1) The first is that the child believes the explanation and insists on
waking up Grandma, complaining to God, or phoning Grandpa to say,
“Come home.”

(2) The second is worse. If adults lie, the child may conclude that death is
so terrifying to adults that they cannot be trusted to talk about it.

As children become concrete operational thinkers, they seek facts, such as
exactly how a person died and where that person is now. They want
something to do: bring flowers, repeat a prayer, write a letter. Interestingly,
older children are better able to understand that death is a biological event
and that the dead cannot come back to life. But simultaneously they also
are more likely to accept a religious/spiritual understanding. They see no
contradiction in that (Harris, 2018).

Death in Adolescence and Emerging Adulthood
Remember that adolescent emotions are powerful and erratic, changing
quickly. Adolescents may be self-absorbed, philosophical, analytic, or
distraught — or all four at different moments. Self-expression is part of
the search for identity; death of a loved one does not put an end to that
search. Some adolescents use social media to write to the dead person or
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to vent their grief — an effective way to express their personal identity
concerns (Balk & Varga, 2017).

“Live fast, die young, and leave a good-looking corpse” is advice often
attributed to actor James Dean, who died in a car crash at age 24. At what
stage would a person be most likely to agree? Emerging adulthood, of
course (see Figure EP.1).

FIGURE EP.1

Typhoid Versus Driving into a Tree     In 1905, most young adults in the united
states who died were victims of diseases, usually infectious ones like tuberculosis
and typhoid. In 2012, almost three times more died violently (accidents,
homicide, and suicide) than died of all diseases combined.

Data from U.S. Census Bureau, 1907; National Center for Health Statistics,
2012.

Description
The left graph depicts data for the early twentieth century, as follows:
Diseases (85%), Accidents (12%), Suicide (2%), Homicide (1%). The right
graph depicts data for the early twenty-first century, as follows: Diseases
(28%), Accidents (41%), Suicide (16%), Homicide (15%).
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 Observation Quiz: Which cause of death shows the greatest change over
the past century? (see answer, page 682) 
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Terror management theory explains some illogical responses to death.
The idea is that people who fear death become more defensive of their
own culture, more ageist, and more likely to take risks (Burke et al.,
2010). They manage their terror by defying death. Terror management is
particularly evident among college students and seems to disappear when
people are middle-aged or older (Maxfield et al., 2007).

terror management theory
The idea that people adopt cultural values and moral principles in order to cope with their
fear of death. This system of beliefs protects individuals from anxiety about their mortality
and bolsters their self-esteem.

Terror management may explain an illogical action by some adolescents in
Florida who suffer from asthma. Compared to high school students
without asthma, they are more likely to use tobacco products (28 percent
versus 24 percent). That includes higher rates of smoking cigarettes and
cigars, which they know are harmful for their lungs (Reid et al., 2018).

Death in Adulthood
When adults become responsible for work and family, attitudes shift.
Death is not romanticized. Many adults quit addictive drugs, start wearing
seat belts, and adopt other death-avoiding behaviors when they reach age
30 or so.

Adults who are dying may be less concerned about themselves than about
the other people they will leave, especially children. It helps if they write a
letter to the child to be opened at some age — such as 18 — so they know
that their love and care will continue after they die.

Many adults seek comfort in religious values. That helps many but not
everyone. Research finds that religious beliefs sometimes increase death
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anxiety, although they usually decrease it (Jong et al., 2017). Variation
occurs partly because religions differ in attitudes about death.

To defend against their own fears, adults do not accept the death of others.
When Dylan Thomas was about age 30, he wrote to his dying father: “Do
not go gentle into that good night/Rage, rage against the dying of the
light” (Thomas, 2003, p. 239). Adults also do not accept their own death.
A woman diagnosed at age 42 with a rare and almost always fatal cancer
(sarcoma) wrote:

I hate stories about people dying of cancer, no matter how graceful, noble,
or beautiful…. I refuse to accept I am dying; I prefer denial, anger, even
desperation.

[Robson, 2010, pp. 19, 27]

Adult reactions depend partly on the age of the deceased. Millions of
people mourned Heath Ledger, Prince, and Whitney Houston (ages 28, 57,
and 48, respectively). Equally talented entertainers who die at age 80 or 90
are less mourned.

Bot on August 31, 2018     Every culture mourns the dead, but variations are vast. Two
famous Americans died at the end of August 2018. Senator John McCain lay in state at the
U.S. capitol in Washington D.C., with his widow kissing his flag-draped casket. The Queen of
Soul, Aretha Franklin, lay in a flower-covered casket in a Detroit church, as thousands cried
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while Ariana Grande sang Franklin’s hit song, “(You Make Me Feel Like) A Natural
Woman.”

Description
The left graph depicts data for the early twentieth century, as follows:
Diseases (85%), Accidents (12%), Suicide (2%), Homicide (1%). The right
graph depicts data for the early twenty-first century, as follows: Diseases
(28%), Accidents (41%), Suicide (1
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Logically, adults should work to change social factors that increase the
risk of mortality — such as air pollution, junk food, and unsafe cars.
Instead, many react more strongly to rare causes of death, such as anthrax
and avalanches. They particularly fear deaths beyond their control.

For example, people fear travel by plane more than by car. In fact, flying
is safer: In 2017 in the entire world, only 399 people were killed in
airplane accidents; but in the United States alone, 40,100 were killed by
motor vehicles, according to the National Safety Council.

Ironically, after four airplanes were hijacked by terrorists on September
11, 2001, many North Americans drove long distances because they were
afraid to fly. In the next few months, 2,300 more U.S. residents died in car
crashes than usual (Blalock et al., 2009). Not logical, but certainly very
human.

Death in Late Adulthood
In late adulthood, attitudes shift again. Anxiety decreases; hope rises (De
Raedt et al., 2013).

Some older people remain happy when they are terminally ill. Many
developmentalists believe that one sign of mental health among older
adults is acceptance of mortality, which increases concern for others.
Some elders engage in legacy work, trying to leave something meaningful
for later generations (Lattanzi-Licht, 2013).
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As evidence of this attitude change, older people seek to reconcile with
estranged family members and tie up loose ends. Do not be troubled when
elders allocate heirlooms, discuss end-of-life wishes, or buy a burial plot:
All of those actions are developmentally appropriate.

Acceptance of death does not mean that the elderly give up on living;
rather, their priorities shift. In an intriguing series of studies (Carstensen,
2011), people were presented with the following scenario:

Imagine that in carrying out the activities of everyday life, you find that you
have half an hour of free time, with no pressing commitments. You have
decided that you’d like to spend this time with another person. Assuming
that the following three persons are available to you, whom would you want
to spend that time with?

A member of your immediate family
The author of a book you have just read
An acquaintance with whom you seem to have much in common

Older adults, more than younger ones, choose the family member (see
Figure EP.2). The researchers explain that family becomes more
important when death seems near.
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FIGURE EP.2

Turning to Family as Death Approaches     Both young and old people diagnosed with
cancer (one-fourth of whom died within five years) more often preferred to spend a free half-
hour with a family member rather than with an interesting person whom they did not know
well.

Data from Pinquart & Silbereisen, 2006.

Description
The horizontal graph depicts the percent of people choosing to spend time
with a family member, and ranges from 10 to 100 in 20-point increments.
The vertical axis has four bars, as follows: Healthy people younger than 60
(32 percent) Healthy people age 60 and older (60 percent) Young people with
cancer (82 percent) Older people with cancer (86 percent)
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Near-Death Experiences
At every age, coming close to death may be an occasion for hope. This is
most obvious in what is called a near-death experience, in which a person
almost dies. Survivors sometimes report having left the body and moved
toward a bright light while feeling peace and joy. The following classic
report is typical:

I was in a coma for approximately a week…. I felt as though I were lifted
right up, just as though I didn’t have a physical body at all. A brilliant white
light appeared…. The most wonderful feelings came over me — feelings of
peace, tranquility, a vanishing of all worries.
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[quoted in Moody, 1975, p. 56]

Near-death experiences often include religious elements (angels seen,
celestial music heard). Survivors often become more spiritual, less
materialistic.

THINK CRITICALLY: When a person is almost dead, might thoughts occur
that are not limited by the neuronal connections in the brain?

A reviewer of near-death experiences is struck by their endorsement of
religious beliefs. In every culture, “all varieties of the dying experience”
move people toward the same realizations: (1) the limitations of social
status, (2) the insignificance of material possessions, and (3) the
narrowness of self-centeredness (Greyson, 2009).

In fact, people who have merely heard about near-death experiences from
other people tend to have some of the same emotions, feeling more
spiritual and less materialistic (Tassell-Matamua et al., 2017). That brings
us back to a general theme. Thinking about death can make people more
hopeful about the future — their own and that of others.

WHAT HAVE YOU LEARNED?

1. In ancient cultures, how did people deal with death?

2. What are the common themes in religious understanding about death?

3. How do children respond to death?

4. Why might fear of death lead to more risk taking?

5. How does being closer to one’s own death affect a person’s attitudes?
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6. In what ways do people change after a near-death experience?
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Choices in Dying
Do you recoil at the heading “Choices in Dying”? If so, you may be

living in the wrong century. Every twenty-first-century death involves
choices, beginning with risks taken or avoided, habits sustained, and
specific measures to postpone or hasten death.

A Good Death
People everywhere hope for a good death, one that is:

At the end of a long life
Peaceful
Quick
In familiar surroundings
With family and friends present
Without pain, confusion, or discomfort

Many would add that control over circumstances and acceptance of the
outcome are also characteristic of a good death, but cultures and
individuals differ. Some dying individuals willingly cede control to
doctors or caregivers, and others fight every sign that death is near.

A review finds that family, medical personnel, and the dying person
emphasize different aspects of “a good death” (Meier et al., 2016). One
issue is psychological and spiritual well-being, which is important for
many patients but less so for physicians.

Medical Care
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In some ways, modern medicine makes a good death more likely. The
first item on the list has become the norm: Death usually occurs at the
end of a long life. Younger people still get sick, but surgery, drugs,
radiation, and rehabilitation typically mean that the ill enter a hospital
and then return home. If young people die, their death is typically quick
(a fatal accident or suicide) and without pain, although painful for their
loved ones.

VIDEO: End of Life: Interview with Laura Rothenberg features a young
woman with a terminal illness discussing her feelings about death.

In other ways, however, medical advances make a bad death more
likely. When a cure is impossible, physical and emotional comfort
deteriorate. Nurses and doctors are slower to respond to a bell, explain
less when they come, and use medical measures that increase pain.
Hospitals may exclude visitors when a person is about to die; patients
may become delirious or unconscious.

Although people want to die at home, most deaths in developed nations
occur in hospitals. Even in England, where one published goal of public
medicine is a good death, half of the deaths occur in hospitals, one-
fourth in care homes (called nursing homes in the United States), and
only one-fourth at home (Bone et al., 2018).
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The underlying problem may be the medical care profession, which is
so focused on lifesaving that dying is resisted (Lee, 2019). Medical staff
members are taught about drugs, surgeries, and so on to heal the body;
they may ignore the emotions of the patients or those who love them.
They do not know what one pastor said: “Cancer is a family disease;
dying is not a solo experience.”

Same Situation, Far Apart: As It Should Be     Dying individuals and their families
benefit from physical touch and suffer from medical practices (gowns, tubes, isolation) that
restrict movement and prevent contact. A good death is likely for these two patients — a
husband with his wife in their renovated hotel/hospital room in North Carolina (left), and a
man with his family in a Catholic hospice in Andhra Pradesh, India (right).

Stages of Dying
Emotions were the focus of Elisabeth Kübler-Ross (1975, 1997). In
about 1960, she asked the administrator of a large hospital for
permission to speak with dying patients. He told her that no one was
dying! Eventually, she found a few terminally ill patients who wanted
very much to talk.

 Especially for Relatives of a Person Who Is Dying: Why would a
healthy person want the attention of hospice caregivers? (see response, page
682)
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From ongoing interviews, Kübler-Ross identified reactions of dying
people. She divided their emotions into five stages.

1. Denial (“I am not really dying.”)
2. Anger (“I blame my doctors, or my family, or my God.”)
3. Bargaining (“I will be good from now on if I can live.”)
4. Depression (“I don’t care; nothing matters anymore.”)
5. Acceptance (“I accept my death as part of life.”)

Another set of stages of dying is based on Maslow’s hierarchy (Zalenski
& Raspa, 2006):

1. Physiological needs (freedom from pain)
2. Safety (no abandonment)
3. Love and acceptance (from close family and friends)
4. Respect (from caregivers)
5. Self-actualization (appreciating one’s unique past and present)

Maslow later suggested a possible sixth stage, self-transcendence
(Koltko-Rivera, 2006), which emphasizes the acceptance of death.

Other researchers have not found stages of dying. Remember the
woman dying of sarcoma, cited earlier? She said that she would never
accept death and that Kübler-Ross should have included desperation as
a stage. Kübler-Ross said that her stages have been misunderstood, as
“our grief is as individual as our lives…. Not everyone goes through all
of them or goes in a prescribed order” (Kübler-Ross & Kessler, 2005, p.
7).
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Nevertheless, both lists remind caregivers that each dying person has
strong emotions and needs that may be unlike that same person’s
emotions and needs a few days or weeks earlier. These emotions may
differ from those of the person’s doctors and loved ones, who
themselves have varied emotions. A good death recognizes dynamic
changes in everyone’s thoughts.

Telling the Truth
Many wise contemporary physicians stress honest conversations
(Gawande, 2014; Kalanithi, 2016). Knowing the truth allows the dying
to choose appropriate care (including addictive painkillers, music or
prayers that are personal to the individual, favorite foods, visits from
distant relatives, and so on (Lundquist et al., 2011).

This ideal is difficult, because patients misunderstand, symptoms
change, priorities shift. Some dying people do not want the whole truth,
some want every possible medical intervention, some do not want
visitors, some do not want to hear music that comforts someone else.
Ideally, conversation among all concerned is interactive, occurring over
weeks and months (Cripe & Frankel, 2017).

Better Ways to Die
Several practices have become more prevalent since the contrast
between a good death and the usual hospital death has become clear.
The hospice and palliative care are examples.

Hospice
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In London in the 1950s, Cecily Saunders opened the first modern
hospice, where terminally ill people could spend their last days in
comfort. Since then, thousands of hospices have opened in many
nations, and hundreds of thousands of caregivers bring hospice care to
dying people in hospitals and in homes.

hospice
An institution or program in which terminally ill patients receive palliative care to
reduce suffering; family and friends of the dying are helped as well.

Two principles characterize hospice care:

THINK CRITICALLY: What are the possible reasons that fewer people in
hospice are from non-European backgrounds?

Each patient’s autonomy is respected. For example, pain
medication is readily available, not on a schedule or set dosage.
Family members and friends are counseled before the death, taught
to provide care, and guided in mourning afterward. Death is
thought to happen to a family, not just to an individual.

Hospice allows measures that hospitals may forbid: acupuncture,
special foods, flexible schedules, visitors at midnight, excursions
outside, massage, aromatic oils, religious rituals, and so on (Doka,
2013). Comfort takes precedence over cure, but that reduces stress and
may extend life. Curative treatments are also allowed, although paying
for them is complex. Some (about 16 percent) U.S. hospice patients are
discharged alive, having gotten better unexpectedly.
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Unfortunately, hospice does not reach everyone (see Table EP.2). It is
more common in England than in mainland Europe, more common in
the western part of the United States than the Southeast, and rare in poor
nations.

TABLE EP.2 Barriers to Entering Hospice Care

Hospice patients must be terminally ill, with death anticipated
within six months, but predictions are difficult. For example, in
one study of noncancer patients, physician predictions were 90
percent accurate for those who died within a week but only 13
percent accurate when death was predicted in three to six weeks
(usually the patients died sooner) (Brandt et al., 2006). Other
research confirms that “death is highly unpredictable” (Einav et
al., 2018, p. 1462).
Patients and caregivers must accept death. Traditionally, entering
a hospice meant the end of curative treatment (chemotherapy,
dialysis, and so on). This is no longer true. Now treatment can
continue. Many hospice patients survive for months, and some are
discharged alive (Salpeter et al., 2012).
Hospice care is costly. Skilled workers — doctors, nurses,
psychologists, social workers, clergy, music therapists, and so on
— provide individualized care day and night.
Availability varies. Hospice care is more common in England
than in mainland Europe and is a luxury in poor nations. In the
United States, western states have more hospices than midwestern
states do. Even in one region (northern California) and among
clients of one insurance company (Kaiser), the likelihood that
people with terminal cancer will enter hospice depends on exactly
where they live (Keating et al., 2006).

Everywhere, hospice care correlates with higher income. Only recently
have Medicare and Medicaid covered some hospice care, but if a person
chooses hospice, payment for curative care stops, and room and board
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expenses are not covered. Thus, a poor person seeking hospice care
must live at home and must agree that a cure is no longer possible.

Ethnic differences are apparent. For example, African Americans
choose hospice about half as often as European Americans do. They are
more likely to seek aggressive hospital care — which, ironically, means
more pain and distress. One team suggests that African American
churches should explain the spiritual benefits of hospice (Townsend et
al., 2017).

Some private insurance policies pay for hospice only if a doctor certifies
that the patient has less than six months to live, a judgment doctors are
reluctant to render. One sad consequence: Hospice care usually begins
within two weeks of death — too late for ideal personalized care (see
Figure EP.3).
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FIGURE EP.3

Not with Family     Almost everyone prefers to die at home, yet most people die in an
institution, surrounded by medical personnel and high-tech equipment, not by the soft
voices and gentle touch of loved ones. The “other” category is even worse, as it includes
most lethal accidents or homicides. But don’t be too saddened by this chart —
improvement is possible. Twenty years ago, the proportion of home deaths was notably
lower.

Data from Centers for Disease Control and Prevention, July 3, 2018.

Description
The data are as follows: Hospital (35.9 percent), Home (30.5 percent),
Nursing home (19.3 percent), and Other (14.2 percent).
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Palliative Care
In 2006 the American Medical Association approved a new specialty,
palliative care, which focuses on relieving pain and suffering.
Palliative measures are not only for the dying; every patient may
benefit. Palliative-care doctors prescribe powerful drugs and procedures
that make patients comfortable, and they can treat nonlethal symptoms,



2094

such as rashes, muscle soreness, and nausea, with salves, foods,
exercise, and meditation.

palliative care
Medical treatment designed primarily to provide physical and emotional comfort to the
dying patient and guidance to his or her loved ones.

The need for skilled palliative care is obvious when one considers pain
relief. Doctors have become very cautious in prescribing addictive
opioids, yet high doses may be needed if someone has progressive
cancer, or other painful conditions. Morphine and other opiates have a
double effect: They relieve pain (a positive effect), but slow down
respiration (a negative effect).

double effect
When an action (such as administering opiates) has both a positive effect (relieving a
terminally ill person’s pain) and a negative effect (hastening death by suppressing
respiration).

Painkillers that reduce both pain and breathing are allowed by law,
ethics, and medical practice. Indeed, almost any medical measure has
several effects. Surgery itself is removes or repairs something harmful,
but causes pain, infection, and sometimes death.

Heavy sedation is sometimes used to stop suffering. However, sedation
may delay death more than extend life, since an unconscious patient
cannot think or feel. Is being unconscious, with no chance of recovery,
worse than death itself?

Ethical Issues
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As you see, medical successes create new dilemmas. Death is no longer
the natural outcome of age and disease; when and how death occurs
involves human choices. (See A Case to Study.)

A CASE TO STUDY

What Is Your Intention?
The law focuses on intent: If a drug or surgery is intended to relieve suffering,
then it is morally and legally justifiable if death occurs. Otherwise, it is not
(Sulmasy, 2018).

However, people disagree as to whether a drug, or surgery, or any other medical
measure is, on balance, more positive than negative. About half of all palliative
care physicians have been accused of killing a patient. The accusation usually
comes from a grief-stricken loved one, and then medical facts exonerate the
doctors. Sometimes the accusation comes from another medical person, and
judgment become more complicated.

Consider a court case. A man with terminal cancer was terrified of future pain
and loss of control, so his doctor gave him a drug that he could take if he reached
the point where he could not bear living. That man told another doctor, who
accused the first doctor of breaking the law as well as defying medical ethics. The
first doctor argued that this was double effect: He was relieving the “existential
suffering” of the patient (a positive effect), knowing that death might be the result
(the negative effect). The first court found him guilty, but he appealed and was
exonerated.

This troubled many others. One wrote:

The offer to provide the drug was described as a palliative treatment in that it gave
reassurance and comfort to the patient. Double effect reasoning was extended in this
instance to encompass potentially facilitating a patient’s death. This extension
further muddies the murky double effect reasoning waters …

[Duckett, 2018, p. 33]
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Deciding When Death Occurs
One difficult ethical decision is deciding when a person is dead. This
used to be simple: A person was dead when the heart stopped beating
and the lungs no longer took in air. Now stopped hearts are restarted,
breathing continues with respirators, feeding tubes provide calories,
drugs fight pneumonia. At what point, if ever, should those
interventions stop?

Almost every life-threatening condition results in treatments started,
stopped, or avoided, with death postponed, prevented, or welcomed.
This has fostered impassioned moral arguments, between nations
(evidenced by radically different laws) and within them.

THINK CRITICALLY: At what point, if ever, should intervention stop to
allow death?

Religious advisers, doctors, and lawyers disagree with colleagues within
their respective professions; family members have opposite opinions;
and people within each group diverge. For example, outsiders might
imagine that all Roman Catholic leaders share the same views, but that
is far from the truth (Bedford et al., 2017).

Evidence of Death
Historically, death was determined by listening to a person’s chest: No
heartbeat meant death. To make sure, a feather was put to the person’s
nose to indicate respiration — a person who had no heartbeat and did
not exhale was pronounced dead. Very rarely, but widely publicized
when it happened, death was declared when the person was still alive.
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Modern medicine has changed that: Hearts and lungs need not function
on their own. Many life-support measures and medical interventions
circumvent the organ failures that once caused death. Checking
breathing with feathers is a curiosity that, thankfully, is never used
today.

But how do we know that a person is dead? In the late 1970s, a group of
Harvard physicians concluded that death occurred when brain waves
ceased, a definition now used worldwide (Wijdicks et al., 2010).
Current criteria involve several tests of brain functioning (see Table
EP.3). However, people are still uneasy about the declaration of death
(Lewis & Greer, 2017).

TABLE EP.3 Dead or Not? Yes, No, and Maybe

Brain death: Prolonged cessation of all brain activity with complete
absence of voluntary movements; no spontaneous breathing; no
response to pain, noise, and other stimuli. Brain waves have ceased;
the electroencephalogram is flat; the person is dead.

Locked-in syndrome: The person cannot move, except for the eyes,
but normal brain waves are still apparent; the person is not dead.

Coma: A state of deep unconsciousness from which the person
cannot be aroused. Some people awaken spontaneously from a
coma; others enter a vegetative state; the person is not yet dead.

Vegetative state: A state of deep unconsciousness in which all
cognitive functions are absent, although eyes may open, sounds may
be emitted, and breathing may continue; the person is not yet dead.
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The vegetative state can be transient, persistent, or permanent. No
one has ever recovered after two years; most who recover (about 15
percent) improve within three weeks. After sufficient time has
elapsed, the person may, effectively, be dead, although exactly how
many days that requires has not yet been determined.

When is someone in a permanent vegetative state (and thus will never
be able to think) and when are they merely in a coma? Is a person with
an unresponsive brain unable to ever breathe again without a respirator
dead? Does “ever” mean 10 or 20 years hence?

Few laypeople understand all of the tests that determine brain death, and
even doctors using brain scans struggle with the ethical and practical
problems of deciding when a person is brain dead and when they are
merely “locked in” and might someday become able to respond to life
(Underwood, 2014, October 31; Fins & Bernat, 2018).

Family members may cling to hope long after medical experts are
convinced that recovery is impossible. Beyond the cost and psychic
distress of this divide, people who want to donate their organs after
death cannot do so if too much time elapses between brain death and
donation. On the other hand, doctors may hasten to declare death if a
dying person has a beating heart that could save another person (Teresi,
2012).

Euthanasia
Ethical dilemmas are particularly apparent with euthanasia (sometimes
called mercy-killing). There are two kinds of euthanasia.
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In passive euthanasia, a person near death is allowed to die. The
person’s medical chart may include a DNR (do not resuscitate) order,
instructing medical staff not to restore breathing or restart the heart if
breathing or pulsating stops. A more detailed version is the POLST
(physician-ordered life-sustaining treatment), which describes when
antibiotics, feeding tubes, and so on should be used.

passive euthanasia
When a seriously ill person is allowed to die naturally, without active attempts to
prolong life.
DNR (do not resuscitate) order
A written order from a physician (sometimes initiated by a patient’s advance directive
or by a health care proxy’s request) that no attempt should be made to revive a patient
if he or she suffers cardiac or respiratory arrest.
POLST (physician-ordered life-sustaining treatment)
This is an order from a doctor regarding end of life care. It advises nurses and other
medical staff which treatments (e.g., feeding, antibiotics, respirators) should be used
and which not. It is similar to a living will, but it is written for medical professionals
and thus is more specific.

Passive euthanasia is legal everywhere, but many emergency personnel
automatically start artificial respiration and stimulate hearts. POLSTs
are not always followed as the doctor intended, and they raise additional
ethical questions (Moore et al., 2016). Passive euthanasia may be
contrary to patient wishes, but more often the opposite occurs: Some
patients want to die in peace, but medical measures prolong life.

Active euthanasia is deliberate action to cause death, such as turning
off a respirator or giving a lethal drug. Some physicians accept active
euthanasia when three conditions occur: (1) Suffering cannot be
relieved, (2) the illness is incurable, and (3) the patient wants to die.
Active euthanasia is legal in the Netherlands, Belgium, Luxembourg,
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Switzerland, Colombia, and Canada (each nation has different
requirements) and illegal (but rarely prosecuted) elsewhere.

active euthanasia
When someone does something that hastens another person’s death, with the intention
of ending that person’s suffering.

In every nation, some physicians would never perform active euthanasia
(even in nations in which it is legal); but others have done so (even in
nations where it is illegal). Acceptance of active euthanasia seems to be
increasing among physicians. For example, in 1999 and again in 2015,
hundreds of doctors in Finland were given the following situation:

A 60-year-old male patient is suffering from prostatic cancer with
metastases. Metastases in the thoracic spine led to total paraparesis
[paralysis of the legs] 1 month earlier. There is no hope for a cure. The
patient is well aware of the situation. He has totally lost his will to live.
When you are together with him alone, he asks for a sufficient dose of
morphine to “get away”. You have denied the overdose, explaining that it
is against your ethical principles. During the following days, you notice
that the patient asks you to double his morphine dose because of
unbearable pain. You suppose that increasing the dose in such a way
would lead to the patient’s death.

The doctors were asked, anonymously, what they would do. Most
declined to give the deadly dose, but the percentage of those who would
double the morphine increased over the 16 years, from 25 percent to 34
percent. Interestingly, rates were higher among older men than younger
women (Piili et al., 2018).

Physician Help with Death
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Between passive and active euthanasia is another option: A doctor may
provide the means for patients to end their own lives in physician-
assisted suicide, typically by prescribing lethal medication that a
patient can choose to take when they are ready to die. Oregon was the
first U.S. state to legalize this practice, asserting that such deaths are
“death with dignity,” not suicide. This practice is now legal in
Washington state, Montana, Vermont, and California.

physician-assisted suicide
A form of active euthanasia in which a doctor provides the means for someone to end
his or her own life, usually by prescribing lethal drugs.

Too Late for Her     When Brittany Maynard was diagnosed with progressive brain cancer
that would render her unable to function before killing her, she moved from her native
California to establish residence in Oregon so that she could die with dignity. A year later,
the California Senate Health Committee debated a similar law, with Brittany’s photo on a
desk. They approved the law, 5–2.

The Oregon law requires the following:
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The dying person must be an Oregon resident, over age 17.
The dying person must request the lethal drugs three times, twice
spoken and once in writing.
Fifteen days must elapse between the first request and the
prescription.
Two physicians must confirm that the person is terminally ill, has
less than six months to live, and is competent (i.e., not mentally
impaired or depressed).

Even if all of this occurs, approval is not automatic. Only about one-
third of the initial requests are granted.

Opposite opinions are deeply held. Some people believe that suicide can
be noble. Buddhist monks publicly burned themselves to death to
advocate Tibetan independence from China; one individual’s suicide set
off the Arab Spring; one terminally ill woman (Brittany Maynard)
pleading to die changed the laws of California. (She moved to Oregon
to die before the law changed.) Everywhere, some people die for the
honor of their nation, their family, or themselves.

Personality and religion affect acceptance of physician-assisted suicide.
The practice is anathema in Islamic nations; in North America, people
who are devout Christians often are strongly opposed (Bulmer et al.,
2017).

Pain: Physical and Psychological
The Netherlands has permitted active euthanasia since 1980. The patient
must be clear and aware in making the request, and the goal is to halt
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“unbearable suffering” (Buiting et al., 2009). Dutch physicians first try
to make the suffering bearable via medication.

The Netherlands’ law was revised in 2002 to allow euthanasia not only
when a person is terminally ill but also when a person is chronically ill
and in pain. A qualitative analysis found that Dutch physicians
considered “unbearable suffering” to include “fatigue, pain, decline,
negative feelings, loss of self, fear of future suffering, dependency, loss
of autonomy, being worn out, being a burden, loneliness, loss of all that
makes life worth living, hopelessness, pointlessness and being tired of
living” (Dees et al., 2011, p. 727). Too extensive?

Oregon residents also request lethal drugs primarily for psychological,
not physiological, pain (see Table EP.4). That raises additional ethical
questions, as Opposing Perspectives explains. Is there a clear divide
between physical and psychological pain?

TABLE EP.4 Oregon Residents’ Reasons for Requesting
Physician Assistance in Dying, 2018

Percent of Patients Giving Reason (most had several reasons)

Less able to enjoy life 91

Loss of autonomy 92

Loss of dignity 67

Burden on others 54
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Loss of control over body 37

Pain 26

Financial implications of treatment 5

Data from Oregon Public Health Division, 2019, p. 6.

OPPOSING PERSPECTIVES

The “Right to Die”?
Some legal scholars believe that people have a right to choose their death, but
others believe that the right to life forbids the right to die (Wicks, 2012). Indeed,
some people fear that legalizing euthanasia or physician-assisted suicide creates a
slippery slope, leading toward ending life for people who are disabled, poor, or
non-White.

The data refute that concern. In Oregon and elsewhere, the oldest-old, the poor,
and those of non-European heritage are less likely to use fatal prescriptions. In
Oregon, almost everyone who chose “death with dignity” was European
American (96 percent), had health insurance, was educated (73 percent had some
college), and had lived a long life (see Figure EP.4). Most died at home, with
friends or family.
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FIGURE EP.4

Death with Dignity?     The data do not suggest that people of low SES are unfairly
pushed to die. Quite the opposite — people who choose physician-assisted suicide
tend to be among the better-educated, more affluent citizens.

Data from Oregon Public Health Division, 2018.

Description
The first chart shows race and ethnicity. White (96.3 percent); Other (3.7 percent).
The second chart shows educational level. BA/BS or higher (46.5 percent); Some
college (28 percent); HS Diploma (22 percent); No HS diploma (5.5 percent). The
third chart shows age at time of death. 75+ (41.7 percent); 55 to 74 (49.9 percent); 18
to 54 (8.4 percent). The fourth chart shows where death occurred. Home (93.1
percent); Long-term care facility (5.4 percent); Other (1.6 percent).
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The number of Dutch people (again tilted toward those with higher SES)
choosing euthanasia is increasing. Is this a slippery slope? Some people think so;
others think it shows that people welcome a choice about dying.

Addressing the slippery-slope argument, a cancer specialist writes:

To be forced to continue living a life that one deems intolerable when there are
doctors who are willing either to end one’s life or to assist one in ending one’s own
life, is an unspeakable violation of an individual’s freedom to live — and to die —
as he or she sees fit. Those who would deny patients a legal right to euthanasia or
assisted suicide typically appeal to two arguments: a “slippery slope” argument, and
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an argument about the dangers of abuse. Both are scare tactics, the rhetorical force
of which exceeds their logical strength.

[Benatar, 2011, p. 206]

Not everyone agrees with that doctor. Might deciding to die be a sign of
depression? Should physicians consult with a psychiatrist rather than prescribe
lethal drugs (Finlay & George, 2011)? Declining ability to enjoy life was cited by
91 percent of Oregonians who requested physician-assisted suicide in 2018 (see
Table EP.4). Is that sanity or depression?

Might acceptance of death be mentally healthy in the old but not in the young? If
only those over age 64 were allowed the right to die, that would exclude 22
percent of Oregonians who opted to die with dignity. Might they consider age-
based restrictions an example of reverse ageism, in that an age cutoff assumes
that the young are not capable of choice, but that life matters less for the old?

In 2018, 240 Oregonians obtained lethal prescriptions, and 158 of them legally
used those drugs to die. Most of the others died naturally, but some were alive in
January 2019, keeping the drugs for possible future use (in the past, about 10
percent used their prescriptions the year after obtaining them). These numbers
have increased every year: Only 16 died with physician assistance in 1998.

An increase is also evident in the Netherlands, where some form of euthanasia
accounted for about 1 in 50 deaths when the law was first in place but 1 in 30
deaths in 2014. Some might interpret these data as evidence of a slippery slope;
others see it as proof that the law is useful, allowing both the 3.3 percent and the
96.6 percent to die as they wish.

There is another argument against physician-assisted-suicide: It may distract from
care for the dying. One doctor wrote:

We still need to deal with the problem that confronts most dying patients: how to get
optimal symptom relief, and how to avoid the hospital and stay at home in the final
weeks. Legalizing euthanasia and PAS is really a sideshow in end-of-life care —
championed by the few for the few, extensively covered by the media, but not
targeted to improve the care for most dying patients who still suffer.
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[Emanuel, 2017].

Could a law designed to allow death with dignity actually undercut death with
dignity?

A position statement from the International Association of Hospice and Palliative
Care says:

[N]o country or state should consider the legalization of euthanasia or PAS until it
ensures universal access to palliative care services and to appropriate medications,
including opioids for pain and dyspnea.

[De Lima et al., 2017, p. 8]

Since no state or nation has “universal access to palliative care,” by that standard,
no nation is ready to offer physician-assisted suicide. A contrary opinion is
evident in Canada, where its Supreme Court unanimously approved physician-
assisted suicide after the Canadian Medical Association withdrew their objection
to it (Attaran, 2015).

Most jurisdictions recognize the dilemma: Doctors are almost never prosecuted
for helping with death as long as it is done privately and quietly. Opposing
perspectives, and opposite choices, are evident.

Advance Directives
Recognizing that people differ, many professionals hope everyone has
advance directives, which specify desired medical treatment, where
and how death occurs, what should happen to the body (cremation or
burial, traditional or “green”), and details of the funeral or memorial.
The legality of such directives varies by jurisdiction: Sometimes a
lawyer must ensure that documents are legal; sometimes a written
request, signed and witnessed, is adequate.

advance directives
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Any description of what a person wants to happen as they die and after death. This can
include medical measures, visitors, funeral arrangements, cremation, and so on.

Many people approve of personal choice and advance directives in
theory, but they are uncertain about specifics, which vary because of
other circumstance. For example, restarting the heart may extend life for
decades in a young, healthy adult but may cause a major neurocognitive
disorder in an elderly person with no cognitive reserve.

THINK CRITICALLY: Why would someone take all of the steps to obtain a
lethal prescription and then not use it?

It is hard to know in advance: when artificial feeding, breathing, or
heart stimulation results in a temporary respite, or when antibiotics or
pain medication causes coma or hallucinations. Even if this is known,
people make opposite choices.

Wills and Proxies
Advance directives often include a living will and/or a health care
proxy. A living will indicates what medical intervention is desired if a
person is unable to express preferences. (If the person is conscious,
hospital personnel ask about each specific procedure, often requiring
written consent. Patients who are lucid can override any instructions of
their living will.)

living will
A document that indicates what medical intervention an individual prefers if he or she
is not conscious when a decision is to be expressed. For example, some do not want
mechanical breathing.
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Why would anyone override their own earlier wishes? Because living
wills include phrases such as “incurable,” “reasonable chance of
recovery,” and “extraordinary measures,” and it is difficult to know
what those phrases mean until a specific issue arises. Even then, doctors
and family members disagree about what is “extraordinary” or
“reasonable.”

A health care proxy is another person delegated to make medical
decisions if someone becomes unable to do so. That seems logical, but
unfortunately neither a living will nor a health care proxy guarantees
that medical care will be exactly what a person would choose.

health care proxy
A person chosen to make medical decisions if a patient is unable to do so, as when in a
coma.

 Especially for People Without Advance Directives: Why do very few
young adults have advance directives? (see response, page 682)

For one thing, proxies often find it difficult to allow a loved one to die,
unless the living will demands it. A larger problem is that few people —
experts included — understand the risks, benefits, and alternatives to
every medical procedure. That makes it difficult to decide when the
risks outweigh the benefits.

Medical professionals know that advance directives are not simple. As
one couple wrote:

Working within the reality of mortality, coming to death is then an
inevitable part of life, an event to be lived rather than a problem to be
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solved. Ideally, we would live the end of our life from the same values
that have given meaning to the story of our life up to that time. But in a
medical crisis, there is little time, language, or ritual to guide patients and
families in conceptualizing or expressing their values and goals.

[Farber & Farber, 2014, p. 109]

WHAT HAVE YOU LEARNED?

1. What is a good death?

2. What are Kübler-Ross’s five stages of dying, and why doesn’t everyone
agree with them?

3. What determines whether or not a person will receive hospice care?

4. Why is the double effect legal, even though it speeds death?

5. How is it determined that death has occurred?

6. What is the difference between passive and active euthanasia?

7. What are the four prerequisites of “death with dignity” in Oregon?

8. Why would a person who has a living will also need a health care proxy?
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Affirmation of Life
Human relationships are life sustaining, but all adults lose someone they

love. Grief and mourning are part of living.

Grief
Grief is the powerful sorrow felt after a profound loss, especially when a
loved one dies. Grief is deep and personal, an anguish that can overtake
daily life.

grief
The deep sorrow that people feel at the death of another. Grief is personal and
unpredictable.

VIDEO: Bereavement: Grief in Early and Late Adulthood presents the views of a
young-adult daughter and middle-aged mother on the death of the mother’s brother,
to whom they were both close.

Normal Grief
Grief is normal, even when it includes odd actions and thoughts. The
specifics vary from person to person, but uncontrollable sobbing,
sleeplessness, and irrational and delusional thoughts are common (Doka,
2016).

Sheryl Sandberg described her grief a year after her husband died:
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I was swallowed up in the deep fog of grief — what I think of as the void.
An emptiness that fills your heart, your lungs, constricts your ability to
think, or even to breathe.

[Sandberg & UC Berkeley, 2016, 05:07–05:19]

Joan Didion remembers her reaction after her husband’s sudden death. She
refused the offers of her friends to come stay with her:

Grief has no distance. Grief comes in waves, paroxysms, sudden
apprehensions that weaken the knees and blind the eyes and obliterate the
dailiness of life…. I see now that my insistence on spending that first night
alone was more complicated than it seemed, a primitive instinct…. There
was a level on which I believed that what had happened remained
reversible…. I needed to be alone so that he could come back.

[Didion, 2005, pp. 27, 32, 33]

When a loved one dies, loneliness, denial, anger, and sorrow come in
sudden torrents. Many people want some time alone, yet everyone also
needs to be with other people, because other people are a reminder that
life continues. Grief typically hits hardest in the first week, but unexpected
rushes can occur months or years later.
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Why Flags?     This couple expresses their grief after a mass shooting at the
Pulse nightclub by bringing flowers to a memorial at the Phillips Center for
Performing Arts in Orlando, Florida. Some mourners bring candles and flags, and
others join marches and protests. Grief is expressed in many ways — some
simple, some complicated.

Complicated Grief
Sometimes grief festers, becoming what is called complicated grief,
impeding life over a long period. The DSM-IV had a “bereavement
exclusion,” stating that major depression could not be diagnosed within
two months of a death, but DSM-5 changed that. Major depression can
begin soon after someone dies (LeBlanc et al., 2019).

complicated grief
A type of grief that impedes a person’s future life, usually because the person clings to
sorrow or is buffeted by contradictory emotions.

Depression may begin with absent grief, when a bereaved person does
not seem to grieve. This is a common first reaction, but ongoing
unexpressed grief can trigger physical or psychological symptoms, such as
trouble breathing, panic attacks, or crippling sorrow.
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absent grief
When mourners do not grieve, either because other people do not allow expressions of
grief or because the mourners do not allow themselves to feel sadness.

Another kind of complicated grief is disenfranchised grief, which is “not
merely unnoticed, forgotten, or hidden; it is socially disallowed and
unsupported” (Corr & Corr, 2013b, p. 135). Some people experience deep
grief but are forbidden by social norms to express it.

disenfranchised grief
A situation in which certain people, although they are bereaved, are prevented from
mourning publicly by cultural customs or social restrictions.

For instance, often only a current spouse or close blood relative is legally
allowed to decide on funeral arrangements, disposal of the body, and other
matters. This made sense when all family members were close, but it may
now result in “gagged grief and beleaguered bereavement” (Green &
Grant, 2008, p. 275).

Sometimes a long-time but unmarried partner is excluded, especially when
the partner is of the same sex (Curtin & Garrison, 2018). Relatives,
especially those who live far away, may not know who are the deceased
person’s friends. Thus, some mourners are disenfranchised — not
informed about the funeral, unable to grieve with fellow mourners.

Incomplete Grief
Grief is a process, usually intense at first, diminishing over time, and
eventually reaching closure. Customs such as viewing the dead, or
throwing dirt on the grave, or scattering ashes, all allow expression and
then closure. However, many circumstances can interfere, creating
incomplete grief.
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incomplete grief
When circumstances, such as a police investigation or an autopsy, interfere with the
process of grieving.

Traumatic death is always unexpected, and then denial, anger, and
depression undercut the emotions of grief (Kauffman, 2013). Murders and
suicides often trigger police, judges, and the press, so mourners who need
time to grieve instead must answer questions. An autopsy may prevent
grief if someone believes that the body will rise or that the soul remains in
the body.

Inability to recover a body, as with soldiers who are missing in action or
with victims of a major flood or fire, may prevent grief from being
expressed and thereby hinder completion. That explains why, after the
destruction of the World Trade Center on 9/11, when DNA identified a
fragment of bone, families often had a funeral and burial to allow
grieving.

In natural or human-caused disasters such as hurricanes and wars,
incomplete grief is common, because survival — food, shelter, medical
care — takes precedence. In the days and weeks after disasters, the death
rate of causes not directly attributable to the trauma increases, as people
suffer from the indifference of others and of their own diminished self-
care.
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Did These People Survive?     This scene that occurred days after Hurricane
Maria devastated Puerto Rico is tragic for reasons that are not visible. Because
disaster takes attention away from the needs of daily life, according to the Puerto
Rican government, 2,975 people died because of the hurricane and its effects,
which unfolded over months.

The reality that grief is a process suggests that other people should not try
to cut it short or prescribe its course. No one should tell parents who lost a
newborn, “You never knew that baby; you can have another,” or pet
owners “It was only a cat,” or those with aged relatives “It was time for
them to die.” These phrases may ring true for some mourners, but not for
all. Grief has its own expressions and boundaries; others should not decide
what is appropriate (Doka, 2016).

People who live and work where no one knows their personal lives may
lack customs to help them grieve. The laws of some nations — China,
Chile, and Spain, for example — mandate paid bereavement leave, but
this is not true in the United States (Meagher, 2013).
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Indeed, for workers at large corporations or students in universities, grief
may become “an unwelcome intrusion (or violent intercession) into the
normal efficient running of everyday life” (Anderson, 2001, p. 141).

Many college professors (me included) wish that students would not miss
classes or delay assignments because of a death. I may be wrong. My
rationale is that people should move past intense grief. However,
incomplete grief impedes recovery.

Mourning
Grief splinters people into jumbled pieces, making them vulnerable.
Mourning reassembles them, making them whole again and able to rejoin
the larger community. To be more specific, mourning is the public and
ritualistic expression of bereavement, the ceremonies and behaviors that a
religion or culture prescribes to honor the dead and allow recovery in the
living.

mourning
The ceremonies and behaviors that a religion or culture prescribes for people to express
their grief after a death.

How Mourning Helps
Mourning customs are a buffer between normal and complicated grief.
That is needed because the grief-stricken are vulnerable to irrational
thoughts and self-destructive acts. Some eat too little or drink too much;
some forget caution as they drive or even as they walk across the street.
Physical and mental health dips in the recently bereaved; the rate of
suicide increases.
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Sometimes death continues to affect people years later. The death of a
child is particularly hard on the parents, who need each other but, in the
irrationality of grief, may blame each other. Years after the loss of a child,
illness and death rates of parents rise (Brooten et al., 2018).

A large study in Sweden found that adults whose brother or sister died
years ago had higher death rates in adulthood. This was true no matter
how the sibling died, but if suicide was the cause, adult survivors were
three times more likely to die by suicide than were other Swedes of the
same age and background (Rostila et al., 2013).

Similarly, after the suicide of a celebrity, rates rise for ordinary people.
This alerts us that shared mourning is especially important when suicide
occurs.

Survivors tend to blame themselves, feel angry at the deceased, or
consider following the example. Outsiders may stay away after a suicide
because they do not know what to say. All of this adds difficulty to
expressions of grief and rituals of mourning, yet both are especially
crucial.

Many customs are designed to help people move from grief toward
reaffirmation. For example, eulogies emphasize the dead person’s good
qualities; people who did not personally know the deceased attend wakes,
funerals, or memorial services to comfort the survivors.

Public expression of grief channels and contains private grief. Examples
include the Jewish custom of sitting Shiva at home for a week and then
walking around the block to signify a return to life, or the three days of
active sorrow among some Muslim groups, or the 10 days of ceremonies
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beginning at the next full moon following a Hindu death. In many
cultures, the continuity of life is symbolized by flowers, or ashes, or long-
lasting candle flames, or a baby named after a dead person. Many cultures
set a day aside each year to honor the dead.

Same Situation, Far Apart: Gateway to Heaven or Final Rest?     Many differences are
obvious between a Roman Catholic burial in Mbongolwane, South Africa (left), and a Hindu
cremation procession in Bali, Indonesia (right). The Africans believe that the soul goes to
heaven; the Indonesians believe that the body returns to the elements. In both places,
however, friends and neighbors gather to honor the dead and comfort their relatives.

One example of cultural differences compares individualistic cultures
(e.g., the United States and Western Europe) and community cultures
(e.g., most Asian and African cultures). In an individualistic culture, the
person is memorized, and mourners take action — with gravestones, black
armbands, and so on to remember that particular person. A photo is
framed and placed where everyone can see it.

By contrast, Asians see people as interdependent. Therefore, mourning is
a family and group event, when a dead person joins the ancestors,
reflecting continuity over the generations (Valentine, 2017). A family area
is designated for all the ancestors.
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The Western practice of building a memorial, dedicating a plaque, or
naming a location for a dead person is antithetical to some Eastern
cultures. Indeed, some Asian cultures believe that the spirit should be
allowed to rest in peace, and thus all possessions, signs, and other
evidence of a particular dead person are removed after proper prayers.

This created a cultural clash when terrorist bombs in Bali killed 38
Indonesians and 164 foreigners (mostly Australian and British). The
Indonesians prayed intensely and then destroyed all reminders; the
Australians raised money to build a memorial (de Jonge, 2011).
Indonesian officials posed many obstacles to prevent construction; the
Australians were frustrated; the memorial was never built. Neither group
understood the deep emotions of the other.

Growth After Death
In recent decades, many people everywhere have become less religiously
devout, and mourning practices are now less ritualized. Has death become
a source of despair, not hope? Maybe not. People worldwide become more
spiritual when confronted with death (Lattanzi-Licht, 2013).

If the dead person was a public figure, mourners may include thousands,
even millions. They express their sorrow to one another, stare at photos,
and listen to music that reminds them of the dead person, weeping as they
watch funerals on television. Mourners often pledge to affirm the best of
the deceased, forgetting any criticisms that they might have had in the
past.

Some observers suggest that mourning can lead people to post-traumatic
growth (the opposite of post-traumatic stress disorder, or PTSD) (Tedeschi
et al., 2017). As you remember, Kübler-Ross found that reactions to death
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eventually lead to acceptance. Finding meaning may be crucial to the
reaffirmation that follows grief. In some cases, this search starts with
preserving memories: Displaying photographs and personal effects and
telling anecdotes about the deceased person are central to many memorial
services in the United States.

The Human Touch     Benetha Coleman fights Ebola in this treatment center by taking
temperatures, washing bodies, and drawing blood, but she also comforts those with
symptoms. Why would anyone risk working here? Benetha has recovered from Ebola, and,
like many survivors of a disaster, she wants to help others who suffer.

Organizations that are devoted to combating a particular problem (such as
breast cancer or AIDS) find their most dedicated donors, demonstrators,
and advocates among people who have lost a loved one to that specific
danger. That also explains why, when someone dies, survivors often
designate a charity that is connected to the deceased. Then mourners
contribute, hoping the death has led to good.
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Placing Blame and Seeking Meaning

THINK CRITICALLY: Do you think current wars are fueled by a misguided
impulse to assign blame?

A common impulse after death is for the survivors to assess blame — for
medical measures not taken, for laws not enforced, for unhealthy habits
not changed. The bereaved sometimes blame the dead person, sometimes
themselves, and sometimes others.

The medical establishment is often blamed. In November 2011, Michael
Jackson’s personal doctor, Conrad Murray, was found guilty and jailed for
prescribing the drugs that led to the singer’s death. Many fans and family
members cheered at the verdict; Murray was one of the few who blamed
Jackson, not himself.

In 2018, the doctor who prescribed painkillers to Prince was fined
$30,000, but he was not prosecuted because he was not the source of the
illegal drugs that killed Prince. Many of Prince’s friends knew about his
addiction: They blamed themselves and each other.

For public tragedies, nations accuse one another. Blame is not rational or
proportional to guilt. For instance, outrage at the assassination of
Archduke Francis Ferdinand of Austria by a Serbian terrorist in 1914
provoked a conflict between Austria and Serbia — soon joined by a dozen
other nations — that led to the four years and 16 million deaths of World
War I.
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When death occurs from a major disaster, survivors often seek to honor
the memory of the dead. Many people believe that Israel would not have
been created without the Holocaust, or that same-sex marriage would not
have been be legalized if the AIDS epidemic had not occurred.

Mourners often resolve to bring those responsible to justice. Blame can
land on many people with responses that some praise and others criticize.

For example, after 17 people died in a gun massacre at a high school in
Parkland, Florida, surviving students accused adults of not curbing the
National Rifle Association (NRA), and they successfully persuaded major
companies to discontinue discounts for NRA members. Florida enacted a
law to raise the age for gun purchase to 21 and to require a wait period
before a person can buy a gun (the NRA opposed that law). School
districts nationwide considered arming teachers.

The search for blame in Parkland included:

the school resource officer who stayed outside during the shooting,
the mental health workers who did not hospitalize the gunman,
the design of the school classrooms that made killing easier,
the specifics of gun manufacture (e.g., assault weapons, bump
stocks),
the sheriff,
the FBI,
the school superintendent (who was almost fired),
the Republican president (Trump),
the former Democratic president (Obama).

Humans seek to blame someone — and the response may not be logical.
The students who became spokespeople for gun laws were both lauded
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and derided.

Childish Response?     The survivors of the high school shooting in Parkland, Florida,
sparked a nationwide protest against the National Rifle Association and the lawmakers and
corporations who support it. Are these protestors in Washington, D.C., naive? People on both
sides of the gun control debate believe so.

Ideally, counselors, politicians, and clergy can steer grief-stricken
survivors toward beneficial ends. That may have happened in 2015, when
a gunman killed nine people in a prayer group at Emanuel African
Methodist Episcopal Church in Charleston, South Carolina. Some people
noted that the killer identified with the Confederate soldiers who fought in
the U.S. Civil War.

Within a month, the state Senate voted to remove the Confederate flag
from the center of Charleston, and major retailers stopped selling that flag.
The church members chose forgiveness.

Those church members may have had the right idea. When homicides
occur, some family members want revenge, and others forgive. More
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generally, some people forgive the dead for past misdeeds rather than
blaming them, a practice more likely to lead to psychological well-being
(Gassin, 2017).

In VIDEO: Bereavement and Grief: Late Adulthood, people discuss their
experiences with the loss of beloved family members and friends — and all agree
that these losses have been very difficult experiences.

Diversity of Reactions
The specifics of bereavement vary. No particular reaction is necessarily
best. Culture matters. For example, mourners who keep the dead person’s
possessions, talk to the deceased, and frequently review memories are
notably less well adjusted than other mourners 18 months after the death if
they live in the United States, but they are better adjusted if they live in
China (Lalande & Bonanno, 2006).

Past experiences affect bereavement. Children who lost their parents
might be more distraught decades later when someone else dies. Past
attachment also matters (Kosminsky, 2017). Older adults who were
securely attached as children are likely to experience normal grief; those
whose attachment was insecure-avoidant are likely to have absent grief;
and those who were insecure-resistant may become stuck, focusing on
blame, unable to reaffirm their own lives.

Continuing Bonds
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Reaffirmation does not mean forgetting; continuing bonds are evident
years after death (Klass & Steffen, 2017; M. Stroebe et al., 2012). Such
bonds are memories and connections that link the living and the dead.
They may help or hinder ongoing life, depending on past relationship to
the dead person and on the circumstances of death. Often survivors write
letters or talk to the deceased person, or consider events — a sunrise, a
butterfly, a rainstorm — as messages of comfort.

continuing bonds
The ongoing attachment and connection that the living have with the dead. Currently,
continuing bonds are considered common and often beneficial.

She Didn’t Forget     Eleven years after planes crashed into the World Trade Center, the field
in Pennsylvania, and the Pentagon, killing 2,977 innocent people, several memorial
ceremonies were held. Alice Watkins attended one of them to remember a friend who died.
Are continuing bonds an expression of our connection to heritage and history, or a sign that
some people are stuck in the past?

Bereavement theory once held an “unquestioned assumption” that
mourners should grieve and then move on, accepting that the dead person
is gone forever (Neimeyer, 2017). It was thought that if this progression
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did not take place, pathological grief could result, with the person either
not grieving enough (absent grief) or grieving too long (incomplete grief).

But now a much wider variety of reactions are recognized. Continuing
bonds are not only normal but, as one researcher notes, the “centrality of
relations between the living and the dead” is helpful to the mourner and to
everyone else (Neimeyer, 2017).

A bereaved person might or might not want to visit the grave, light a
candle, cherish a memento, pray, or sob. Mourners may want time alone or
may want company. Those who have been taught to bear grief stoically
may be distressed if a friend advises them to cry but they cannot.
Conversely, those whose cultures expect loud wailing may resent being
told to hush.

Don’t Assume
Assumptions arising from one culture or religion might be inaccurate;
people’s reactions about death and hope vary for many reasons. One
example came from a 13-year-old girl who refused to leave home after her
17-year-old brother was shot dead on his way to school. The therapist was
supposed to get her to go to school again.

It would have been easy to assume that she was afraid of dying on the street,
and to arrange for a friend to accompany her on her way to school. But
careful listening revealed the real reason she stayed home: She worried that
her depressed mother might kill herself if she were left alone.

[Crenshaw, 2013]

To help the daughter, the mother had to be helped.
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No matter what fears arise, what rituals are followed, or what grief entails,
mourning gives the living a deeper appreciation of themselves and others.
In fact, a theme frequently sounded by those who work with the dying and
the bereaved is that death leads to a greater appreciation of life, especially
of the value of intimate, caring relationships.

It is fitting to end this Epilogue, and this book, with a reminder of the
creative work of living. As first described in Chapter 1, the study of
human development is a science, with topics to be researched, understood,
and explained.

But the process of living is an art as well as a science, with strands of love
and sorrow woven into each person’s unique tapestry. Death, when it leads
to hope; dying, when it is accepted; and grief, when it fosters affirmation
— all add meaning to birth, growth, development, and love.

WHAT HAVE YOU LEARNED?

1. What is grief, and what are some of its signs?

2. What are some of the complications of grief?

3. What are the differences among grief, mourning, and bereavement?

4. If a person still feels a loss six months after a death, is that pathological?

5. How can other people help someone who is grieving?
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Epilogue Review

SUMMARY

Death and Hope

1. In ancient times, death connected the living, the dead, and the
spirit world. People respected the dead and tried to live their
lives so that their own death and afterlife would be good.

2. Every modern religion includes rituals and beliefs about death.
These vary a great deal, but all bring hope to the living and
strengthen the community.

3. Death has various meanings, depending partly on the age of the
person involved. For example, young children want
companionship; older children want to know specifics of death.

4. Terror management theory finds that some emerging adults cope
with death anxiety by defiantly doing whatever is risky. In
adulthood, people tend to worry about leaving something
undone or abandoning family members; older adults are more
accepting of death.

Choices in Dying

5. A death that is painless and that comes at the end of a long life
may be more possible currently than a century ago. However,
other aspects of a good death — quick, at home, surrounded by
loved ones — are less likely than in earlier times.

6. The emotions of people who are dying change over time. Some
may move from denial to acceptance, although stages of dying
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are much more variable than originally proposed. Honest
conversation helps many, but not all, dying persons.

7. Hospice caregivers meet the biological and psychological needs
of terminally ill people and their families. Comfort is prioritized
over cure, especially when attempts to cure prolong suffering
and keep families away.

8. Palliative care relieves pain and suffering. This is now an
important part of care in most hospitals and every hospice.

9. Drugs that reduce pain may decrease breathing, producing a
double effect. That is legal everywhere. However, euthanasia
and physician-assisted suicide are controversial. Several nations
and U.S. states allow some forms of these; most do not.

10. Since 1980, death has been defined as occurring when brain
waves stop. Many measures now prolong life when no
conscious thinking occurs.

11. Advance directives, such as a living will and a health care
proxy, are recommended for everyone. However, no one can
anticipate the specifics of possible interventions. Family
members as well as professionals and nations often disagree.

Affirmation of Life

12. Grief is overwhelming sorrow. It may be irrational and
complicated, absent, disenfranchised, or incomplete.

13. Mourning rituals channel human grief, helping people move to
affirm life. Specifics vary by culture and cohort. Everywhere,
bereavement is a community experience, not borne by the
individual alone.

14. Continuing bonds with the deceased are no longer thought to be
pathological. Past attachment history affects how a person
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responds to death.

KEY TERMS

terror management theory
hospice
palliative care
double effect
passive euthanasia
DNR (do not resuscitate) order
POLST (physician-ordered life-sustaining treatment)
active euthanasia
physician-assisted suicide
advance directives
living will
health care proxy
grief
complicated grief
absent grief
disenfranchised grief
incomplete grief
mourning
continuing bonds

APPLICATIONS

1. The text recommends that everyone should have a health care proxy
and a living will. Ask 10 people if they have these, and why or why
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not. Analyze the reasons — including your own.

2. Find quotes about death in Bartlett’s Familiar Quotations or a
similar collection that includes many centuries and cultures. Do you
see any historical or cultural patterns of acceptance, denial, or fear?

3. People of varying ages have different attitudes toward death. Ask
someone younger than 20, someone between 20 and 60, and
someone over 60 what thoughts they have about their own death.
What differences do you find?

Especially For ANSWERS

Response for Relatives of a Person Who Is Dying (from p. 667): Death
affects the entire family, including children and grandchildren. I learned
this myself when my mother was dying. A hospice nurse not only
administered my mother’s pain medication (which made it easier for me
to be with her) but also counseled me. At the nurse’s suggestion, I asked
for forgiveness. My mother indicated that there was nothing to forgive.
We both felt a peace that would have eluded us without hospice care.

Response for People Without Advance Directives (from p. 675):
Young adults tend to avoid thinking realistically about their own deaths.
This attitude is emotional, not rational. The actual task of preparing the
documents is easy (the forms can be downloaded; no lawyer is needed).
Young adults have no trouble doing other future-oriented things, such as
getting a tetanus shot or enrolling in a pension plan.

Observation Quiz ANSWERS
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Answer to Observation Quiz (from p. 663): The chief mourners are
wearing white (unlike the others) and the grandmother has red roses — a
luxury often reserved for weddings and funerals.

Answer to Observation Quiz (from p. 664): Homicide, which is 15
times more common. The question the chart does not answer: Why?
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APPENDIX More About Research Methods
This appendix explains how to learn about any topic. It is crucial that
you distinguish valid conclusions from wishful thinking. Such
learning begins with your personal experience.
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Make It Personal
Think about your life, observe your behavior, and watch the people

around you. Pay careful attention to details of expression, emotion,
and behavior. The more you see, the more fascinated, curious, and
reflective you will become. Ask questions and listen carefully and
respectfully to what other people say regarding development.

Whenever you ask specific questions as part of an assignment,
remember that observing ethical standards (see Chapter 1) comes
first. Before you interview anyone, inform the person of your
purpose and assure him or her of confidentiality. Promise not to
identify the person in your report (use a pseudonym) and do not
repeat any personal details that emerge in the interview to anyone
(friends or strangers). Your instructor will provide further ethical
guidance. If you might publish what you’ve learned, get in touch
with your college’s Institutional Review Board (IRB).
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Read the Research
No matter how deeply you think about your own experiences, and

no matter how intently you listen to others whose background is
unlike yours, you also need to read scholarly published work in order
to fully understand any topic that interests you. Be skeptical about
magazine or newspaper reports; some are bound to be simplified,
exaggerated, or biased.

Professional Journals and Books
Part of the process of science is that conclusions are not considered
solid until they are corroborated in many studies, which means that
you should consult several sources on any topic. Five journals in
human development are:

Developmental Psychology (published by the American
Psychological Association)
Child Development (Society for Research in Child
Development)
Developmental Review (Elsevier)
Human Development (Karger)
Developmental Science (Wiley)

These journals differ in the types of articles and studies they publish,
but all are well respected and peer-reviewed, which means that other
scholars review each article submitted and recommend that it be
accepted, rejected, or revised. Every article includes references to
other recent work.
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Also look at journals that specialize in longer reviews from the
perspective of a researcher.

Child Development Perspectives (from Society for Research in
Child Development)
Perspectives on Psychological Science (This is published by the
Association for Psychological Science. APS publishes several
excellent journals, none specifically on development but every
issue has at least one article that is directly relevant.)

Beyond these seven are literally thousands of other professional
journals, each with a particular perspective or topic, including many
in sociology, family studies, economics, and so on. To judge them,
look for journals that are peer-reviewed. Also consider the following
details: the background of the author (research funded by
corporations tends to favor their products); the nature of the
publisher (professional organizations, as in the first two journals
above, protect their reputations); and how long the journal has been
published (the volume number tells you that). Some interesting work
does not meet these criteria, so you be careful before believing what
you read.

Many books cover some aspect of development. Single-author books
are likely to present only one viewpoint. That view may be
insightful, but it is limited. You might consult a handbook, which is a
book that includes many authors and many topics. One good
handbook in development, now in its seventh edition (a sign that past
scholars have found it useful) is:
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Handbook of Child Psychology and Developmental Science (7th
ed.), edited by Richard M. Lerner, 2015, Hoboken, NJ: Wiley.
Another set of handbooks — Handbook of the Biology of Aging,
Handbook of the Psychology of Aging, and Handbook of Aging
and the Social Sciences — is now in its eighth edition,
published by Academic Press in 2016.

Both of these handbooks are updated about every five years, so a
new edition might be out soon. Check on it, and use the newest one.
Dozens of other good handbooks are available, many of which focus
on a particular age, perspective, or topic.

The Internet
The Internet is a mixed blessing, useful to every novice and
experienced researcher but dangerous as well. Every library
worldwide and most homes in North America, Western Europe, and
East Asia have computers that provide access to journals and other
information. If you’re doing research in a library, ask for help from
the librarians; many of them can guide you in the most effective
ways to conduct online searches. In addition, other students, friends,
and even strangers can be helpful.

Virtually everything is on the Internet, not only massive national and
international statistics but also accounts of very personal
experiences. Photos, charts, quizzes, ongoing experiments,
newspapers from around the world, videos, and much more are
available at a click. Every journal has a Web site, with tables of
contents, abstracts, and sometimes full texts. (An abstract gives the
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key findings; for the full text, you may need to consult the library’s
copy of the print version.)

Unfortunately, you can spend many frustrating hours sifting through
information that is useless, trash, or tangential. Directories (which
list general topics or areas and then move you step by step in the
direction you choose) and search engines (which give you all the
sites that use a particular word or words) can help you select
appropriate information. Each directory or search engine provides
somewhat different lists; none provides only the most
comprehensive and accurate sites. Sometimes organizations pay, or
find other ways, to make their links appear first, even though they
are biased. With experience and help, you will find quality on the
Internet, but you will also encounter some junk no matter how
experienced you are.

Anybody can put anything online, regardless of its truth or fairness,
so you need a very critical eye. Make sure you have several
divergent sources for every “fact” you find; consider who provided
the information and why. Every controversial issue has sites that
forcefully advocate opposite viewpoints, sometimes with biased
statistics and narrow perspectives.

Here are four Internet sites that are quite reliable:

embryo.soad.umich.edu The Multidimensional Human Embryo.
Presents MRI images of a human embryo at various stages of
development, accompanied by brief explanations.

http://embryo.soad.umich.edu/
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childdevelopmentinfo.com Child Development Institute. A
useful site, with links and articles on child development and
information on common childhood psychological disorders.
eric.ed.gov Education Resources Information Center (ERIC).
Provides links to many education-related sites and includes brief
descriptions of each.
www.cdc.gov/nchs/hus.htm The National Center for Health
Statistics issues an annual report on health trends, called Health,
United States.

Every source — you, your interviewees, journals, books, and the
Internet — is helpful. Do not depend on any particular one. Avoid
plagiarism and prejudice by citing every source and noting
objectivity, validity, and credibility. Your own analysis, opinions,
words, and conclusions are crucial, backed up by science.

http://childdevelopmentinfo.com/
http://eric.ed.gov/
http://www.cdc.gov/nchs/hus.htm
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Additional Terms and
Concepts

As emphasized throughout the text, the study of development is a
science. Social scientists spend years in graduate school, studying
methods and statistics. Chapter 1 touches on some of these matters
(observation and experiments; correlation and statistical
significance; independent and dependent variables; experimental and
control groups; cross-sectional, longitudinal, and cross-sequential
research), but there is much more. A few additional aspects of
research are presented here to help you evaluate research wherever
you find it.

Who Participates?
The entire group of people about whom a scientist wants to learn is
called a population. Generally, a research population is quite large
— not usually the world’s entire population of more than 7 billion,
but perhaps all of the 3,785,235 babies born in the United States in
2018.

population
The entire group of individuals who are of particular concern in a scientific study,
such as all the children of the world or all newborns who weigh less than 3 pounds.

The particular individuals who are studied in a specific research
project are called the participants. They are used as a sample of the
larger group. Ideally, the participants are a representative sample,
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that is, a sample that reflects the population. Every peer-reviewed,
published study reports details on the sample.

participants
The people who are studied in a research project. Participants is the term now used
in psychology; other disciplines still call these people “subjects.”
sample
A group of individuals drawn from a specified population. A sample might be the
low-birthweight babies born in four particular hospitals that are representative of all
hospitals.
representative sample
A group of research participants who reflect the relevant characteristics of the
larger population whose attributes are under study.

Selection of the sample is crucial. People who volunteer, or people
who have telephones, or people who have some particular condition
are not a random sample; in a random sample, everyone in a
particular population is equally likely to be selected. To avoid
selection bias, some studies are prospective, beginning with an entire
cluster of people (for instance, every baby born on a particular day)
and then tracing the development of some particular characteristic.

For example, prospective studies find the antecedents of heart
disease, or child abuse, or high school dropout rates—all of which
are much harder to find if the study is retrospective, beginning with
those who had heart attacks, experienced abuse, or left school. Thus,
although retrospective research finds that most high school dropouts
say they disliked school, prospective research finds that some who
like school still decide to drop out and then later say they hated
school, while others dislike school but stay to graduate. Prospective
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research discovers how many students are in these last two
categories; retrospective research on people who have already
dropped out does not.

Research Design
Every researcher begins not only by formulating a hypothesis but
also by learning what other scientists have discovered about the topic
in question and what methods might be useful and ethical in
designing research. Often they include measures to prevent
inadvertently finding only the results they expect. For example, the
people who actually gather the data may not know the purpose of the
research. Scientists say that these data gatherers are blind to the
hypothesized outcome. Participants are sometimes “blind” as well,
because otherwise they might, for instance, respond the way they
think they should.

blind
The condition of data gatherers (and sometimes participants, as well) who are
deliberately kept ignorant of the purpose of the research so that they cannot
unintentionally bias the results.

Another crucial aspect of research design is to define exactly what is
to be studied. Researchers establish an operational definition of
whatever phenomenon they will be examining, defining each
variable by describing specific, observable behavior. This is essential
in quantitative research, but it is also useful in qualitative research.

operational definition
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A description of the specific, observable behavior that will constitute the variable
that is to be studied, so that any reader will know whether that behavior occurred or
not. Operational definitions may be arbitrary (e.g., an IQ score at or above 130 is
operationally defined as “gifted”), but they must be precise.

For example, if a researcher wants to know when babies begin to
walk, does walking include steps taken while holding on? Is one
unsteady step enough? Some parents say yes, but the usual
operational definition of walking is “takes at least three steps without
holding on.” This operational definition allows comparisons
worldwide, making it possible to discover, for example, that well-fed
African babies tend to walk earlier than well-fed European babies.

When emotions or personality traits are studied, operational
definitions are difficult to formulate but crucial for interpretation of
results. How should aggression or sharing or shyness be defined?
Lack of an operational definition leads to contradictory results. For
instance, critics report that infant day care makes children more
aggressive, but advocates report that it makes them less passive. In
this case, both may be seeing the same behavior but defining it
differently. For any scientist, operational definitions are crucial, and
studies usually include descriptions of how they measured attitudes
or behavior.

Reporting Results
You already know that results should be reported in sufficient detail
so that another scientist can analyze the conclusions and replicate the
research. Various methods, populations, and research designs may
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produce divergent conclusions. For that reason, handbooks, some
journals, and some articles are called reviews: They summarize past
research. Often, when studies are similar in operational definitions
and methods, the review is a meta-analysis, which combines the
findings of many studies to present an overall conclusion.

meta-analysis
A technique of combining results of many studies to come to an overall conclusion.
Meta-analysis is powerful, in that small samples can be added together to lead to
significant conclusions, although variations from study to study sometimes make
combining them impossible.

Table 1.4 (p. 19) describes some other statistical measures. One of
them is statistical significance, which indicates whether or not a
particular result could have occurred by chance.

A crucial statistic is effect size, a way of measuring how much
impact one variable has on another. Effect size ranges from 0 (no
effect) to 1 (total transformation, never found in actual studies).
Effect size may be particularly important when the sample size is
large, because a large sample often leads to highly “significant”
results (results that are unlikely to have occurred by chance) that
have only a tiny effect on the variable of interest.

effect size
A way of indicating statistically how much of an impact the independent variable in
an experiment had on the dependent variable.

Hundreds of statistical measures are used by developmentalists.
Often the same data can be presented in many ways: Some scientists



2147

examine statistical analysis intently before they accept conclusions
as valid. A specific example involved methods to improve students’
writing ability between grades 4 and 12. A meta-analysis found that
many methods of writing instruction have a significant impact, but
effect size is much larger for some methods (teaching strategies and
summarizing) than for others (prewriting exercises and studying
models). For teachers, this statistic is crucial, for they want to know
what has a big effect, not merely what is better than chance
(significant).

Numerous articles published in the past decade are meta-analyses
that combine similar studies to search for general trends. Often effect
sizes are also reported, which is especially helpful for meta-analyses
since standard calculations almost always find some significance if
the number of participants is in the thousands.

An added problem is the “file drawer” problem—that studies
without significant results tend to be filed away rather than
published. Thus, an accurate effect size may be much smaller than
the published meta-analysis finds, or may be nonexistent. For this
reason, replication is an important step.

Overall, then, designing and conducting valid research is complex
yet crucial. Remember that with your own opinions: As this
appendix advises, it is good to “make it personal,” but do not stop
there.
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GLOSSARY

A

absent grief
When mourners do not grieve, either because other people do not allow expressions
of grief or because the mourners do not allow themselves to feel sadness.

accommodation
The restructuring of old ideas to include new experiences.

activities of daily life (ADLs)
Typically identified as five tasks of self-care that are important to independent
living: eating, bathing, toileting, dressing, and transferring from a bed to a chair.
The inability to perform any of these tasks is a sign of frailty.

active euthanasia
When someone does something that hastens another person’s death, with the
intention of ending that person’s suffering.

activity theory
The view that elderly people want and need to remain active in a variety of social
spheres—with relatives, friends, and community groups—and become withdrawn
only unwillingly, as a result of ageism.

adolescence-limited offender
A person whose criminal activity stops by age 21.

adolescent egocentrism
A characteristic of adolescent thinking that leads young people (ages 10 to 13) to
focus on themselves to the exclusion of others.

adrenal glands
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Two glands, located above the kidneys, that respond to the pituitary, producing
hormones.

advance directives
Any description of what a person wants to happen as they die and after death. This
can include medical measures, visitors, funeral arrangements, cremation, and so on.

age in place
To remain in the same home and community in later life, adjusting but not leaving
when health fades.

age of viability
The age (about 22 weeks after conception) at which a fetus might survive outside
the mother’s uterus if specialized medical care is available.

ageism
A prejudice whereby people are categorized and judged solely on the basis of their
chronological age.

aggressive-rejected
A type of childhood rejection, when other children do not want to be friends with a
child because of their antagonistic, confrontational behavior.

allele
A variation that makes a gene different in some way from other genes for the same
characteristics. Many genes never vary; others have several possible alleles.

allocare
Literally, “other-care”; the care of children by people other than the biological
parents.

allostasis
A dynamic body adjustment, related to homeostasis, that affects overall physiology
over time. The main difference is that homeostasis requires an immediate response,
whereas allostasis requires longer-term adjustment.
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allostatic load
The stresses of basic body systems that burden overall functioning, such as
hypertension.

Alzheimer’s disease (AD)
The most common cause of major NCD, characterized by gradual deterioration of
memory and personality and marked by the formation of plaques of beta-amyloid
protein and tangles of tau in the brain.

analytic intelligence
A form of intelligence that involves such mental processes as abstract planning,
strategy selection, focused attention, and information processing, as well as verbal
and logical skills.

analytic thought
Thought that results from analysis, such as a systematic ranking of pros and cons,
risks and consequences, possibilities and facts. Analytic thought depends on logic
and rationality.

andropause
A term coined to signify a drop in testosterone levels in older men, which typically
results in reduced sexual desire, erections, and muscle mass. (Also called male
menopause.)

animism
The belief that natural objects and phenomena are alive, moving around, and
having sensations and abilities that are human-like.

anorexia nervosa
An eating disorder characterized by distorted body image, severe calorie restriction,
and intense fear of weight gain. Affected individuals voluntarily undereat or binge
and purge, depriving their vital organs of nutrition. Anorexia can be fatal.

anoxia
A lack of oxygen that, if prolonged, can cause brain damage or death.
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antipathy
Feelings of dislike or even hatred for another person.

antisocial behavior
Actions that are deliberately hurtful or destructive to another person.

antithesis
A proposition or statement of belief that opposes the thesis; the second stage of the
process of dialectical thinking.

Apgar scale
A quick assessment of a newborn’s health, from 0 to 10. Below 5 is an emergency
— a neonatal pediatrician is summoned immediately. Most babies are at 7, 8, or 9
— almost never a perfect 10.

apprenticeship in thinking
Vygotsky’s term for how cognition is stimulated and developed in people by more
skilled members of society.

assimilation
The reinterpretation of new experiences to fit into old ideas.

asthma
A chronic disease of the respiratory system in which inflammation narrows the
airways from the nose and mouth to the lungs, causing difficulty in breathing. Signs
and symptoms include wheezing, shortness of breath, chest tightness, and
coughing.

attachment
According to Ainsworth, “an affectional tie” that an infant forms with a caregiver
—a tie that binds them together in space and endures over time.

attention-deficit/hyperactivity disorder (ADHD)
A condition characterized by a persistent pattern of inattention and/or by
hyperactive or impulsive behaviors; ADHD interferes with a person’s functioning
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or development.

authoritarian parenting
An approach to child rearing that is characterized by high behavioral standards,
strict punishment of misconduct, and little communication from child to parent.

authoritative parenting
An approach to child rearing in which the parents set limits and enforce rules but
are flexible and listen to their children.

autism spectrum disorder (ASD)
A developmental disorder marked by difficulty with social communication and
interaction — including difficulty seeing things from another person’s point of
view — and restricted, repetitive patterns of behavior, interests, or activities.

automatization
A process in which repetition of a sequence of thoughts and actions makes the
sequence routine so that it no longer requires conscious thought.

autonomy versus shame and doubt
Erikson’s second crisis of psychosocial development. Toddlers either succeed or
fail in gaining a sense of self-rule over their actions and their bodies.

average life expectancy
The number of years the average newborn in a particular population group is likely
to live.

axon
A fiber that extends from a neuron and transmits electrochemical impulses from
that neuron to the dendrites of other neurons.

B

babbling
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An infant’s repetition of certain syllables, such as ba-ba-ba, that begins when
babies are between 6 and 9 months old.

bed-sharing
When two or more people sleep in the same bed.

behavioral teratogens
Agents and conditions that can harm the prenatal brain, impairing the future child’s
intellectual and emotional functioning.

behaviorism
A grand theory of human development that studies observable behavior.
Behaviorism is also called learning theory because it describes the laws and
processes by which behavior is learned.

Big Five
The five basic clusters of personality traits that remain quite stable throughout
adulthood: openness, conscientiousness, extroversion, agreeableness, and
neuroticism.

bilingual education
A strategy in which school subjects are taught in both the learner’s original
language and the second (majority) language.

binge eating disorder
An eating disorder common in adolescence, which involves compulsive overeating.

binocular vision
The ability to focus the two eyes in a coordinated manner in order to see one image.

blind
The condition of data gatherers (and sometimes participants, as well) who are
deliberately kept ignorant of the purpose of the research so that they cannot
unintentionally bias the results.
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body image
A person’s idea of how his or her body looks.

body mass index (BMI)
The ratio of a person’s weight in kilograms divided by height in meters squared.

Brazelton Neonatal Behavioral Assessment Scale (NBAS)
A test that is often administered to newborns which measures responsiveness and
records 46 behaviors, including 20 reflexes.

bulimia nervosa
An eating disorder characterized by binge eating and subsequent purging, usually
by induced vomiting and/or use of laxatives.

bullying
Repeated, systematic efforts to inflict harm on other people through physical,
verbal, or social attack on a weaker person.

bullying aggression
Unprovoked, repeated physical or verbal attack, especially on victims who are
unlikely to defend themselves.

bully-victim
Someone who attacks others and who is attacked as well. (Also called provocative
victims because they do things that elicit bullying.)

C

calorie restriction
The practice of limiting dietary energy intake (while consuming sufficient
quantities of vitamins, minerals, and other important nutrients) for the purpose of
improving health and slowing down the aging process.

carrier
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A person whose genotype includes a gene that is not expressed in the phenotype.
The carried gene occurs in half of the carrier’s gametes and thus is passed on to half
of the carrier’s children. If such a gene is inherited from both parents, the
characteristic appears in the phenotype.

cellular aging
The cumulative effect of stress and toxins, causing cellular damage first and
eventually the death of cells.

centration
A characteristic of preoperational thought in which a young child focuses (centers)
on one idea, excluding all others.

cephalocaudal
Growth and development that occurs from the head down.

cerebral palsy
A disorder that results from damage to the brain’s motor centers. People with
cerebral palsy have difficulty with muscle control, so their speech and/or body
movements are impaired.

cesarean section (c-section)
A surgical birth in which incisions through the mother’s abdomen and uterus allow
the fetus to be removed quickly instead of being delivered through the vagina.
(Also called simply section.)

child abuse
Deliberate action that is harmful to a child’s physical, emotional, or sexual well-
being.

child culture
The idea that each group of children has games, sayings, clothing styles, and
superstitions that are not common among adults, just as every culture has distinct
values, behaviors, and beliefs.
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child maltreatment
Intentional harm to or avoidable endangerment of anyone under 18 years of age.

child neglect
Failure to meet a child’s basic physical, educational, or emotional needs.

child sexual abuse
Any erotic activity that arouses an adult and excites, shames, or confuses a child,
whether or not the victim protests and whether or not genital contact is involved.

childhood obesity
In a child, having a BMI above the 95th percentile, according to the U.S. Centers
for Disease Control’s 1980 standards for children of a given age.

childhood overweight
In a child, having a BMI above the 85th percentile, according to the U.S. Centers
for Disease Control’s 1980 standards for children of a given age.

choice overload
Having so many possibilities that a thoughtful choice becomes difficult. This is
particularly apparent when social networking and other technology make many
potential romantic partners available.

chromosome
One of the 46 molecules of DNA (in 23 pairs) that virtually every cell of the human
body contains and that, together, contain all the genes. Other species have more or
fewer chromosomes.

chronosystem
In Bronfenbrenner’s ecological approach, the impact of historical conditions (wars,
inventions, policies) on the development of people who live in that era.

circadian rhythm
A day–night cycle of biological activity that occurs approximately every 24 hours.
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classical conditioning
The learning process in which a meaningful stimulus (such as the smell of food to a
hungry animal) is connected with a neutral stimulus (such as the sound of a tone)
that had no special meaning before conditioning. (Also called respondent
conditioning.)

classification
The logical principle that things can be organized into groups (or categories or
classes) according to some characteristic that they have in common.

cluster suicides
Several suicides committed by members of a group within a brief period.

cognitive equilibrium
In cognitive theory, a state of mental balance in which people are not confused
because they can use their existing thought processes to understand current
experiences and ideas.

cognitive theory
A grand theory of human development that focuses on changes in how people think
over time. According to this theory, our thoughts shape our attitudes, beliefs, and
behaviors.

cohabitation
An arrangement in which a couple lives together in a committed romantic
relationship but are not formally married.

cohort
People born within the same historical period who therefore move through life
together, experiencing the same events, technologies, and cultural shifts at the same
ages. For example, the effect of the Internet varies depending on what cohort a
person belongs to.

comorbid
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Refers to the presence of two or more unrelated disease conditions at the same time
in the same person.

complicated grief
A type of grief that impedes a person’s future life, usually because the person clings
to sorrow or is buffeted by contradictory emotions.

compression of morbidity
A shortening of the time a person spends ill or infirm, accomplished by postponing
illness.

compulsive hoarding
The urge to accumulate and hold on to familiar objects and possessions, sometimes
to the point of their becoming health and/or safety hazards. This impulse tends to
increase with age.

concrete operational thought
Piaget’s term for the ability to reason logically about direct experiences and
perceptions.

conservation
The principle that the amount of a substance remains the same (i.e., is conserved)
even when its appearance changes.

continuing bonds
The ongoing attachment and connection that the living have with the dead.
Currently, continuing bonds are considered common and often beneficial.

control processes
Mechanisms (including selective attention, metacognition, and emotional
regulation) that combine memory, processing speed, and knowledge to regulate the
analysis and flow of information within the information-processing system. (Also
called executive processes.)

conventional moral reasoning
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Kohlberg’s second level of moral reasoning, emphasizing social rules.

corporal punishment
Disciplinary techniques that hurt the body (corpus) of someone, from spanking to
serious harm, including death.

corpus callosum
A long, thick band of nerve fibers that connects the left and right hemispheres of
the brain and allows communication between them.

correlation
A number between +1.0 and –1.0 that indicates the relationship between two
variables, expressed in terms of the likelihood that one variable will (or will not)
change when the other variable does (or does not). A correlation indicates that two
variables are somehow related, NOT that one variable causes the other to occur.

cortisol
The primary stress hormone; fluctuations in the body’s cortisol level affect human
emotions.

co-sleeping
A custom in which parents and their children (usually infants) sleep together in the
same room.

couvade
Symptoms of pregnancy and birth experienced by fathers.

creative intelligence
A form of intelligence that involves the capacity to be intellectually flexible and
innovative.

critical period
A crucial time when certain events (either biological or social) must occur in order
for development to proceed normally.
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cross-sectional research
Research that compares people who differ in age but are similar in other important
characteristics.

cross-sequential research
Research that begins by comparing people of different ages (a cross-sectional
approach) and then follows those people over the years (a longitudinal approach).
(Also called cohort-sequential research or time-sequential research.)

crystallized intelligence
Those types of intellectual ability that reflect accumulated learning. Vocabulary and
general information are examples. Some developmental psychologists think
crystallized intelligence increases with age, while fluid intelligence declines.

culture
A system of shared beliefs, norms, behaviors, and expectations that persist over
time and guide behavior and assumptions.

cyberbullying
Bullying that occurs when one person spreads insults or rumors about another by
means of social media posts, e-mails, text messages, or cell phone videos.

D

deductive reasoning
Reasoning from a general statement, premise, or principle, through logical steps, to
figure out (deduce) specifics. (Also called top-down reasoning.)

Defining Issues Test (DIT)
A series of questions developed by James Rest and designed to assess respondents’
level of moral development by having them rank possible solutions to moral
dilemmas.

demographic shift
A shift in the proportions of the populations of various ages.
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dendrite
A fiber that extends from a neuron and receives electrochemical impulses
transmitted from other neurons via their axons.

deoxyribonucleic acid (DNA)
The chemical composition of the molecules that contain the genes, which are the
chemical instructions for cells to manufacture various proteins.

dependent variable
In an experiment, the variable that may change as a result of whatever new
condition or situation the experimenter adds. In other words, the dependent variable
depends on the independent variable.

developmental psychopathology
The field that uses insights into typical development to understand and remediate
developmental disorders.

developmental theory
A group of ideas, assumptions, and generalizations that interpret and illuminate the
thousands of observations that have been made about human growth.

deviancy training
Destructive peer support in which one person shows another how to rebel against
authority or social norms.

dialectical thought
The most advanced cognitive process, characterized by the ability to consider a
thesis and its antithesis simultaneously and thus to arrive at a synthesis. Dialectical
thought makes possible an ongoing awareness of pros and cons, advantages and
disadvantages, possibilities and limitations.

difference-equals-deficit error
The mistaken belief that unusual behavior or conditions are necessarily inferior.

differential susceptibility
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The idea that people vary in how sensitive they are to particular experiences, either
because of their genes or because of past events. The same experience might harm
some people and help others. (Also called differential sensitivity.)

disenfranchised grief
A situation in which certain people, although they are bereaved, are prevented from
mourning publicly by cultural customs or social restrictions.

disengagement theory
The view that aging makes a person’s social sphere increasingly narrow, resulting
in role relinquishment, withdrawal, and passivity.

disorganized attachment
A type of attachment that is marked by an infant’s inconsistent reactions to the
caregiver’s departure and return.

distal parenting
Caregiving practices that involve remaining distant from the baby, providing toys,
food, and face-to-face communication with minimal holding and touching.

dizygotic (DZ) twins
Twins who are formed when two separate ova are fertilized by two separate sperm
at roughly the same time. (Also called fraternal twins.)

DNR (do not resuscitate) order
A written order from a physician (sometimes initiated by a patient’s advance
directive or by a health care proxy’s request) that no attempt should be made to
revive a patient if he or she suffers cardiac or respiratory arrest.

dominant
Reflected in the phenotype. Dominant genes have more influence on traits than
recessive genes.

double effect
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When an action (such as administering opiates) has both a positive effect (relieving
a terminally ill person’s pain) and a negative effect (hastening death by suppressing
respiration).

doula
A woman who helps with the birth process. Traditionally in Latin America, a doula
was the only professional who attended childbirth. Now doulas are likely to arrive
at the woman’s home during early labor and later work alongside a hospital’s staff.

Down syndrome
A condition in which a person has 47 chromosomes instead of the usual 46, with 3
rather than 2 chromosomes at the 21st site. People with Down syndrome typically
have distinctive characteristics, including unusual facial features, heart
abnormalities, and language difficulties. (Also called trisomy-21.)

drug abuse
A condition of harmful drug dependence in which the absence of the given drug in
the individual’s system produces a drive — physiological, psychological, or both
— to ingest more of the drug.

dual processing
The notion that two networks exist within the human brain, one for emotional
processing of stimuli and one for analytical reasoning.

dynamic-systems approach
A view of human development as an ongoing, ever-changing interaction between
the physical, cognitive, and psychosocial influences. This approach recognizes that
development is never static.

dyscalculia
Unusual difficulty with math, probably originating from a distinct part of the brain.

dyslexia
Unusual difficulty with reading; thought to be the result of some neurological
underdevelopment.
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E

eclectic perspective
The approach taken by most developmentalists, in which they apply aspects of each
of the various theories of development rather than adhering exclusively to one
theory.

ecological validity
The idea that cognition should be measured in settings that are as realistic as
possible and that the abilities measured should be those needed in real life.

ecological-systems approach
A perspective on human development that considers all of the influences from the
various contexts of development. (Later renamed bioecological theory.)

effect size
A way of indicating statistically how much of an impact the independent variable in
an experiment had on the dependent variable.

effortful control
The ability to regulate one’s emotions and actions through effort, not simply
through natural inclination.

egocentrism
Piaget’s term for children’s tendency to think about the world entirely from their
own personal perspective.

elderspeak
A condescending way of speaking to older adults that resembles baby talk, with
simple and short sentences, exaggerated emphasis, repetition, and a slower rate and
a higher pitch than used in normal speech.

embryo
The name for a developing human organism from about the third week through the
eighth week after conception.
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embryonic period
The stage of prenatal development from approximately the third week through the
eighth week after conception, during which the basic forms of all body structures,
including internal organs, develop.

emerging adulthood
The period of life between the ages of 18 and 25. Emerging adulthood is now
widely thought of as a distinct developmental stage.

emotional regulation
The ability to control when and how emotions are expressed.

empathy
The ability to understand the emotions and concerns of another person, especially
when they differ from one’s own.

empirical evidence
Evidence that is based on data, i.e., that is demonstrated, not assumed.

empty nest
The time in the lives of parents when their children have left the family home. This
is often a happy time for everyone.

English Language Learners (ELLs)
Children in the United States whose proficiency in English is low — usually below
a cutoff score on an oral or written test. Many children who speak a non-English
language at home are also capable in English; they are not ELLs.

entity theory of intelligence
An approach to understanding intelligence that sees ability as innate, a fixed
quantity present at birth; those who hold this view do not believe that effort
enhances achievement.

epigenetics



2166

The study of how environmental factors affect genes and genetic expression —
enhancing, halting, shaping, or altering the expression of genes.

equifinality
A basic principle of developmental psychopathology which holds that one
symptom can have many causes.

English as a Second Language (ESL)
A U.S. approach to teaching English that gathers all of the non-English speakers
together and provides intense instruction in English. Students’ first languages are
never used; the goal is to prepare students for regular classes in English.

estradiol
A sex hormone, considered the chief estrogen. Females produce much more
estradiol than males do.

ethnic group
People whose ancestors were born in the same part of the world, often sharing
language, culture, and religion.

evolutionary theory
When used in human development, the idea that many current human emotions and
impulses are a legacy from thousands of years ago.

executive function
A combination of memory, inhibition, and cognitive flexibility that allows better
thinking, so people can anticipate, strategize, and plan behavior.

exosystem
In Bronfenbrenner’s ecological approach, the community institutions that affect the
immediate contexts, such as churches and temples, schools and colleges, hospitals
and courts.

experience-dependent growth



2167

Brain functions that depend on particular, variable experiences and therefore may
or may not develop in a particular infant.

experience-expectant growth
Brain functions that require certain basic common experiences (which an infant can
be expected to have) in order to develop normally.

experiment
A research method in which the researcher seeks to discover what causes what.
One variable (called the independent variable) is added. Then the scientist observes
and records the effect on the other variable (called the dependent variable).

expert
Someone with specialized skills and knowledge developed around a particular
activity or area.

extended family
A family of relatives in addition to the nuclear family, usually three or more
generations living in one household.

extremely low birthweight (ELBW)
A body weight at birth of less than 1,000 grams (2 pounds, 3 ounces).

extrinsic motivation
A drive, or reason to pursue a goal, that arises from the wish to have external
rewards, perhaps by earning money or praise.

extrinsic rewards of work
The tangible benefits, usually in salary, insurance, pension, and status, that come
with employment.

F

false positive
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The result of a laboratory test that reports something as true when in fact it is not
true. This can occur for pregnancy tests, when a woman might not be pregnant even
though the test says she is, or during pregnancy, when a problem is reported that
actually does not exist.

familism
The belief that family members should support one another, sacrificing individual
freedom and success, if necessary, in order to preserve family unity and protect the
family from outside forces

family function
The way a family works to meet the needs of its members. Children need families
to provide basic material necessities, to encourage learning, to help them develop
self-respect, to nurture friendships, and to foster harmony and stability.

family structure
The legal and genetic relationships among relatives living in the same home.
Possible structures include nuclear family, extended family, stepfamily, single-
parent family, and many others.

fast-mapping
The speedy and sometimes imprecise way in which children learn new words by
tentatively placing them in mental categories according to their perceived meaning.

fetal alcohol syndrome (FAS)
A cluster of birth defects, including abnormal facial characteristics, slow physical
growth, and reduced intellectual ability, that may occur in the fetus of a woman
who drinks alcohol while pregnant.

fetal period
The stage of prenatal development from the ninth week after conception until birth,
during which the fetus gains about 7 pounds (more than 3,000 grams) and organs
become more mature, gradually able to function on their own.

fetus
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The name for a developing human organism from the start of the ninth week after
conception until birth.

fictive kin
People who become accepted as part of a family in which they are not genetically
or legally members.

filial responsibility
The obligation of adult children to care for their aging parents.

fine motor skills
Physical abilities involving small body movements, especially of the hands and
fingers, such as drawing and picking up a coin. (The word fine here means
“small.”)

fluid intelligence
Those types of basic intelligence that make learning of all sorts quick and thorough.
Abilities such as short-term memory, abstract thought, and speed of thinking are all
usually considered part of fluid intelligence.

Flynn effect
The rise in average IQ scores that has occurred over the decades in many nations.

focus on appearance
A characteristic of preoperational thought in which a young child ignores all
attributes that are not apparent.

foreclosure
Erikson’s term for premature identity formation, which occurs when an adolescent
adopts his or her parents’ or society’s roles and values wholesale, without
questioning or analysis.

formal operational thought
In Piaget’s theory, the fourth and final stage of cognitive development,
characterized by more systematic logical thinking and by the ability to understand
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and systematically manipulate abstract concepts.

foster care
A legal, publicly supported system in which a maltreated child is removed from the
parents’ custody and entrusted to another adult or family, who is reimbursed for
expenses incurred in meeting the child’s needs.

fragile X syndrome
A genetic disorder in which part of the X chromosome seems to be attached to the
rest of it by a very thin string of molecules. The cause is a single gene that has more
than 200 repetitions of one triplet.

frail elderly
People over age 65, and often over age 85, who are physically infirm, very ill, or
cognitively disabled. Low energy is a key characteristic.

frontotemporal NCDs
Deterioration of the amygdala and frontal lobes that may be the cause of 15 percent
of all major neurocognitive disorders. (Also called frontotemporal lobar
degeneration.)

G

gamete
A reproductive cell. These sperm (for males) and ova (for females) each contain 23
chromosomes, so the zygote will contain 46 chromosomes, in 23 pairs.

gender differences
Differences in male and female roles, behaviors, clothes, and so on that arise from
society, not biology.

gender identity
A person’s acceptance of the roles and behaviors that society associates with the
biological categories of male and female.
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gender schema
A child’s cognitive concept or general belief about male and female differences.

gene
A small section of a chromosome; the basic unit for the transmission of heredity. A
gene consists of a string of chemicals that provide instructions for the cell to
manufacture certain proteins.

general intelligence (g)
The idea of g assumes that intelligence is one basic trait, underlying all cognitive
abilities. According to this concept, people have varying levels of this general
ability.

generational forgetting
The idea that each new generation forgets what the previous generation learned. As
used here, the term refers to knowledge about the harm drugs can do.

generativity versus stagnation
The seventh of Erikson’s eight stages of development. Adults seek to be productive
in a caring way, often as parents. Generativity also occurs through art, caregiving,
and employment.

genome
The full set of genes that are the instructions to make an individual member of a
certain species.

genotype
An organism’s entire genetic inheritance, or genetic potential.

germinal period
The first two weeks of prenatal development after conception, characterized by
rapid cell division and the beginning of cell differentiation.

gonads
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The paired sex glands (ovaries in females, testicles in males). The gonads produce
hormones and mature gametes.

grammar
All of the methods—word order, verb forms, and so on—that languages use to
communicate meaning, apart from the words themselves.

grief
The deep sorrow that people feel at the death of another. Grief is personal and
unpredictable.

gross motor skills
Physical abilities involving large body movements, such as walking and jumping.
(The word gross here means “big.”)

growth spurt
The relatively sudden and rapid physical growth that occurs during puberty. Each
body part increases in size on a schedule: Weight usually precedes height, and
growth of the limbs precedes growth of the torso.

guided participation
The process by which people learn from others who guide their experiences and
explorations.

H

Hayflick limit
The number of times a human cell is capable of dividing into two new cells. The
limit for most human cells is approximately 50 divisions, an indication that the life
span is limited by our genetic program.

Head Start
A federally funded early-childhood intervention program for low-income children
of preschool age.
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head-sparing
A biological mechanism that protects the brain when malnutrition disrupts body
growth. The brain is the last part of the body to be damaged by malnutrition.

health care proxy
A person chosen to make medical decisions if a patient is unable to do so, as when
in a coma.

helicopter parents
The label used for parents who hover (like a helicopter) over their emerging-adult
children. The term is pejorative, but parental involvement is sometimes helpful.

heritability
A statistic that indicates what percentage of the variation in a particular trait within
a particular population, in a particular context and era, can be traced to genes.

heterozygous
Referring to two genes of one pair that differ in some way. Typically one allele has
only a few base pairs that differ from the other member of the pair.

hidden curriculum
The unofficial, unstated, or implicit patterns within a school that influence what
children learn. For instance, teacher background, organization of the play space,
and tracking are all part of the hidden curriculum — not formally prescribed, but
instructive to the children.

high-stakes test
An evaluation that is critical in determining success or failure. If a single test
determines whether a student will graduate or be promoted, it is a high-stakes test.

holophrase
A single word that is used to express a complete, meaningful thought.

homeostasis
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The adjustment of all of the body’s systems to keep physiological functions in a
state of equilibrium. As the body ages, it takes longer for these homeostatic
adjustments to occur, so it becomes harder for older bodies to adapt to stress.

homozygous
Referring to two genes of one pair that are exactly the same in every letter of their
code. Most gene pairs are homozygous.

hookup
A sexual encounter between two people who are not in a romantic relationship.
Neither intimacy nor commitment is expected.

hormone replacement therapy (HRT)
Taking hormones (in pills, patches, or injections) to compensate for hormone
reduction. HRT is most common in women at menopause or after removal of the
ovaries, but it is also used by men as their testosterone decreases. HRT has some
medical uses but also carries health risks.

hospice
An institution or program in which terminally ill patients receive palliative care to
reduce suffering; family and friends of the dying are helped as well.

HPA (hypothalamus–pituitary–adrenal) axis
A sequence of hormone production originating in the hypothalamus and moving to
the pituitary and then to the adrenal glands.

HPG (hypothalamus–pituitary–gonad) axis
A sequence of hormone production originating in the hypothalamus and moving to
the pituitary and then to the gonads.

Human Genome Project
An international effort to map the complete human genetic code. This effort was
essentially completed in 2001, though analysis is ongoing.

humanism
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A theory that stresses the potential of all humans, who have the same basic needs
regardless of culture, gender, or background.

hypothesis
A specific prediction that can be tested. Hypotheses that turn out to be false are as
meaningful as those that are confirmed.

hypothetical thought
Reasoning that includes propositions and possibilities that may not reflect reality.

I

identity achievement
Erikson’s term for the attainment of identity, or the point at which people
understand who they are as unique individuals, in accord with past experiences and
future plans.

identity versus role confusion
Erikson’s term for the fifth stage of development, in which the person tries to figure
out “Who am I?” but is confused as to which of many possible roles to adopt.

imaginary audience
The other people who, in an adolescent’s egocentric belief, are watching and taking
note of his or her appearance, ideas, and behavior. This belief makes many
teenagers very self-conscious.

immersion
A strategy in which instruction in all school subjects occurs in the second (usually
the majority) language that a child is learning.

immigrant paradox
The surprising, paradoxical fact that low-SES immigrant women tend to have fewer
birth complications than native-born peers with higher incomes.
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immunization
A process that stimulates the body’s immune system by causing production of
antibodies to defend against attack by a particular contagious disease. Creation of
antibodies may be accomplished either naturally (by having the disease), by
injection, by drops that are swallowed, or by a nasal spray.

impulse control
The ability to postpone or deny the immediate response to an idea or behavior.

in vitro fertilization (IVF)
Fertilization that takes place outside a woman’s body (as in a glass laboratory dish).
The procedure involves mixing sperm with ova that have been surgically removed
from the woman’s ovary. If a zygote is produced, it is inserted into a woman’s
uterus, where it may implant and develop into a baby.

incomplete grief
When circumstances, such as a police investigation or an autopsy, interfere with the
process of grieving.

incremental theory of intelligence
An approach to understanding intelligence that holds that intelligence can be
directly increased by effort; those who subscribe to this view believe they can
master whatever they seek to learn if they pay attention, participate in class, study,
complete their homework, and so on.

independent variable
In an experiment, the variable that is introduced to see what effect it has on the
dependent variable. (Also called experimental variable.)

individual education plan (IEP)
A document that specifies educational goals and plans for a child with special
needs.

induction
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A disciplinary technique in which the parent tries to get the child to understand
why a certain behavior was wrong. Listening, not lecturing, is crucial.

inductive reasoning
Reasoning from one or more specific experiences or facts to reach (induce) a
general conclusion. (Also called bottom-up reasoning.)

industry versus inferiority
The fourth of Erikson’s eight psychosocial crises, during which children attempt to
master many skills, developing a sense of themselves as either industrious or
inferior, competent or incompetent.

infertility
The inability to conceive a child after trying for at least a year.

information-processing theory
A perspective that compares human thinking processes, by analogy, to computer
analysis of data, including sensory input, connections, stored memories, and output.

initiative versus guilt
Erikson’s third psychosocial crisis, in which young children undertake new skills
and activities and feel guilty when they do not succeed at them.

injury control/harm reduction
Practices that are aimed at anticipating, controlling, and preventing dangerous
activities; these practices reflect the beliefs that accidents are not random and that
injuries can be made less harmful if proper controls are in place.

insecure-avoidant attachment
A pattern of attachment in which an infant avoids connection with the caregiver, as
when the infant seems not to care about the caregiver’s presence, departure, or
return.

insecure-resistant/ambivalent attachment
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A pattern of attachment in which an infant’s anxiety and uncertainty are evident, as
when the infant becomes very upset at separation from the caregiver and both
resists and seeks contact on reunion.

instrumental activities of daily life (IADLs)
Actions (for example, paying bills and car maintenance) that are important to
independent living and that require some intellectual competence and forethought.
The ability to perform these tasks may be even more critical to self-sufficiency than
ADL ability.

instrumental aggression
Hurtful behavior that is intended to get something that another person has.

integrated care
Care of frail elders that combines the caregiving strengths of everyone—family,
medical professionals, social workers, and the elders themselves.

integrity versus despair
The final stage of Erik Erikson’s developmental sequence, in which older adults
seek to integrate their unique experiences with their vision of community.

intermittent fasting
A pattern of eating that include periods of restricted eating interspersed with usual
consumption. The most popular pattern is two days per week eating less than 750
calories and five days of normal eating, all while drinking plenty of water.

intersectionality
The idea that the various identities need to be combined. This is especially
important in determining if discrimination occurs.

intimacy versus isolation
The sixth of Erikson’s eight stages of development. Adults seek someone with
whom to share their lives in an enduring and self-sacrificing commitment. Without
such commitment, they risk profound aloneness and isolation.
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intimate terrorism
A violent and demeaning form of abuse in a romantic relationship, in which the
victim (usually female) is frightened to fight back, seek help, or withdraw. In this
case, the victim is in danger of physical as well as psychological harm.

intrinsic motivation
A drive, or reason to pursue a goal, that comes from inside a person, such as the joy
of reading a good book.

intrinsic rewards of work
The personal gratifications, such as pleasure in a job well done or friendships with
coworkers, that accompany employment.

intuitive thought
Thought that arises from an emotion or a hunch, beyond rational explanation, and is
influenced by past experiences and cultural assumptions.

invincibility fable
An adolescent’s egocentric conviction that they cannot be overcome or even
harmed by anything that might defeat a normal mortal, such as unprotected sex,
drug abuse, or high-speed driving.

irreversibility
A characteristic of preoperational thought in which a young child thinks that
nothing can be undone. A thing cannot be restored to the way it was before a
change occurred.

K

kangaroo care
A form of newborn care in which mothers (and sometimes fathers) rest their babies
on their naked chests, like kangaroo mothers that carry their immature newborns in
a pouch on their abdomen.

kinkeeper
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Someone who becomes the gatherer and communications hub for their family.

kinship care
A form of foster care in which a relative of a maltreated child, usually a
grandparent, becomes the approved caregiver.

knowledge base
A body of knowledge in a particular area that makes it easier to master new
information in that area.

L

language acquisition device (LAD)
Chomsky’s term for a hypothesized mental structure that enables humans to learn
language, including the basic aspects of grammar, vocabulary, and intonation.

lateralization
Literally, sidedness, referring to the specialization in certain functions by each side
of the brain, with one side dominant for each activity. The left side of the brain
controls the right side of the body, and vice versa.

least restrictive environment (LRE)
A legal requirement that children with special needs be assigned to the most
general educational context in which they can be expected to learn.

Lewy body disease
A form of major neurocognitive disorder characterized by an increase in Lewy
body cells in the brain. Symptoms include visual hallucinations, momentary loss of
attention, falling, and fainting.

life-course-persistent offender
A person whose criminal activity typically begins in early adolescence and
continues throughout life; a career criminal.
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life-span perspective
An approach to the study of human development that takes into account all phases
of life, not just childhood or adulthood.

linked lives
Lives in which the success, health, and well-being of each family member are
connected to those of other members, including those of another generation, as in
the relationship between parents and children.

“little scientist”
The stage-five toddler (age 12 to 18 months) who experiments without anticipating
the results, using trial and error in active and creative exploration.

living will
A document that indicates what medical intervention an individual prefers if he or
she is not conscious when a decision is to be expressed. For example, some do not
want mechanical breathing.

longitudinal research
Research in which the same individuals are followed over time, as their
development is repeatedly assessed.

low birthweight (LBW)
A body weight at birth of less than 2,500 grams (5½ pounds).

M

macrosystem
In Bronfenbrenner’s ecological approach, the overarching national or cultural
policies and customs that affect the more immediate systems, such as the effect of
the national economy on local hospitals (an exosystem) or on families (a
microsystem)

major depression
Feelings of hopelessness, lethargy, and worthlessness that last two weeks or more.
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massification
The idea that establishing institutions of higher learning and encouraging college
enrollment can benefit everyone (the masses).

massive open online course (MOOC)
A course that is offered solely online for college credit. Typically, tuition is very
low, and thousands of students enroll.

meta-analysis
A technique of combining results of many studies to come to an overall conclusion.
Meta-analysis is powerful, in that small samples can be added together to lead to
significant conclusions, although variations from study to study sometimes make
combining them impossible.

maximum life span
The oldest possible age to which members of a species can live under ideal
circumstances. For humans, that age is approximately 122 years.

mean length of utterance (MLU)
The average number of words in a typical sentence (called utterance because
children may not talk in complete sentences). MLU is often used to measure
language development.

menarche
A girl’s first menstrual period, signaling that she has begun ovulation. Pregnancy is
biologically possible, but ovulation and menstruation are often irregular for years
after menarche.

menopause
The time in middle age, usually around age 50, when a woman’s menstrual periods
cease and the production of estrogen, progesterone, and testosterone drops. Strictly
speaking, menopause is dated one year after a woman’s last menstrual period,
although many months before and after that date are menopausal.

mesosystem
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In Bronfenbrenner’s ecological approach, a connection between one system and
another, such as parent–teacher conferences (connecting home and school) or
workplace schedules (connecting family and job).

meta-analysis
Combining the results of many studies, each of which may have small, and limited
samples, to reach a general conclusion.

microbiome
All the microbes (bacteria, viruses, and so on) with all their genes in a community;
here, the millions of microbes of the human body.

microsystem
In Bronfenbrenner’s ecological approach, the immediate social contexts that
directly affect each person, such as family, peer group, work team.

middle school
A school for children in the grades between elementary school and high school.
Middle school usually begins with grade 6 and ends with grade 8.

mild cognitive impairment (MCI).
When a person is somewhat more confused and forgetful than they were, but still
able to function well.

modeling
The central process of social learning, by which a person observes the actions of
others and then copies them.

monozygotic (MZ) twins
Twins who originate from one zygote that splits apart very early in development.
(Also called identical twins.) Other monozygotic multiple births (such as triplets
and quadruplets) can occur as well.

Montessori schools
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Schools that offer early-childhood education based on the philosophy of Maria
Montessori, which emphasizes careful work and tasks that each young child can do.

moratorium
An adolescent’s choice of a socially acceptable way to postpone making identity-
achievement decisions. Going to college is a common example.

motor skill
The learned abilities to move some part of the body, in actions ranging from a large
leap to a flicker of the eyelid. (The word motor here refers to movement of
muscles.)

mourning
The ceremonies and behaviors that a religion or culture prescribes for people to
express their grief after a death.

multifinality
A basic principle of developmental psychopathology which holds that one cause
can have many (multiple) final manifestations.

multiple intelligences
The idea that human intelligence is composed of a varied set of abilities rather than
a single, all-encompassing one.

myelin
The coating on axons that speeds transmission of signals from one neuron to
another.

myelination
The process by which axons become coated with myelin, a fatty substance that
speeds the transmission of nerve impulses from neuron to neuron.

N
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naming explosion
A sudden increase in an infant’s vocabulary, especially in the number of nouns, that
begins at about 18 months of age.

National Assessment of Educational Progress (NAEP)
An ongoing and nationally representative measure of U.S. children’s achievement
in reading, mathematics, and other subjects over time; nicknamed “the Nation’s
Report Card.”

naturally occurring retirement community (NORC)
A neighborhood or apartment complex whose population is mostly retired people
who moved to the location as younger adults and never left.

nature
The genetic influences on a person.

neglectful/uninvolved parenting
An approach to child rearing in which the parents seem indifferent toward their
children, not knowing or caring about their children’s lives.

neurocognitive disorder (NCD)
Any of a number of brain diseases that affect a person’s ability to remember,
analyze, plan, or interact with other people.

neurodiversity
The idea that each person has neurological strengths and weaknesses that should be
appreciated, in much the same way diverse cultures and ethnicities are welcomed.
Neurodiversity seems particularly relevant for children with disorders on the autism
spectrum.

nuclear family
A family that consists of a father, a mother, and their biological children under age
18.

nurture
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The non-genetic influences on each developing person, which is everything from
the mother’s nutrition while pregnant to the national culture.

O

object permanence
The realization that objects (including people) still exist when they can no longer
be seen, touched, or heard.

Oedipus complex
The unconscious desire of young boys to replace their fathers and win their
mothers’ exclusive love.

oldest-old
Elderly adults (generally, those over age 85) who are dependent on others for
almost everything, requiring supportive services such as nursing homes and
hospital stays.

old-old
Older adults (generally, those over age 75) who suffer from physical, mental, or
social deficits.

operant conditioning
The learning process by which a particular action is followed by something desired
(which makes the person or animal more likely to repeat the action) or by
something unwanted (which makes the action less likely to be repeated). (Also
called instrumental conditioning.)

operational definition
A description of the specific, observable behavior that will constitute the variable
that is to be studied, so that any reader will know whether that behavior occurred or
not. Operational definitions may be arbitrary (e.g., an IQ score at or above 130 is
operationally defined as “gifted”), but they must be precise.

organ reserve



2187

The capacity of organs to allow the body to cope with stress, via extra, unused
functioning ability.

osteoporosis
A disease whose symptoms are low bone mass and deterioration of bone tissue,
which leads to increasingly fragile bones and greater risk of fracture.

overimitation
When a person imitates an action that is not a relevant part of the behavior to be
learned. Overimitation is common among 2- to 6-year-olds when they imitate adult
actions that are irrelevant and inefficient.

overregularization
The application of rules of grammar even when exceptions occur, making the
language seem more “regular” than it actually is.

oxytocin
The primary bonding hormone, evident lifelong but particularly high at birth and in
lactation.

P

palliative care
Medical treatment designed primarily to provide physical and emotional comfort to
the dying patient and guidance to his or her loved ones.

parasuicide
Any potentially lethal action against the self that does not result in death. (Also
called attempted suicide or failed suicide.)

parental monitoring
Parents’ ongoing awareness of what their children are doing, where, and with
whom.
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parent–infant bond
The strong, loving connection that forms as parents hold, examine, and feed their
newborn.

Parkinson’s disease
A chronic, progressive disease that is characterized by muscle tremor and rigidity
and sometimes major neurocognitive disorder; caused by reduced dopamine
production in the brain.

participants
The people who are studied in a research project. Participants is the term now used
in psychology; other disciplines still call these people “subjects.”

passive euthanasia
When a seriously ill person is allowed to die naturally, without active attempts to
prolong life.

peer pressure
Encouragement to conform to one’s friends or contemporaries in behavior, dress,
and attitude; usually considered a negative force, as when adolescent peers
encourage one another to defy adult authority.

percentile
A point on a ranking scale of 0 to 100. The 50th percentile is the midpoint; half of
the people in the population being studied rank higher and half rank lower.

perception
When the brain is conscious of a sensation or idea. Perception sometimes combines
several senses and ideas: You might suddenly perceive that your mother is angry
because of her face and voice and your past experience of her anger.

permanency planning
An effort by child-welfare authorities to find a long-term living situation that will
provide stability and support for a maltreated child. A goal is to avoid repeated
changes of caregiver or school, which can be particularly harmful to the child.
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permissive parenting
An approach to child rearing that is characterized by high nurturance and
communication but little discipline, guidance, or control.

perseverate
To stay stuck, or persevere, in one thought or action for a long time. The ability to
be flexible, switching from one task to another, is beyond most young children.

personal fable
An aspect of adolescent egocentrism characterized by an adolescent’s belief that his
or her thoughts, feelings, and experiences are unique, more wonderful, or more
awful than anyone else’s.

phallic stage
Freud’s third stage of development, when the penis becomes the focus of concern
and pleasure.

phenotype
The characteristics of a person, including appearance, personality, intelligence, and
all other traits.

physician-assisted suicide
A form of active euthanasia in which a doctor provides the means for someone to
end his or her own life, usually by prescribing lethal drugs.

pituitary
A gland in the brain that responds to a signal from the hypothalamus by producing
many hormones, including those that regulate growth and sexual maturation.

plaques
Clumps of a protein called beta-amyloid, found in brain tissue surrounding the
neurons.

plasticity
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The concept that suggests that abilities, personality, neurons, and so on are
moldable, not immutable.

POLST (physician-ordered life-sustaining treatment)
This is an order from a doctor regarding end of life care. It advises nurses and other
medical staff which treatments (e.g., feeding, antibiotics, respirators) should be
used and which not. It is similar to a living will, but it is written for medical
professionals and thus is more specific.

polygamous family
A family consisting of one man, several wives, and their children.

polypharmacy
A situation in which elderly people are prescribed several medications. The various
side effects and interactions of those medications can result in dementia symptoms.

population
The entire group of individuals who are of particular concern in a scientific study,
such as all the children of the world or all newborns who weigh less than 3 pounds.

positivity effect
The tendency for elderly people to perceive, prefer, and remember positive images
and experiences more than negative ones.

postconventional moral reasoning
Kohlberg’s third level of moral reasoning, emphasizing moral principles.

postformal thought
A proposed adult stage of cognitive development, following Piaget’s four stages,
that goes beyond adolescent thinking by being more practical, more flexible, and
more dialectical (i.e., more capable of combining contradictory elements into a
comprehensive whole).

postpartum depression
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A new mother’s feelings of inadequacy and sadness in the days and weeks after
giving birth.

post-traumatic stress disorder (PTSD)
An anxiety disorder that develops as a delayed reaction to exposure to actual or
threatened death, serious injury, or sexual violence. Its symptoms may include
flashbacks to the event, hyperactivity and hypervigilance, displaced anger,
sleeplessness, nightmares, sudden terror or anxiety, and confusion between fantasy
and reality.

practical intelligence
The intellectual skills used in everyday problem solving. (Sometimes called tacit
intelligence.)

pragmatics
The practical use of language that includes the ability to adjust language
communication according to audience and context.

preconventional moral reasoning
Kohlberg’s first level of moral reasoning, emphasizing rewards and punishments.

preoperational intelligence
Piaget’s term for cognitive development between the ages of about 2 and 6; it
includes language and imagination (which involve symbolic thought), but logical,
operational thinking is not yet possible.

preterm
A birth that occurs two or more weeks before the full 38 weeks of the typical
pregnancy — that is, at 36 or fewer weeks after conception.

primary aging
The universal and irreversible physical changes that occur to all living creatures as
they grow older.

primary circular reactions
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The first of three types of feedback loops in sensorimotor intelligence, this one
involving the infant’s own body. The infant senses motion, sucking, noise, and
other stimuli and tries to understand them.

primary prevention
Actions that change overall background conditions to prevent some unwanted event
or circumstance, such as injury, disease, or abuse.

primary sex characteristics
The parts of the body that are directly involved in reproduction, including the
vagina, uterus, ovaries, testicles, and penis.

private speech
The internal dialogue that occurs when people talk to themselves (either silently or
out loud).

prosocial behavior
Actions that are helpful and kind but that are of no obvious benefit to the person
doing them.

protein-calorie malnutrition
A condition in which a person does not consume sufficient food of any kind. This
deprivation can result in several illnesses, severe weight loss, and even death.

proximal parenting
Caregiving practices that involve being physically close to the baby, with frequent
holding and touching.

proximodistal
Growth or development that occurs from the center or core in an outward direction.

psychological control
A disciplinary technique that involves threatening to withdraw love and support,
using a child’s feelings of guilt and gratitude to the parents.
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puberty
The time between the first onrush of hormones and full adult physical development.
Puberty usually lasts three to five years. Many more years are required to achieve
psychosocial maturity.

Q

qualitative research
Research that considers qualities instead of quantities, and hence includes
narratives and other aspects of development that express individuality.

quantitative research
Research that provides data that can be expressed with numbers, such as ranks or
scales.

R

race
Categorizing people based on inherited traits. Anthropologists and biologists no
longer think race is a valid biological concept, although it is a powerful social
construction.

reaction time
The time it takes to respond to a stimulus, either physically (with a reflexive
movement such as an eyeblink) or cognitively (with a thought).

reactive aggression
An impulsive retaliation for another person’s intentional or accidental hurtful
action.

recessive
Hidden, not dominant. Recessive genes are carried in the genotype and are not
evident in the phenotype, except in special circumstances.



2194

reflex
An unlearned, involuntary action or movement in response to a stimulus. A reflex
occurs without conscious thought.

Reggio Emilia
A program of early childhood education that originated in the town of Reggio
Emilia, Italy, and that encourages each child’s creativity in a carefully designed
setting.

reinforcement
When a behavior is followed by something desired, such as food for a hungry
animal or a welcoming smile for a lonely person.

relational aggression
Nonphysical acts, such as insults or social rejection, aimed at harming the social
connection between the victim and other people.

REM (rapid eye movement) sleep
A stage of sleep characterized by flickering eyes behind closed lids, dreaming, and
rapid brain waves.

replication
Repeating a study, usually using different participants but similar or identical
procedures and measures.

reported maltreatment
Harm or endangerment about which someone has notified the authorities.

representative sample
A group of research participants who reflect the relevant characteristics of the
larger population whose attributes are under study.

resilience
The capacity to adapt well to significant adversity and to overcome serious stress.
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response to intervention (RTI)
An educational strategy intended to help children who demonstrate below-average
achievement in early grades, using special intervention.

role confusion
A situation in which an adolescent does not seem to know or care what his or her
identity is. (Sometimes called identity diffusion or role diffusion.)

rough-and-tumble
Play that seems to be rough, as in play wrestling or chasing, but in which there is
no intent to harm.

rumination
Repeatedly thinking and talking about past experiences; can contribute to
depression.

S

sample
A group of individuals drawn from a specified population. A sample might be the
low-birthweight babies born in four particular hospitals that are representative of all
hospitals.

sandwich generation
The generation of middle-aged people who are supposedly “squeezed” by the needs
of the younger and older members of their families.

scaffolding
Temporary support that is tailored to a learner’s needs and abilities and aimed at
helping the learner master the next task in a given learning process.

science of human development
The science that seeks to understand how and why people of all ages and
circumstances change or remain the same over time.
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scientific method
A way to answer questions beginning with hypotheses that are then tested with
empirical research before drawing conclusions.

scientific observation
A method of testing a hypothesis by systematically watching and recording
participants’ behavior, in a natural setting, in a laboratory, or in archival data.

Seattle Longitudinal Study
The first cross-sequential study of adult intelligence. This study began in 1956 and
is repeated every seven years.

secondary aging
The specific physical illnesses or conditions that become more common with aging
but are caused by health habits, genes, and other influences that vary from person
to person.

secondary circular reactions
The second of three types of feedback loops in sensorimotor intelligence, this one
involving people and objects. Infants respond to other people, to toys, and to any
other object that they can touch or move.

secondary education
Literally, the period after primary education (elementary or grade school) and
before tertiary education (college). It usually occurs from about ages 12 to 18,
although there is some variation by school and by nation.

secondary prevention
Actions that avert harm in a high-risk situation, such as holding a child’s hand
when crossing the street.

secondary sex characteristics
Physical traits that are not directly involved in reproduction but that indicate sexual
maturity, such as a man’s beard and a woman’s breasts.
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secular trend
The long-term upward or downward direction of a certain set of statistical
measurements, as opposed to a smaller, shorter cyclical variation. As an example,
over the past two centuries, because of improved nutrition and medical care,
children have tended to reach their adult height earlier and their adult height has
increased.

secure attachment
A relationship in which an infant obtains both comfort and confidence from the
presence of his or her caregiver.

selective adaptation
The process by which living creatures (including people) adjust to their
environment. Genes that enhance survival and reproductive ability are selected,
over the generations, to become more prevalent.

selective optimization with compensation
The theory, developed by Paul and Margaret Baltes, that people try to maintain a
balance in their lives by looking for the best way to compensate for physical and
cognitive losses and to become more proficient in activities they can already do
well.

self theories
Theories of late adulthood that emphasize the core self, or the search to maintain
one’s integrity and identity.

self-actualization
The final stage in Maslow’s hierarchy of needs, characterized by aesthetic, creative,
philosophical, and spiritual understanding.

self-awareness
A person’s realization that they are a distinct individual whose body, mind, and
actions are separate from those of other people.

self-concept
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A person’s understanding of who they are, in relation to self-esteem, appearance,
personality, and various traits.

senescence
The process of aging, whereby the body becomes less strong and efficient.

sensation
The response of a sensory organ (eyes, ears, skin, tongue, nose) when it detects a
stimulus.

sensitive period
A time when a certain development is most likely to occur. For example, early
childhood is considered a sensitive period for language learning.

sensorimotor intelligence
Piaget’s term for the way infants think — by using their senses and motor skills —
during the first period of cognitive development.

separation anxiety
An infant’s distress when a familiar caregiver leaves; most obvious between 9 and
14 months.

seriation
The concept that things can be arranged in a logical series, such as the number
sequence or the alphabet.

set point
A particular body weight that an individual’s homeostatic processes strive to
maintain.

sex differences
Biological differences between males and females, in organs, hormones, and body
shape.

sexting
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Sending sexual content, particularly photos or videos, via cell phones or social
media.

sexual orientation
A term that refers to whether a person is sexually and romantically attracted to
others of the same sex, the opposite sex, or both sexes.

sexually transmitted infection (STI)
A disease spread by sexual contact, including syphilis, gonorrhea, genital herpes,
chlamydia, and HIV.

shaken baby syndrome
A life-threatening injury that occurs when an infant is forcefully shaken back and
forth, a motion that ruptures blood vessels in the brain and breaks neural
connections.

single-parent family
A family that consists of only one parent and his or her children.

situational couple violence
Fighting between romantic partners that is brought on more by the situation than by
the deep personality problems of the individuals. Both partners are typically
victims and abusers.

small for gestational age (SGA)
A term for a baby whose birthweight is significantly lower than expected, given the
time since conception. For example, a 5-pound (2,265-gram) newborn is considered
SGA if born on time but not SGA if born two months early. (Also called small-for-
dates.)

snowplow parents
Parents who try to remove any impediments in the way of their children. This term
is pejorative; it implies that parents do not allow children to learn how to overcome
obstacles on their own.
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social comparison
The tendency to assess one’s abilities, achievements, social status, and other
attributes by measuring them against those of other people, especially one’s peers.

social construction
An idea that is built on shared perceptions, not on objective reality. Many age-
related terms (such as childhood, adolescence, yuppie, and senior citizen) are social
constructions, connected to biological traits but strongly influenced by social
assumptions.

social convoy
Collectively, the family members, friends, acquaintances, and even strangers who
move through the years of life with a person.

social learning theory
An extension of behaviorism that emphasizes the influence that other people have
over a person’s behavior. Even without specific reinforcement, every individual
learns many things through observation and imitation of other people. (Also called
observational learning.)

social mediation
Human interaction that expands and advances understanding, often through words
that one person uses to explain something to another.

social referencing
Seeking information about how to react to an unfamiliar or ambiguous object or
event by observing someone else’s expressions and reactions. That other person
becomes a social reference.

social smile
A smile evoked by a human face, normally first evident in infants about 6 weeks
after birth.

sociocultural theory
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A newer theory which holds that development results from the dynamic interaction
of each person with the surrounding social and cultural forces.

sociodramatic play
Pretend play in which children act out various roles and themes in plots or roles
that they create.

socioeconomic status (SES)
A person’s position in society as determined by income, occupation, education, and
place of residence. (Sometimes called social class.)

socioemotional selectivity theory
The theory that older people prioritize regulation of their own emotions and seek
familiar social contacts who reinforce generativity, pride, and joy.

specific learning disorder
A marked deficit in a particular area of learning that is not caused by an apparent
physical disability, by an intellectual disability, or by an unusually stressful home
environment.

spermarche
A boy’s first ejaculation of sperm. Erections can occur as early as infancy, but
ejaculation signals sperm production. Spermarche may occur during sleep (in a
“wet dream”) or via direct stimulation.

static reasoning
A characteristic of preoperational thought in which a young child thinks that
nothing changes. Whatever is now has always been and always will be.

stem cells
Cells from which any other specialized type of cell can form.

stereotype threat
The thought in a person’s mind that one’s appearance or behavior will be misread
to confirm another person’s oversimplified, prejudiced attitudes.



2202

still-face technique
An experimental practice in which an adult keeps his or her face unmoving and
expressionless in face-to-face interaction with an infant.

stranger wariness
An infant’s expression of concern — a quiet stare while clinging to a familiar
person, or a look of fear — when a stranger appears.

stratification theories
Theories which emphasize that social forces, particularly those related to a person’s
social stratum or social category, limit individual choices and affect a person’s
ability to function in late adulthood because past stratification continues to limit life
in various ways.

stunting
The failure of children to grow to a normal height for their age due to severe and
chronic malnutrition.

substantiated maltreatment
Harm or endangerment that has been reported, investigated, and verified.

sudden infant death syndrome (SIDS)
A situation in which a seemingly healthy infant, usually between 2 and 6 months
old, suddenly stops breathing and dies unexpectedly while asleep.

suicidal ideation
Thinking about suicide, usually with some serious emotional and intellectual or
cognitive overtones.

superego
In psychoanalytic theory, the judgmental part of the personality that internalizes the
moral standards of the parents.

survey
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A research method in which information is collected from a large number of people
by interviews, written questionnaires, or some other means.

symbolic thought
A major accomplishment of preoperational intelligence that allows a child to think
symbolically, including understanding that words can refer to things not seen and
that an item, such as a flag, can symbolize something else (in this case, a country).

synapse
The intersection between the axon of one neuron and the dendrites of other
neurons.

synchrony
A coordinated, rapid, and smooth exchange of responses between a caregiver and
an infant.

synthesis
A new idea that integrates the thesis and its antithesis, thus representing a new and
more comprehensive level of truth; the third stage of the process of dialectical
thinking.

T

tangles
Twisted masses of threads made of a protein called tau within the neurons of the
brain.

telomeres
The area of the tips of each chromosome that is reduced a tiny amount as time
passes. By the end of life, the telomeres are very short.

temperament
Inborn differences between one person and another in emotions, activity, and self-
regulation. It is measured by the person’s typical responses to the environment.
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teratogen
An agent or condition, including viruses, drugs, and chemicals, that can impair
prenatal development and result in birth defects or even death.

terror management theory
The idea that people adopt cultural values and moral principles in order to cope
with their fear of death. This system of beliefs protects individuals from anxiety
about their mortality and bolsters their self-esteem.

tertiary circular reactions
The third of three types of feedback loops in sensorimotor intelligence, this one
involving active exploration and experimentation. Infants explore a range of new
activities, varying their responses as a way of learning about the world.

tertiary prevention
Actions, such as immediate and effective medical treatment, that are taken after an
adverse event (such as illness or injury) and that reduce harm.

testosterone
A sex hormone, the best known of the androgens (male hormones); secreted in far
greater amounts by males than by females.

theory of mind
A person’s theory of what other people might be thinking. In order to have a theory
of mind, children must realize that other people are not necessarily thinking the
same thoughts that they themselves are. That realization seldom occurs before age
4.

theory-theory
The idea that children attempt to explain everything they see and hear by
constructing theories.

thesis
A proposition or statement of belief; the first stage of the process of dialectical
thinking.
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threshold effect
In prenatal development, when a teratogen is relatively harmless in small doses but
becomes harmful once exposure reaches a certain level (the threshold).

time-out
A disciplinary technique in which a person is separated from other people and
activities for a specified time.

transient exuberance
The great but temporary increase in the number of dendrites that develop in an
infant’s brain during the first two years of life.

trust versus mistrust
Erikson’s first crisis of psychosocial development. Infants learn basic trust if the
world is a secure place where their basic needs (for food, comfort, attention, and so
on) are met.

23rd pair
The chromosome pair that, in humans, determines sex. The other 22 pairs are
autosomes, inherited equally by males and females.

U

universal design
The creation of settings and equipment that can be used by everyone, whether or
not they are able-bodied and sensory-acute.

V

vascular disease
Formerly called vascular or multi-infarct dementia, vascular disease is
characterized by sporadic, and progressive, loss of intellectual functioning caused
by repeated infarcts, or temporary obstructions of blood vessels, which prevent
sufficient blood from reaching the brain.
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very low birthweight (VLBW)
A body weight at birth of less than 1,500 grams (3 pounds, 5 ounces).

W

Waldorf schools
An early-childhood education program that emphasizes creativity, social
understanding, and emotional growth. It originated in Germany with Rudolf
Steiner, and now is used in thousands of schools throughout the world.

wasting
The tendency for children to be severely underweight for their age as a result of
malnutrition.

wear-and-tear theory
A view of aging as a process by which the human body wears out because of the
passage of time and exposure to environmental stressors.

WEIRD
An acronym that refers to people from Western, Educated, Industrialized, Rich
Democracies, in other words, to North American college students, not necessarily
the rest of humanity.

withdrawn-rejected
A type of childhood rejection, when other children do not want to be friends with a
child because of their timid, withdrawn, and anxious behavior.

working model
In cognitive theory, a set of assumptions that the individual uses to organize
perceptions and experiences. For example, a person might assume that other people
are trustworthy and be surprised by an incident in which this working model of
human behavior is erroneous.

X
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X-linked
A gene carried on the X chromosome. If a male inherits an X-linked recessive trait
from his mother, he expresses that trait because the Y from his father has no
counteracting gene. Females are more likely to be carriers of X-linked traits but are
less likely to express them.

XX
A 23rd chromosome pair that consists of two X-shaped chromosomes, one each
from the mother and the father. XX zygotes become females.

XY
A 23rd chromosome pair that consists of an X-shaped chromosome from the
mother and a Y-shaped chromosome from the father. XY zygotes become males.

Y

young-old
Healthy, vigorous, financially secure older adults (generally, those aged 65 to 75)
who are well integrated into the lives of their families and communities.

Z

zone of proximal development (ZPD)
In sociocultural theory, a metaphorical area, or “zone,” surrounding a learner that
includes all of the skills, knowledge, and concepts that the person is close
(“proximal”) to acquiring but cannot yet master without help.

zygote
The single cell formed from the union of two gametes, a sperm and an ovum.
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abuse

puberty onset and, 360, 361
in United States, 212, 213f

Childhood obesity, 280, 280f. See also under Obesity
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diversity and, 472–473, 472f
health and wealth and, 23, 466–469, 477f
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Creativity, in late adulthood, 629, 629p
Creeping. See Crawling
Crib death. See Sudden infant death syndrome
Crime and criminal justice system

in adolescence, 418–421, 419p
intersectionality and, 13
lead poisoning and, 211
sexual behavior and, 211

Criminology, and psychology, 14p
CRISPR, 69–70, 99



2689

Critical period, 8, 100–101, 232
Cross-fostering, 109–110
Cross-sectional research, 22–23, 24t, 535
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baby weight and, 106
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moral development in, 265–267, 266p
motivation in, 250–251
motor skills in, 130–131, 130p, 130t, 131p, 205–206, 206p,
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473p, 474p, 477f

Edwards syndrome, 79
EEG (electroencephalography), 42t, 124p
Effect size, 19t, A-5
Effortful control, 171, 248, 315. See also Emotional regulation
Egocentrism, 224, 226, 232, 233p. See also Adolescent egocentrism
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in emerging adulthood, 454–460, 455f
in infancy, 167–173, 184–185, 188–189
lateralization and, 202
in middle childhood, 326
norms in, 168t
in puberty and adolescence, 355, 357, 358, 368, 375f, 379, 384,
385–386, 386f, 416–421

Empathy, 169p, 183, 265–266, 343, 618–619, 619f
Empirical evidence, 5
Employment. See also Career Alert; Unemployment

in adulthood, 572–577
age at, 451f
aging and, 602
career counseling and, 502
diversity and, 574–575, 574f
expertise and, 548–549
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extrinsic and intrinsic rewards of, 573
in late adulthood, 641–643
location changes in, 575–576
parenthood and, 567
schedule changes in, 576–577, 577p
vocational identity and, 483–484, 483f

Empty nest, 487, 562
Engineers, women as, 66
England. See also United Kingdom

climate change protest in, 377–378
hospice in, 668, 668t
NCDs in, 655
puberty onset in, 361
resilience in, 327
TIMSS and PIRLS scores in, 313t, 337f

English as a second language (ESL), 308
English language learners (ELLs), 308
Entity theory of intelligence, 394
Environment. See also Cultural variations; Epigenetics; Nature–
nurture interaction

climate change and, 377–378, 378p
longitudinal research and, 23
in puberty onset, 360

Epidurals, 97
Epigenetics, 63

aging and, 605
MZ twins and, 71
phenotype and, 73

Equifinality, 287
Erectile dysfunction, 595
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Eriksonian perspective, 35t, 36, 480t
on adolescent psychosocial development, 403–404
on adult psychosocial development, 556–557, 556t
dialectical thought in, 457
on early childhood psychosocial development, 248
on infant psychosocial development, 173
on late adulthood psychosocial development, 628, 637
on middle childhood psychosocial development, 324

ERPs (event-related potentials), 42t
ESL (English as a second language), 308
Estradiol, 354
Estrogens, 354, 517
Ethics. See also Morality and moral development

CRISPR and IVF and, 70–71
death and dying and, 669–672
in emerging adulthood, 461–463
of genetic counseling, 84
in scientific research, 26–28, 27p, 658

Ethiopia, mosquito netting used in, 133p
Ethnic group, 12. See also Ethnicity and ethnic groups
Ethnic identity, 405–406. See also Ethnicity and ethnic groups

in emerging adulthood, 480–483, 482p
Ethnicity and ethnic groups. See also African Americans; Asian
Americans; Cultural variations; European Americans; Hispanic
Americans; other specific groups

ADHD and, 288
alcohol use and, 522
college and, 472–473, 472f
corporal punishment and, 257
digital technology and, 387
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dizygotic twins and, 72
employment and, 574–575, 574f
ethnic identity and, 405–406
family structure and, 332f
genetic risks and, 604–605
graduation rates and, 451f
high school dropout rates and, 396f
hospice and, 669
income and obesity and, 529f
in intermarriage, 456–457
intersectionality and, 13f
in life-span perspective on development, 12
marriage and divorce and, 456–457, 561
in middle school, 393
obesity and, 280f, 529f
own-race effect and, 147
parent–child relationships and, 410
physician-assisted suicide and, 673f
puberty onset and, 359, 362
sleep among, 509
social comparison and, 325
stratification and, 639–640
teachers and, 311–312, 393p
tobacco use and, 423f
in United States, diversity of, 31, 31f

Europe. See also specific nations
Flynn effect in, 285
premarital sex and, 442f

European Americans
adolescent sexuality in, 369
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in college, 477f
corporal punishment among, 257
distribution of, by age and region, 31f
family structure and, 332f
graduation rates of, 451f
in high-stakes testing, 396f
hospice and, 669
income and obesity in, 529f
in labor force, 574, 574f
in NAEP, 316
obesity among, 280f, 529f
racial/ethnic pride among, 12

Euthanasia, 671–672, 672p, 672t, 673–674, 673f
Eveningness, 355
Event-related potentials (ERPs), 42t
Every Student Succeeds Act (ESSA), 396
Evidence, empirical, 5
Evolutionary psychology. See Evolutionary theory and evolutionary
perspective
Evolutionary theory and evolutionary perspective, 49–53, 53t

children’s understanding of, 21p
on cognitive development in infancy, 148–149, 160–161
on gender differences, 265
on infant psychosocial development, 184–185
on language development, 160–161
puberty onset in, 361
toilet training in, 54

Executive function, 222–223, 230–231, 279, 282, 306, 308, 357. See
also Emotional regulation
Executive processes. See Control processes
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Exercise. See also Physical activity
in adulthood, 519–520
age and, 568f
body dissatisfaction and, 375f
in emerging adulthood, 435–437, 436p
health and, 519
in late adulthood, 588–589, 588f, 603, 603p, 624, 624p, 650–
651, 650p
U.S. standards for, 436, 436t

Exosystem, 9, 10f, 597–598
Expansion microscopy, 43p
Experience. See also Culture; Environment; Nature–nurture
interaction

in brain development, 124–125, 172–173, 231
expertise and, 544, 548–549
in Piagetian perspective, 41, 41f

Experience-dependent growth, 124–125, 128, 147, 161
Experience-expectant growth, 124, 128, 147, 161, 174
Experiment, 20, 20f, 21p
Experimental group, 20, 20f
Experimental variable, 20, 20f
Experts and expertise, 543–550, 543p, 544, 547p, 548p
Explicit memory, 149–150, 616
Extended family, 332, 333t, 335
Extramarital sex, 493
Extremely low birthweight (ELBW), 103, 105
Extrinsic motivation, 250–251
Extrinsic rewards of work, 573
Extroversion, 558, 558p, 559, 578
Exuberance, 171
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Eye color, 74, 75f

F

Fables, in adolescent cognition, 380
Facebook, 387
Faces

aging of, 511
face recognition in infancy, 146–147
perception of, 127, 127p

Facilitation of behavior, 412
Factor analysis, 19t
FAE (fetal alcohol effects), 101
Failed suicide. See Parasuicide
Failure to thrive, 118–119
Falls in late adulthood, 600, 650
False confessions, 418–419
False positives, 102
Families. See also Children; Family function; Family structure;
Grandparents; Marriage; Nuclear families; Parents and parenting;
Siblings

in adolescence, 407–410, 409p, 416
in adulthood, 564–566, 565p
beanpole families, 646, 647f
death and dying and, 665, 665f
in emerging adulthood, 486–488
employment changes and, 576–577, 577p
executive function and, 223
experimental design for research on, 20–21
fictive kin in, 565–566, 566p
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filial responsibility and, 646, 651–652, 652p
food insecurity of, 106f
kinkeepers in, 572
during labor and delivery, 94
in middle childhood, 327–328, 329–337, 333t, 349f
newborns in, 107–110
resilience and, 327–328
same-sex relationships in, 563
weddings and, 440p

Familism, 409
Family function, 329

adolescent sexual activity and, 370
conflict and, 18–19, 337
eating disorders and, 366
in middle childhood, 329–331, 332–337
puberty onset and, 360, 361

Family leave. See Maternity leave; Parental leave; Paternity leave
Family-stress model, 336
Family structure, 329

in adulthood, 581f
in middle childhood, 331–336, 332f, 332p, 333t, 335p, 349f

FAS (fetal alcohol syndrome), 99, 101
Fast food, 297
Fast-mapping, 233, 233p, 240
Fat. See Body fat; Body mass index; Obesity; Overweight
Fathers

adult children and, 572p
child care by, 263p, 265p
low birthweight and, 104–105
of newborns, 108p, 109
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physical activity in middle childhood and, 277
roles of, 566–568, 567p
single fathers, 332f, 333t, 334, 335p
in social referencing, 181

Fear
in early childhood, 203
of flying, 664
in infancy, 125, 168t, 169, 171

Feces, medical use of, 64
Feeding reflexes, 107
Feelings. See Emotions and emotional development
Female–male differences. See Gender differences; Sex differences
Females. See also Gender differences; Gender identity; Girls;
Mothers; Sex differences; Women

chromosomal anomalies in, 80t
in demographic pyramid, 591f
infant weight of, 118f
karyotype of, 64p
ratio of, at birth, 67
sex selection and, 68
teratogens and, 101

Fentanyl, 522, 523p
Fertility and infertility. See also Assisted reproductive technology

in adolescence, 354, 369
in adulthood, 514–516, 515p
IVF and, 70

Fetal alcohol effects (FAE), 101
Fetal alcohol syndrome, 99, 101
Fetal period, 90–94, 91t
Fetus, 91. See also Fetal period
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hearing in, 127
Fictive kin, 565–566, 566p
“File-drawer problem,” 22
Filial responsibility, 646, 651–652, 652p
Films. See Motion pictures
Financial issues. See Income; Poverty; Socioeconomic status
Fine motor skills, 131

in early childhood, 205–206, 206p, 219f
in infancy, 131, 131t, 132p
in middle childhood, 278–279

Finland
active euthanasia study in, 671
college education in, 467f
contraception in, 444
graduation rates in, 401f
high-stakes testing in, 396–397
independent living in, 451f
international testing in, 312–313
problem-solving skills in, 470f
psychological control in, 259
TIMSS and PIRLS scores in, 313t, 337f

Firearms. See Guns and gun control
First acquired adaptations, 151t, 152
First names, 10, 11t
First two years. See Infancy
First words, 156t, 157, 165f
5-HTTLPR gene, 408, 408f, 416
Flexibility, 203–204, 222, 223

expertise and, 547
Flint, Michigan, lead poisoning crisis, 211
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Flipped classroom, 474
Florida

aging in place in, 643
child maltreatment in, 215p
elementary school classroom in, 311p
transgender stereotyping in, 454–456

Flu and flu shots, 434, 599
Fluid intelligence, 537, 538, 538p
“Flying storks,” 97
Flynn effect, 285, 534
fMRI (functional magnetic resonance imaging), 42, 42t
fNIRS (functional near-infrared spectroscopy), 42, 43t
Focus on appearance, 224, 225
Folic aid, 101–102
Folk psychology, 230
Fontanels, 92
Food. See Nutrition
Food insecurity, 106, 106f
Football, 277, 446
Forebrain, 93f, 122
Foreclosure, 404
Formal code, 307
Formal operational intelligence, 40t, 380–382, 381f
Formula feeding, 121, 136–137, 137t, 138, 149
Foster care, 216, 487, 569–570, 569p
Fragile X syndrome, 81, 112, 124
Frail elderly, 649–656

ADLs and IADLs and, 649–651, 650t, 659f
caregiving for, 651–656
prevention of frailty, 649–651, 649p, 650p
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France
child safety in, 207p
college education in, 467f
independent living in, 451f
infant care in, 186
life expectancy in, 525f
overweight prevalence and GDP of, 529f
parental leave in, 189f
PIRLS scores in, 313t
preterm babies in, 92
TIMSS scores in, 337f
voting age in, 451f

Franciscan University, 470
Fraternal twins. See Dizygotic twins
Free radicals, 606
Freudian perspective, 34–36, 34p, 35t

on infant psychosocial development, 173
Friendships. See also Peers, peer groups, and peer relationships

in adolescence, 385, 394, 410–413, 412p, 413p, 427f
in adulthood, 564, 564p
for bullying victims, 341
in emerging adulthood, 488–491, 489p, 491f
exercise and, 437
in late adulthood, 648
in middle childhood, 339, 341, 343
peer pressure and, 411–412
selection and facilitation in, 412
self-comparisons about, 587t

Frontotemporal lobar degeneration, 622
Frontotemporal NCDs, 622–623
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Full-term babies, 90t, 94
Functional magnetic resonance imaging (fMRI), 42, 42t
Functional near-infrared spectroscopy (fNIRS), 42, 43t
Fusiform face area, 146

G

g (general intelligence), 283–285, 532–533. See also Intelligence
quotient
Gamete, 62. See also Ovum; Sperm
Ganges, 50, 50p
Gardenia, California, 393p
Gardening, 643
Gays and lesbians. See LGBTQ individuals
Gaze-following, 146–147
GDP (gross domestic product), overweight prevalence and, 529f
Gen X, 16f
Gender, 67
Gender differences, 67, 260–265, 260f. See also Gender identity

in academic achievement, 314–316
in ADHD, 289–290
in adolescent sexuality, 367–369, 368f
in body dissatisfaction, 375f
in bullying, 341
in education and income, 468, 468f
in emerging adulthood, 447, 447f, 451f, 468, 468f, 490, 491f,
493
friendships and, 490, 491f
in frontotemporal disorders, 623
in graduation rates, 401f
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in hearing, 512
in hookups, 493
in income and obesity, 529f
in major depression, 416
in marriage, 560
in middle childhood, 277, 279, 280f, 289–290, 314–316, 314p,
341
in motor skills, 206, 279
in obesity, 280f
in parenthood, 566–568, 567p
in peer pressure effects, 421
physical activity in middle childhood and, 277
in puberty onset, 357–359
in retirement age, 642
in risky behavior, 410
in rumination, 379
in sex in late adulthood, 595
in sexual responses, 514
social referencing and, 181
stratification and, 638–639
in tobacco use, 521

Gender dysphoria, 406
Gender identity, 67, 406. See also LGBTQ individuals; Sexual
orientation; Transgender identification

in adolescence, 406
in early childhood, 260–265, 261p
in emerging adulthood, 439–440, 490, 491f
friendships and, 490, 491f
intersectionality and, 13f
in middle childhood, 325
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social comparison and, 325
Gender schema, 263–264
Gene–gene interactions, 73–75
General intelligence. See g
Generational forgetting, 424
Generativity versus stagnation, 35t, 480t, 556t, 557, 566–578, 638
Genes, 61–62, 62p. See also Alleles; Chromosomes; DNA;
Epigenetics; Genetic counseling and testing; Genetic disorders;
Genetics; Genome; Genotype; Nature–nurture interaction; Twins and
twin studies

brain effects of, 510
in gene–gene interactions, 73–75

Genetic code, 61–62
Genetic counseling and testing, 81–84, 83p, 112, 122, 128p
Genetic disorders, 65, 80–84, 80p, 81p. See also Genetic counseling
and testing

MZ twins and, 71
Genetic diversity, 64
Genetics, 51–53, 61–87. See also Chromosomes; Epigenetics;
Genes; Genotype; Innateness; Nature–nurture interaction

adolescent biology and, 407–408, 408f
aging and, 508, 604–605
of Alzheimer’s disease, 621–622, 622p
asthma and, 281
eveningness and, 355
family conflict and, 337
family structure and, 329
intelligence and, 532, 536
in life-span perspective on development, 13–14
professions and, 66
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psychopathology and, 82–83
of puberty onset, 359
race and, 12
in teratogen susceptibility, 101–102

Genital stage, 35, 35t
Genome, 62. See also Genetic counseling and testing
Genome-wide association study (GWAS), 112, 604
Genotype, 64, 73–76, 74p, 75t
Georgia, parent–child relationships in, 407–408, 408f
German measles, 16–17
Germany

alcohol use in, 451f
drawings by children in, 48, 49f
early childhood motor skills in, 206p
graduation rates in, 401f
infant care in, 187
kindergartens in, 58f
life expectancy in, 525f
overweight prevalence and GDP of, 529f
parental leave in, 189f
problem-solving skills in, 470f
TIMSS and PIRLS scores in, 313t, 337f
weight in early childhood in, 199

Germinal period, 69, 69p, 90, 91t
Gerontology, 58f
Gerstmann-Straussler-Schenker disease, 80p
Gestational age, 90t
Gesturing, in infancy, 156, 160
Ghana, menarche in, 359
Gifted and talented children, 286p, 293, 294, 294p
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Gig economy, 484
Girls. See also Females; Gender differences; Gender identity

anemia in, 364–365
body image of, 355p
as bullies, 341
depression in, 416
early maturation in, 361–362
first names of, 11t
height of, in early childhood, 219f
inhibited temperament in, 171
obesity among, 280f
puberty and adolescence in, 353–355, 355p, 357–368, 368f,
370–371
rumination by, 379
running speed of, 363, 363f
sexual abuse of, 370–371, 370p, 371p
sexuality of, in adolescence, 368–369, 368f
in sports, 359p

Glaucoma, 597t
Global warming. See Climate change
GnRH (gonadotropin-releasing hormone), 354
Goals, in infancy, 153
Gonadotropin-releasing hormone. See GnRH
Gonads, 354
Google, 573p
Government

frail elderly care and, 652–653
infant care and, 186–187, 187p, 188f
pesticides regulated by, 103
sex selection and, 68
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Graduation rates, 396, 396f, 401f
Grammar, 158–159

in early childhood, 229–230, 232t, 234–235, 234p
Grand theories, 34. See also Behaviorism; Cognitive theory;
Psychodynamic theory
Grandmother hypothesis, 51
Grandmothers

childcare by, 184p
in grandchildren’s households, 570

Grandparents, 184p, 570–571, 570p
family structure and, 333t
in intergenerational relationships, 646–648, 647f, 648p
shared custody and, 564
in skipped-generation families, 571

“Granny midwife,” 94
Grasping reflex, 108, 113p
Gray matter (brain), 358f, 613
Great Britain. See United Kingdom
Great-grandparents, 647, 647f
Greece

Art of Motion festival in, 445p
graduation rates in, 401f
late adulthood in, 651p

Greece, ancient, 58f
Grief, 675–677. See also Mourning
Grit, 315
Gross domestic product (GDP), overweight prevalence and, 529f
Gross motor skills, 130–131, 130p, 130t, 131p, 278
Grounded theory, 595
Group loyalty, 249



2721

Growth. See also Height; Weight
during puberty, 363–364
secular trend and, 360

Growth spurt, 363
Guatemala, maternity leave in, 189f
Guided participation, 47, 227, 302. See also Mentors and mentoring
Guns and gun control, 28, 210, 357, 679–680, 679p
Gustation. See Taste
GWAS (genome-wide association study), 112, 604
Gyri, 93

H

Habits and routines
in adulthood, 518–526
in early childhood, 250
in infancy, 152–153

Hair (head and body), 353–354, 364, 367, 511–512
Haiti, overweight prevalence and GDP of, 529f
Handwriting

dysgraphia and, 290
obsolescence and, 544
reading and, 282

Happiness
of grandparents, 571
in infancy, 168
marital happiness, 514, 560, 561, 561t, 566
in middle childhood, 315

Happiness paradox, 641
Harm reduction
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in early childhood, 215–216
levels of prevention and, 208, 209–210

Harm to children. See also Child maltreatment; Child sexual abuse;
Harm reduction

from drugs, 422, 423
families and, 331, 331p, 337

Hatching, 72
Hayflick limit, 605
Head-sparing, 121
Head Start, 59f, 239, 240p, 241, 242, 242
Health. See also Diseases and disorders; Health care; Nutrition; Oral
health

in adulthood, 509, 517–525
calorie restriction and, 602–603
cesarean sections and, 96
e-cigarettes and, 423
education and, 466
in emerging adulthood, 433–439
employment schedules and, 576–577
exercise and, 519
friendship and, 564
genetics of, 68
intermittent fasting and, 603
Internet and, 387, 388
in late adulthood, 26, 586–590, 592–593, 592p, 593p, 599–601
low birthweight and, 105
in middle childhood, 276–281
puberty onset and, 360–361
religion and, 644
SES and, 524–526
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Health care. See also Genetic counseling and testing; Hospitals and
hospitalization; Medical doctors and medical professionals;
Pharmaceuticals; Prenatal testing, diagnosis, and care

at birth, 95–96, 97
feces used in, 64
hormone replacement therapy, 517–518
hospice and, 668–669, 668t
in late adulthood, 600–601, 603
low birthweight and, 106
NCDs and, 633f
zone of proximal development in, 47

Health care proxy, 674
Hearing. See also Deafness

in adulthood, 512
in David (author’s nephew), 16
in infancy, 127, 144–145
in late adulthood, 589, 598
in prenatal development, 92

Hearing loop, 598, 598p
Heart, 364
Heart disease

exercise and, 519
sex ratios in, 68
in United States, 433t

Heat stroke, 434
Height

in adolescence, 363
in adulthood, 512
in early childhood, 198, 219f
in emerging adulthood, 432
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heritability of, 77
in infancy, 118, 138, 138f

Helicopter parents, 487–488
Hemispheres of brain, 122f, 201, 201p, 202
Herd immunity, 135
Heredity, 73–75
Heritability, 77
Heroin, 24, 522
Heterozygous genes, 65
HGA (hypothalamus-pituitary-gonad) axis, 354
Hiccups reflex, 107
Hidden curriculum, 311, 311p
Hierarchy of needs, 59f, 557, 557f
High school, 356, 393p, 394–398, 394p, 396f, 398p, 401f, 477f
High-stakes tests, 395, 396–397
Higher education. See College
Hindbrain, 93f, 122
Hip fractures and hip replacements, 600
Hippocampus, 93, 122f, 123, 282, 309, 510, 613, 621
Hispanic Americans. See also Latinos/Latinas; Mexican Americans

ADHD among, 288
in college, 472f, 477f
corporal punishment among, 257
distribution of, by age and region, 31f
e-cigarettes and, 423f
ethnic identity of, 405
family structure and, 332f
graduation rates of, 451f
in high-stakes testing, 396f
income and obesity in, 529f
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in labor force, 574, 574f
in NAEP, 316
obesity among, 280f, 529f
racial/ethnic pride among, 12

Hispanic paradox. See Immigrant paradox
Historical context, 10
HIV/AIDS, 442–443, 509

assisted reproductive technology and, 52
breast feeding and, 136–137
genetics and, 52

Hoarding, compulsive, 636, 638p, 639
Holophrase, 157
Home births, 97
Home deaths, 662t, 667, 669f, 673f
Home ownership, 640
Home schooling, 317, 317f, 318, 319
Homeostasis, 434–439, 508
Homicide, 664f

among children in United States, 212f
among intimate partners, 499
victims of, by age, 589f

Homosexuality. See LGBTQ individuals; Same-sex relationships
Homozygous genes, 65
Hong Kong

co-sleeping in, 120f
computer addiction in, 389
emotional regulation in, 248p
life expectancy in, 524
TIMSS and PIRLS scores in, 313t

Hookup culture, 493
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Hookups, 493
Hope, and death, 661–666
Hormone replacement therapy, 517
Hormones. See also specific hormones

in infancy, 121–123
in puberty, 353, 354–355, 357, 359, 360, 367–369

Hospice, 667p, 668–669, 668t
Hospitals and hospitalization

birth in, 95–96
death and dying in, 662t, 667, 667p, 668–669, 669f
elderly and, 593

“Hot yoga,” 436p
Housework, 643
Housing crisis, 640
Howard University, 466p
HPA (hypothalamus-pituitary-adrenal) axis, 354
HPV. See Human papillomavirus
Hubs (brain), 304
Human Genome Project, 73
Human papillomavirus (HPV), 371, 443
Humanism, 557
Hungary, Chinese-Hungarian school in, 235p
Hunger. See Food insecurity; Malnutrition
Huntington’s disease, 80, 623
Hurricane Maria, 677p
Hutchinson-Gilford syndrome, 604
Hydrofracking, 23
Hygiene hypothesis, 281
Hypervigilance, 214t
Hypothalamus, 122f, 123, 173
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Hypothesis, 5
Hypothetical thought, 381–382
Hysterectomies, 517

I

IADLs (instrumental activities of daily life), 649–651, 650t, 659f
Ice hockey, 277
Iceland

alcohol use in, 451f
parental leave in, 189f

Identical twins. See Monozygotic twins
Identity. See also Ethnic identity; Gender identity; Self-concept;
Sexual identity

in adolescence, 403–406, 404p, 405p, 406p
in emerging adulthood, 479–485, 480t
intersectionality and, 12–13, 13f, 13p
political identity, 405, 483
religious identity, 404–405, 405p
vocational identity, 483–484

Identity achievement, 403–404, 479–485
Identity versus role confusion, 35t, 403–404, 480t, 556t
IEP (individual education plan), 292
If-then propositions, 382
Imaginary audience, 379–380
Imaginary friends, 251
Imagination in early childhood. See Pretend play
Imitation, deferred, 155, 155p
Immersion, 308
Immigrant paradox, 104–105



2728

Immigrants and immigration. See also Refugees
attachment and, 180
birthweight and, 104–105
caregiving and, 654
child maltreatment and, 215p
difference-equals-deficit error and, 11–12
Dreamers and, 482
employment and, 576
happiness and, 641
health among, 438
religion and, 644
in United States, 328, 438

Immunity and immune system. See also Immunization
in abused children, 173
asthma and, 281
HPV and, 371

Immunization. See also Vaccines and vaccination
in infancy, 133–136, 135f

Implantation, 70, 90
Implicit memory, 149–150, 616
Imprinting, 65
Impulsivity and impulse control, 203

in adolescence, 379, 385–386, 386f, 390–391, 420–421
in early childhood, 203, 207, 214t

In vitro fertilization (IVF), 515–516, 515p, 516p
genetic testing and, 80p
MZ twins and, 71

Income. See also Poverty; Socioeconomic status
attitudes about, 573
college and, 468, 468f, 477f
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in emerging adulthood, 487
family function and, 336–337
obesity and, 529f
of preschool teachers, 270
in socioeconomic status, 10
stratification and, 639–640

Incomplete grief, 676–677
Incremental theory of intelligence, 394
Independence

of adult children, 565
in emerging adulthood, 451f, 483–485
in late adulthood, 636, 641–656
in middle childhood, 338

Independent variable, 20, 20f
India

college education in, 468
computer addiction in, 389
contraception in, 514
couvade in, 109
Ganges in, 50, 50p
hospice in, 667p
life expectancy in, 525f
malnutrition in, 138
marriage in, 495
overweight prevalence and GDP of, 529f
psychopathology in, 335
sex selection in, 68p
Tibetans in, 237p
toothbrushing in, 276p

Individual education plan (IEP), 292
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Individual-reflective faith, 463
Indonesia

co-sleeping in, 120f
cremation procession in, 678p
maternity leave in, 189f
mourning in, 678
overweight prevalence and GDP of, 529f

Induced labor, 97, 98
Induction, 259
Inductive reasoning, 382
Indulgent parenting. See Permissive parenting
Industry versus inferiority, 35t, 324, 480t
Infancy (first two years), 8t, 115–193. See also Newborns

adaptation in, 149, 149p, 151t, 152, 153
anger in, 168, 168t, 169
biosocial development in, 115–141
body changes in, 118–126
brain development in, 121–125, 121p
caregiving and caregivers in, 169, 169p, 172–174, 174p, 180–
181, 184–190
cognitive development in, 143–165
core knowledge in, 146–148
deafness in, 127, 161
diseases and disorders in, 133–136
emotions and emotional development in, 167–173, 184–185,
188–189
evolutionary theory and, 148–149
face recognition in, 146–147
fear in, 125, 168t, 169, 171
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health and survival in, 132–139. See also Sudden infant death
syndrome
hearing in, 127, 144–145
height in, 118, 138
immunization in, 133–136
information processing and, 148
language development in, 127, 144–145, 155–162, 156p, 156t,
159f, 165f
learning in, 144–148
malnutrition in, 137–139, 138f
memory in, 149–150, 150p
motor skills in, 130–132, 131p, 131t, 132p, 132t
nutrition in, 136–137
pain and pain management in, 128–129, 128p
play in, 251
protection of babies during, 51
in psychodynamic perspectives, 35t
psychosocial development in, 167–193
sadness in, 168, 169, 172
sensation and perception in, 126–129, 126p, 127p, 128p
sensorimotor intelligence in, 151–155, 151t, 152f, 153p, 155p
sleep in, 119, 120
smiling in, 127, 127p, 168t, 174, 174p
social bonds in, 173–181
sucking reflex in, 149, 149p
synchrony in, 173–175, 174p
temperament in, 170–172, 171f, 171p
toilet training in, 54–55
vaccination in, 133–136, 135f, 141f
vision in, 127, 127p, 145–146
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weight in, 118–119, 118f, 138
Infant amnesia, 149, 150p
Infant mortality, 132–133
Infanticide, 51
Infants. See Infancy; Newborns
Infertility, 514. See also Fertility and infertility
Influenza. See Flu and flu shots
Informal code, 307
Information processing and information-processing theory, 41–45

on infant cognitive development, 148
in late adulthood, 615–619
on middle childhood cognitive development, 302–306, 305p,
306p

Inhalants, 421–422
Inhibited temperament, 171
Inhibition, 203–204, 222
Initiative versus guilt, 35t, 248, 480t
Injuries

in early childhood, 207–211, 214t
in emerging adulthood, 447, 447f
sports injuries, 364

Injury control, 208
Innateness. See also Nature–nurture interaction

of differential susceptibility, 7, 101, 172, 361
in language development, 160–161
of temperament, 170
of traits, 6

Insecure-avoidant attachment, 175–176, 178t, 193f
Insecure-resistant/ambivalent attachment, 176, 178t, 193f
Inside Out (movie), 224p



2733

Inside the Brain
Brains from Back to Front, 122
Connected Hemispheres, 202
Coordination and Capacity, 304
Essential Connections, 93
The Growth of Emotions, 172–173
Impulses, Rewards, and Reflection, 420–421
Lopsided Growth, 358–359
Measuring Mental Activity, 41–43
Neurons Forming in Adulthood, 510–511
A New Stage?, 455
The Role of Experience, 231
Stop and Think? No!, 385–386
Thinking About Marijuana, 15–16

Insomnia, 586–588
Instant vs. delayed gratification, 249
Instincts, 50, 51
Institutional Review Board (IRB), 27
Instrumental activities of daily life ( ADLs), 649–651, 650t, 659f
Instrumental aggression, 266, 267t
Instrumental conditioning. See Operant conditioning
Insula, 455f
Integrated care, 652–653
Integrity versus despair, 35t, 480t, 556t, 626, 637, 637p
Intelligence. See also g; Intelligence quotient

in adulthood, 532–541
age and, 533, 533p, 534, 536, 540
in Alzheimer’s disease and vascular disease, 622f
components of, 537–541
of David (author’s nephew), 17, 17t
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entity theory and incremental theory of, 394
middle childhood friendships and, 339
selective optimization with compensation and, 542

Intelligence quotient (IQ), 283–285, 284f
age and, 533, 533p, 534, 536
inborn IQ, 532
physical activity and, 282
plasticity of, 17t

Intergenerational relationships, 646, 647f
Intermarriage, 456–457
Intermittent fasting, 603
International adoptions, 180, 180f
International comparisons. See also Cultural variations

of ADHD treatments, 288
of alcohol use, 451f
of belief in afterlife, 662–663
of breast feeding, 137
of co-sleeping, 120, 120f
of cohabitation, 496–498
of college education, 466, 467f
of computer addiction, 389
of corporal punishment, 257
of delayed gratification, 249
of demographic shift, 590
of educational testing, 312–316, 313p, 313t, 321f, 337f, 396–
397
of elementary school enrollments, 310
of emerging adulthood, 451f
of family financial help, 487
of family function, 338, 338f, 487
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of family structure, 349f
of Flynn effect, 285
of graduation rates, 401f
of infant care, 186–188, 188f
of infant disease rates, 134–136
of IQ, 534
of lead poisoning, 211
of life expectancy, 524–525, 525f
of low birthweight, 105–107
of NCDs, 633f
of obesity in childhood, 297f
of obesity-reduction policies, 280
of overweight prevalence and GDP, 529f
of parental leave, 189f
of PISA scores, 398
of premarital sex, 442f
of problem-solving skills, 470f
of science education, 337f
of secondary school enrollment, 401f
of sex education, 415
of sexual activity in late adulthood, 594
of stunting, 138f
of voting age, 451f

International testing, 312–316, 313p, 313t, 337f, 397–398
Internet, 387–391, 473, 473p, 474p, 489, 494, A-2–A-3. See also
Social media
Intersectionality, 12–13, 13f, 13p, 486, 641
Intervention programs, 240
Intimacy. See also Families; Friendships; Marriage; Romance and
romantic relationships
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in adulthood, 560–566
in emerging adulthood, 485, 486p, 490, 491–493, 491t

Intimacy versus isolation, 35t, 36, 480t, 485, 556, 556t
Intimate terrorism, 499–500, 499f
Intrinsic motivation, 250–251, 394
Intrinsic rewards of work, 573, 573p
Intuitive-projective faith, 463
Intuitive thought, 383–384, 386

in expertise, 544
Invincibility fable, 380
Invisible friends. See Imaginary friends
Iowa, land-grant college in, 466
Ipecac, 208
IQ. See Intelligence quotient
Iran

emerging adulthood in, 494p
TIMSS and PIRLS scores in, 313t

IRB (Institutional Review Board), 27
Ireland. See also Northern Ireland

college education in, 467f
PIRLS scores in, 313t
problem-solving skills in, 470f

Iron (dietary), 364–365
Irreversibility, 224, 225
Israel

graduation rates in, 401f
parental leave in, 189f
PIRLS scores in, 313t

Italy
college education in, 467f



2737

double standard in, 368
elderly population in, 590
independent living in, 451f
overweight prevalence and GDP of, 529f
TIMSS and PIRLS scores in, 313t, 337f

IVF. See In vitro fertilization

J

Jacob’s syndrome, 80t
Jakarta, Indonesia, 543p
Japan

co-sleeping in, 120, 120f
college education in, 467f
demographic shift in, 591f
early childhood motor skills in, 206p
elderly population in, 590, 591f
extroversion in, 558
graduation rates in, 401f
life expectancy in, 525f
overweight prevalence and GDP of, 529f
parental leave in, 189f
physical activity in middle childhood in, 278, 278p
preterm babies in, 92
problem-solving skills in, 470f
TIMSS scores in, 313t, 337f
voting age in, 451f

Jobs. See Employment; Unemployment
Jordan, refugees in, 409
Jumping, 130t
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Junior ROTC, 404p
Junk DNA, 63
JUUL, 423
Juvenile delinquency. See Delinquency and defiance in adolescence

K

Kangaroo care, 109, 109p
Karyotype, 64p
Kentucky, Western Kentucky Physics Olympics in, 384p
Kenya, maternity leave in, 189f
KIDI test, 550
Kindergartens, 239, 239f, 242. See also Early-childhood schooling

beginnings of, 58f
Kinkeepers, 572
Kinship care, 216
Klinefelter syndrome, 80t
Knowledge. See also Education

replication and, 6
Knowledge base, 305, 306p
Korea. See South Korea
Kosovo, 405p
Kuwait, TIMSS scores in, 313t

L

Labor and delivery, 94, 95p. See also Birth
interventions in, 97
risks in, 98

Lactivism, 137
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Lactose intolerance, 52, 365
LAD (language acquisition device), 161
Land-grant colleges, 466
Language acquisition device (LAD), 161
Language and language development. See also Bilingualism;
Grammar; Reading; Vocabulary

developmental research and, 658
dyslexia and, 290
in early childhood, 222–223, 228, 231, 232–236, 232t, 233p,
235p
elderspeak, 589
genetic basis of, 62
in infancy, 127, 144–145, 145t, 155–162, 156p, 156t, 159f, 165f
in late adulthood, 589, 617–618
in middle childhood, 290, 306–309, 317, 348
norms in, 156t, 165f
second language learning, 8, 317
sensitive and critical periods in, 8, 222–223, 232
speech therapy and, 348
theories of, 159–162
Vygotskian perspective on, 228

Language Instinct, The (Pinker), 59f
Language shift, 235
LAT (live apart together), 560–561, 561p
Late adulthood, 8t, 583–659

activities in, 641–648
aesthetic sense and creativity in, 628–629
ageism in, 583, 586–593
aging in, 599–606, 643–644, 644p, 648
biosocial development in, 585–609
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brain development in, 612–615, 613p
caregiving and caregivers in, 638, 642, 646, 647, 650, 651–656
cognitive development in, 611–633
cognitive failure in, 651
death and dying and, 665
demography of, 590–593
destructive protection in, 589–590
diabetes in, 602, 603, 604–605, 626
driving in, 596–597, 596p, 597p, 609f
elderspeak and, 589
employment in, 641–643, 641f, 642p, 643f
Eriksonian perspective on, 628, 637
exercise in, 588–589, 588f, 603, 603p, 624, 624p, 650–651,
650p
for frail elderly, 649–656
health and health care in, 26, 586–590, 592–593, 592p, 593p,
599–601, 603
hearing in, 589, 598
independence in, 636, 641–656
information processing in, 615–619, 615p
marriage in, 645–646, 646p, 652, 652p
memory in, 612, 616–619, 621, 624–625, 627
primary and secondary aging in, 599–601
psychosocial development in, 635–659
religion in, 644–645
self-actualization in, 628
self-concept in, 587, 587t
self theories of, 636–638
senses in, 597–598, 615–616
sexual activity in, 594–596, 594p
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sleep in, 586–587
slower thinking in, 614
stratification theories of, 638–641
theories of, 636–641
wisdom in, 630

Latency, 35, 35t
Lateralization, 201, 202, 204
Latin America. See also specific nations

cesarean sections in, 96
infant care in, 186

Latinos/Latinas. See also Hispanic Americans
adolescent sexuality in, 369

Laughter
in Angelman syndrome, 65p
in infancy, 168, 168t

Laws and legal issues. See also Crime and criminal justice system
adolescence and, 421
euthanasia and, 671–672, 672p, 673–674
family structure and, 329
gun regulation, 28
on high-stakes testing, 396
IVF and, 70

LBW (low birthweight), 103–107
Lead poisoning, 210–211, 211p
Learning. See also Cognitive development; Conditioning; Education;
Information processing and information-processing theory;
Language and language development; Social learning and social
learning theory

in infancy, 144–148
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Learning theory. See Behaviorism; Social learning and social
learning theory
Least restrictive environment (LRE), 292
Lebanon, maternity leave in, 189f
Left-handedness, 201
Left hemisphere of brain, 122f
Legal system. See Crime and criminal justice system; Laws and legal
issues
Legos, 228p
Lesbians and gays. See LGBTQ individuals
Levels of prevention, 208, 209–210
Lewy body disease, 623, 623p
LGBTQ individuals (lesbian, gay, bisexual, transgender, queer). See
also Same-sex relationships; Transgender identification

in adolescence, 406, 413–414, 413f
Lies. See Lying
Life after death (afterlife), 662–663, 662p, 662t
Life Animated (movie), 291p
Life-course-persistent offenders, 419
Life expectancy, 525f, 590–591, 662, 662t

in United States, 525, 525f, 534, 605
Life review, 629
Life-span perspective, 7–18. See also Contexts of development;
Culture; Ecological-systems approach; Genetics; Plasticity;
Socioeconomic status

critical period in, 8, 100–101, 232
on death and dying, 663–665
multicontextual development in, 8–10, 17t
multicultural development in, 10–13, 17t
multidirectional development in, 7–8, 8f, 8t, 17t
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multidisciplinary approach in, 13–14, 17t
sensitive period in, 8, 222–223, 232

Limbic system, 122f, 123, 172–173, 357, 420. See also Amygdala;
Hippocampus; Hypothalamus
Linguistic codes, 307
Linked lives, 486–487, 561
Lion (movie), 294p
Literacy. See Reading
Lithuania, college education in, 467f
“Little scientist,” 151t, 154–155
Live apart together (LAT), 560–561, 561p
Living will, 674
Loans for college, 467, 469
Locked-in syndrome, 670–671, 670t
Logic. See also Mathematics

in adolescence, 380–386
in early childhood, 224–226, 233
in infancy, 146
in middle childhood, 300–301, 302, 303

Logical extension, 233–234
London, England

“hot yoga” in, 436p
taxi driving in, 548–549, 548p

Loneliness
divorce and, 563
in emerging adulthood, 489

Long-term care, 653–656
Longevity, 604, 604p. See also Centenarians; Life expectancy
Longitudinal research, 23, 23p, 24t, 177

on intelligence, 535–536
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Love, 491–493, 491t, 561. See also Romance and romantic
relationships; Sexual urges, thoughts, and activity

marriage and, 495, 495p
Love marriages, 495
Low birthweight (LBW), 103–107
Low income. See Poverty; Socioeconomic status
Loyalty, 249
LRE (least restrictive environment), 292
Lung cancer, 23, 521, 521f
Lungs, 364
Luxembourg, college education in, 467f
Lying, 230–231, 230f, 231p
Lymphoid system, 364

M

Macrosystem, 9, 10f, 596–597
Macular degeneration, 597t
Mad cow disease, 509, 623
Madrid, Spain, 171p
Magnetic resonance imaging. See MRI
Maine

elementary school in, 279p
teaching award in, 318p

Major depression, 416–417
Major neurocognitive disorder, 435
Making interesting sights last, 151t, 153, 168
Malaria, netting as protection against, 133p
Malawi, Doctors without Borders in, 559p
Malaysia
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co-sleeping in, 120f
face recognition study in, 147
intimacy in, 485p
wedding in, 440p

Male menopause, 518
Male pattern baldness, 511
Male–female differences. See Gender differences; Sex differences
Males. See also Boys; Fathers; Gender differences; Gender identity;
Men

chromosomal anomalies in, 80t
in demographic pyramid, 591f
dizygotic twins and, 72
infant weight of, 118f
karyotype of, 64p
ratio of, at birth, 67
sex selection and, 68
teratogens and, 101

Mali, elderly men in, 630p
Malnutrition. See also Food insecurity

in early childhood, 199–200
head-sparing and, 121
in infancy, 137–139, 138f
in late adulthood, 625
low birthweight and, 104
puberty onset and, 359–360

Malta, elderly men in, 615p
Maltreatment of children. See also Child abuse

Romanian orphans/adoptees, 176, 178–179, 178p, 204
shared parenting and, 334

Management paradox, 548
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Mandated reporters, 212–213
Maori, 575
Marathon running, 508–509, 509p
Marijuana

in adolescence, 422, 422f
attitudes toward, 15, 16f
brain effects of, 15
laws on, 15, 16f

Marriage. See also Arranged marriages; Cohabitation; Divorce
in adulthood, 505, 560–563, 560f, 561t, 5562p
age at, 451f
benefits of, 562
dialectical thought about, 458
in emerging adulthood, 494–500, 503f
family function and, 334
family structure and, 332f, 332p
frail elderly care and, 652, 652p
intermarriage rates, 456–457
in late adulthood, 645–646, 646p, 652, 652p
in United States, 451f, 494, 497, 498, 503f

Marshmallow test, 249
Massachusetts, in international testing, 316
Massification, 466, 467f, 470f, 471
Massive open online courses (MOOCs), 473
Mastery motivation, 394
Masturbation, 367
Maternity leave, 189f, 515p
Mathematics

in adolescence, 381
in early childhood, 228–229
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in middle childhood, 301, 305, 310t, 312–314, 313t, 314p, 316,
321f, 324
norms in, 310t
in PISA test, 397–398
in Seattle Longitudinal Study, 536
self-comparisons about, 587t

Matthew effect, 467
Maximum life span, 604
McDonald’s, 437p
Mean length of utterance (MLU), 156t, 158, 165f
Means to the end, 153
Measles, 134p, 135, 135f, 141f
Media. See also Motion pictures; Social media; Television watching

in adolescence, 414, 417
in United States, 553f

Medicaid, 669
Medical doctors and medical professionals. See also Health care;
Hospitals and hospitalization

birth process and, 97
death and dying and, 666–672, 667p, 668
in emerging adulthood, 433–434
expertise in, 546
humanism and, 557
in integrated care, 652–653, 653p
interventions in birth process by, 97
in late adulthood, 586p, 625–627, 633f
NCDs and, 626–627, 633f
opioids and, 522–523
pediatricians and pediatric nurses, 192
polypharmacy and, 625–626
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postformal thought by, 454p
prenatal diagnosis and treatment by, 102
women as, 549, 549f

Medicare, 669
Medications. See Pharmaceuticals
Memory. See also Hippocampus; Working memory

in infancy, 149–150, 150p
in late adulthood, 612, 616–619, 621, 624–625, 627
self-comparisons about, 587t
stress and, 204
visual-spatial memory, 279
working memory, 222

Men. See also Fathers; Gender differences; Gender identity; Males
andropause and, 518
appearance and, 439p
college and, 468, 468f
in emerging adulthood, 485f
fertility in, 515
friendships of, 490, 491f
on gender differences, 260, 260f
in hookups, 493
income and obesity in, 529f
in intimate partner violence, 498–500, 499f
in labor force, 574
life expectancy of, 525f
marriage and, 503f
as medical doctors, 549, 549f
in Seattle Longitudinal Study, 535–536, 535f
sex in late adulthood and, 595
tobacco use by, 521
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Menarche, 353–354, 357, 359, 361
Menopause, 516–517
Mental age, 284
Mental combinations, 151t, 155
Mental illness. See Psychopathology
Mentors and mentoring, 46–47, 226p, 227, 233, 238, 247. See also
Guided participation
Mercy killing. See Euthanasia
Mesosystem, 9, 10f
Meta-analysis, 22, A-4, A-5
Metabolic syndrome, 435–436
Methylation, 62
Mexican Americans, 227

ethnic identity among, 481
mothers among, 256
parent–child relationships among, 410
puberty onset among, 362

Mexico
alcohol use in, 451f
college education in, 467f
life expectancy in, 525f
maternity leave in, 189f
overweight prevalence and GDP of, 529f
voting age in, 451f

Mice. See Mouse research
Michigan, Christian rally in, 405p
Michigan State University, 370p
Micro-aggressions, 575
Microbiome, 63–64, 96, 281
Microcephaly, 99, 99p
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Microsystem, 9, 10f, 594–596
Midbrain, 93f, 122
Middle childhood (ages 6 to 11), 8t, 273–349

art in, 279, 317, 323
biosocial development in, 275–297
brain development in, 282–286, 303–306, 309
bullying in, 340–343, 340p, 342p
child culture in, 338–339, 339p
cognitive development in, 299–321, 344–346, 346f
death and dying and, 663
education in, 287–295, 292f, 292p, 300–306, 309–319, 321f
families during, 327–337, 332f, 332p, 333t, 335p, 349f
friendships in, 339, 341, 343
gender differences in, 277, 279, 280f, 289–290, 314–316, 314p,
341
health in, 276–281
international testing in, 312–316, 313p, 313t
language development in, 306–309
logic in, 300–301, 302, 303
mathematics in, 301, 305, 310t, 312–314, 313t, 314p, 316, 321f
moral development in, 343–346, 343p, 346f
motor skills in, 278–279
natural selection understood in, 21p
nature of the child during, 323–324
needs during, 331
parents and parenting in, 277, 291, 309, 314–316, 318–319,
324–325, 342, 344
peer groups during, 338–346
popularity and unpopularity in, 340
in psychodynamic perspectives, 35t
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psychosocial development in, 323–349, 324t
reading in, 278, 282, 304, 309, 310t, 321f
resilience and stress in, 326–329
self-concept in, 325–326, 326p
special needs and special education in, 287–295, 292f, 292p

Middle East, premarital sex in, 442f
Middle school, 392–394, 394p
Midwives, 94, 95, 97, 97p
Mild cognitive impairment, 619–620, 624
Military service, in adolescence, 404p
Milk, 365. See also Lactose intolerance
Millennials, 16f
Mind. See Brain and brain development; Cognitive development;
Theory of mind
Ministrokes, 622
Minnesota, immunization in, 135
Mirror neurons, 59f
Mirror self-recognition, 170, 170p
Miscarriage, 91t
Misdiagnosis of NCDs, 626–627
Mitochondria, 69
MMR vaccine, 135, 141f
Mobiles, 150, 150p
Modeling, 39–40
Mongolia, walking development in, 132
Monitoring the Future, 422f
Monkeys

face recognition and, 147
rough-and-tumble play by, 252

Monozygotic twins (MZ twins), 71–72, 71p, 87f



2752

differences between, 13
nonshared environments of, 330
psychopathology in, 82
self-awareness in, 170, 170p

Montessori schools, 237, 237p
MOOCs (massive open online courses), 473
Mood disorders, 82
Morality and moral development

in early childhood, 265–267, 266p
in emerging adulthood, 461–465
foundational beliefs in, 464–465
in middle childhood, 343–346, 343p, 346f

Moratorium, 404, 480
Morbidity, 620. See also Compression of morbidity; Death and
dying
Moro reflex, 108
Morphine, 129
Mortality. See Death and dying; Infant mortality; Mortality rates
Mortality rates

by age group, 276, 276f, 433t, 664f
breathing disorders in, 508
from lung cancer, 521, 521f
from opioids, 522, 523f
by sex, 67, 68
volunteer work and, 643

Mo’s Bows, 302p
Mosaicism, 79
Mosquitoes

netting as protection against, 133p
Zika virus and, 99, 99p
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Mothers. See also Birth; Breast feeding; Labor and delivery;
Pregnancy; Prenatal development

ASD and, 291
in attachment parenting, 176
autism spectrum disorder and, 14
co-sleeping and, 120
emotional regulation and, 250
exclusive infant care by, 186–188, 188f
language development and, 158, 158f
in Mexican American families, 256
in middle childhood, 315
of monozygotic twins, 330
of newborns, 108–109, 108p, 121
roles of, 566–568, 567p
single mothers, 332f, 333t
in still-face technique, 174–175
of teenagers, 409p, 420

Motion pictures
Black Panther, 326p
Inside Out, 224p
Life Animated, 291p
Lion, 294p
Reefer Madness, 15

Motivation
in early childhood, 250–251
in international testing, 314
mastery motivation, 394

Motocross, 446, 446p
Motor cortex, 123
Motor skills. See also Fine motor skills; Gross motor skills
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in early childhood, 202, 204–206, 205p, 206p, 219f
in infancy, 130–132, 131p, 131t, 132p, 132t
in middle childhood, 278–279

Motor vehicle accidents, death from, 208, 209, 209f, 664
Mourning, 677–679
Mouse research, 173
Movies. See Motion pictures
MRI (magnetic resonance imaging), 42t
Müllerian ducts, 91
Multi-infarct dementia, 622
Multiethnic Americans, 31f
Multifactorial traits, 73
Multifinality, 287
Multiple intelligences, 285–286
Multiple Intelligences (Gardner), 59f
Multiple sclerosis, 65, 623
Multiples (twins, triplets, etc.), 70, 71. See also Dizygotic twins;
Monozygotic twins; Twins and twin studies

low birthweight and, 104
Multitasking, 542
Mumps, 135
Muscle development, 363–364, 432, 436, 436t, 512, 519, 650–651
Music

expertise in, 547
in middle childhood, 279

Mutations, 69
Myelin, 121
Myelination, 201, 201p, 202, 283, 421
Myopia (nearsightedness), 76–77
Mythic-literal faith, 463
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MZ twins. See Monozygotic twins

N

NAEP. See National Assessment of Educational Progress
Naloxone, 523
Names. See First names
Naming explosion, 156t, 157–158
National Assessment of Educational Progress (NAEP), 316, 321f
National Rifle Association (NRA), 679, 679p
National Study of Youth and Religion (NYSR), 462
Native Americans

in college, 472f
distribution of, by age and region, 31f

Natural pedagogy, 146
Natural selection. See Evolutionary theory and evolutionary
perspective
Naturally occurring retirement communities (NORCs), 644
Nature, 5–6. See also Nature–nurture interaction
Nature–nurture interaction, 76–78. See also Culture; Differential
susceptibility; Environment; Epigenetics; Genes; Phenotype; Twins
and twin studies

in alcohol use disorder, 76
debate about, 5–7
in health, 68
in nearsightedness, 76–77
in prodigies, 6p
in professions, choice of, 66
on risky behavior in adolescence, 407–408, 408f
in temperament and personality, 171
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thalidomide in, 8
NBAS (Brazelton Neonatal Behavioral Assessment Scale), 107–108
NCDs. See Neurocognitive disorders
Neanderthals, 62, 662
Near-death experiences, 665–666
Nearsightedness, 76–77
NEET (not in education, employment, or training), 498
Negative identity, 404
Negative mood, 171
Neglect. See Child neglect
Neglectful/uninvolved parenting, 255
Neighborhoods. See Communities
Neonatal intensive care units (NICUs), 119, 129
Neonates. See Newborns
Nepal

imaginary friends in, 251
measles in, 134p

Netflix, 417
Netherlands

euthanasia in, 672, 674
face covering in, 465
frail elderly care in, 652p
home births in, 97
infant care in, 187, 188f
life reviews in, 629
priming study in, 6
problem-solving skills in, 470f
retirement in, 642
SIDS in, 133

Neural progenitor cells, 93
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Neural tube, 90, 93, 93f
Neural-tube defects, 101
Neurocognitive disorders (NCDs), 619–627. See also Alzheimer’s
disease; other specific disorders

ageism and, 620
frontotemporal disorders, 622–623
malnutrition and, 625
mild cognitive impairment, 619–620
misdiagnosis of, 626–627
polypharmacy and, 625–626
prevalence of, 620–621, 633f
prevention of impairment from, 624, 651
types of, 619–623
vascular disease, 622, 622f, 627

Neurodiversity, 286, 291
Neurogenesis, 93, 509, 510–511
Neuroimaging, 42–43, 286. See also EEG; fMRI; PEt
Neurons, 43p, 121, 203

in adulthood, 509–511, 510p
in Alzheimer’s disease, 621
apoptosis of, 92
infant development of, 121, 121p
in late adulthood, 612, 613
in Parkinson’s disease and Lewy body disease, 623
prenatal development of, 93

Neuroscience. See also Brain and brain development; Neuroimaging
brain activity measurement in, 41–43, 42t
language development and, 161–162

Neuroticism, 558, 558p, 559, 578
Neurotransmitters, 614
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New adaptation and anticipation, 151t, 153
New Orleans, Louisiana, ReNEW Cultural Arts Academy in, 317p
New York City, measles in, 135
New York City Marathon, 509p
New York State, NAEP in, 316
New Zealand

alcohol use in, 422
co-sleeping in, 120, 120f
parental leave in, 189f
TIMSS and PIRLS scores in, 313t, 337f
workforce diversity in, 575

Newborns. See also Birth; Labor and delivery; Prenatal
development; Preterm babies

addiction in, 129
on Apgar scale, 95, 98, 113f
at birth, 95, 95p
body size of, 118–119
emotions in, 168
families of, 107–110
full-term newborns, 90t
reflexes in, 107–108
sensation and perception in, 126–129, 126p, 127p, 128p
sleep in, 119, 120
weight of, 92–94. See also Low birthweight

News sources, 553f
Nicotine, 423. See also Tobacco use
NICUs (neonatal intensive care units), 119, 129, 149
Niger, overweight prevalence and GDP of, 529f
Nigeria

malnutrition in, 138
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polio in, 134
Nonshared environment, 329, 329p, 336
NORCs (naturally occurring retirement communities), 644
Norms

of emotional development, 168t
of infant weight, 118f
of language development, 156t, 165f, 232t
of marital happiness, 561t
of mathematics, 310t
of motor skills, 131t, 132t, 219f
of psychosocial development in middle childhood, 324t
of reading, 310t
of sleep in newborns, 119

North America. See specific nations
North Carolina, aquarium in, 306p
Northern Ireland, TIMSS and PIRLS scores in, 313t
Norway

college education in, 467f
family function in, 337
infant care in, 186–187, 188f
middle childhood sports in, 277
problem-solving skills in, 470f

NRA (National Rifle Association), 679, 679p
Nso (people), 49f, 249
NSYR (National Study of Youth and Religion), 462
Nuclear families, 331, 331t, 332, 332f, 335, 335p, 349f. See also
Stepparents and stepfamilies
Nucleus accumbens, 359
Numbers. See Mathematics
Nurse practitioners, 192



2760

Nursery schools. See Early-childhood schooling
Nurses, 192
Nursing homes, 653–655, 654p, 667, 669f
Nurture, 5–6. See also Culture; Environment; Nature–nurture
interaction
Nutrition. See also Breast feeding; Eating; Eating disorders;
Malnutrition

in adolescence, 359–360, 364–366, 364p
in adulthood, 523–524
aging and, 602–603
body dissatisfaction and, 375f
in early childhood, 198–200, 199p
in emerging adulthood, 437–439
food insecurity and, 106, 106f
in infancy, 136–137
lactose intolerance and, 52, 365
in pregnancy, 102
puberty onset and, 359–360

O

Obesity
in adulthood, 524, 529f
childhood obesity worldwide, 297f
dentists and, 25
in early childhood, 198–199
in middle childhood, 280, 280f

Object permanence, 153, 153p, 154
Odds ratio, 19t
Oedipus complex, 261–262
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Oedipus Rex (Sophocles), 262
Ohio, family structure in, 334p
Old-old, 592
Oldest-old, 592
Olfaction. See Smell
Online technology. See Internet; Screen time; Social media
Onlooker play, 252
Ontario (Canada), TIMSS scores in, 313t
Openness, 555, 558, 558p, 578
Operant conditioning, 38–39, 39t, 59f
Operational definition, 177, A-4
Opioids, 102, 424p

in adulthood, 522–523, 523f, 523p
in newborns, 129

Opposing Perspectives
Accommodating Diversity, 575
Comparing Child-Centered and Teacher-Directed Preschools,
239
Drug Treatment for ADHD and Other Disorders, 288–289
E-Cigarettes: Path to Addiction or Health?, 423
High-Stakes Testing, 396–397
Interventions in the Birth Process, 97
Making Divorce More Likely?, 497
Object Permanence, 154
Parents Versus Peers, 344
Premarital Sex, 441
The “Right to Die”?, 673–674
Slower Thinking, 614
Spare the Rod?, 258
Toilet Training — How and When?, 54–55



2762

Too Many Boys?, 68
Two or Twenty Pills a Day, 303
Where Should Babies Sleep?, 120
Who Is Smarter, the College Student or the Retiree?, 535
Why Doesn’t Everyone Agree?, 186–187

Optimism, 248, 578
Oral fixation, 182
Oral health

in early childhood, 200
in middle childhood, 276, 276p

Oral stage, 35, 35t, 182
Orchids (in differential susceptibility), 7
Oregon, and physician-assisted suicide, 672, 672p, 672t, 673–674
Organ donation, 671
Organ growth, 364
Organ reserve, 434, 508
Orphanages, Romanian, 176, 178–179, 178p
Osteoporosis, 365, 600
Outward appearance. See Appearance
Overimitation, 227–228
Overregulation, 234
Overweight. See also Obesity

in adulthood, 524, 529f
friendship and, 564
in middle childhood, 280

Ovum
with dizygotic twins, 72
in IVF, 70
in multiple births, 87f

Own-race effect, 147
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Ownership. See Possessions and ownership
Oxidative stress, 606
OxyContin, 422f
Oxygen for breathing, 508
Oxygen supply reflexes, 107
Oxytocin, 94, 97, 121–123

P

Pacific Islander Americans, 31f
Paddling in school, 257–259
Pain and pain management

in death and dying, 666–667, 669, 672, 672t
in infancy, 128–129, 128p
medications for, 102, 522–523

Paint, lead in, 210
Pakistan, polio in, 134
Palliative care, 669, 670, 674
Palmar grasping reflex, 108, 113p
Parallel play, 252
Parasuicide, 417
Parental imprinting, 65
Parental leave, 187p. See also Maternity leave; Paternity leave

international comparisons of, 189f, 577
Parental monitoring, 409
Parent–infant bond, 109–110
Parents and parenting. See also Attachment; Caregiving and
caregivers; Discipline; Families; Genetics; Single-parent family

in adolescence, 361, 388, 390, 393, 404–405, 406–410, 409p,
414–415, 422, 426
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adult children and, 565, 570–572, 572p
in adulthood, 566–571, 567p, 568p, 570p, 572p
ASD and, 291
attachment parenting, 176
beginning age of, 451f
bilingualism and, 145
body dissatisfaction and, 375f
bullying and, 342, 390
cohabitation and, 498
cyberbullying and, 390
divorce and, 561
in emerging adulthood, 485, 486–488, 488p, 495
empty nest and, 562
evolutionary perspective on, 184–185
expertise in, 550
failure to thrive and, 118–119
first words for, 165f
food insecurity and, 106f
helicopter parents, 487–488
infant sleep and, 119, 120
Internet dangers and, 388
language development and, 145, 157, 160, 309
medical professionals and, 192
in middle childhood, 277, 291, 309, 314–316, 318–319, 324–
325, 342, 344
in middle school, 393
multiple intelligences and, 286
nonshared environments and, 330
in parent–infant bond, 109–110
physical activity in middle childhood and, 277
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proximal parenting and distal parenting, 183
puberty onset and, 361
in same-sex relationships, 562
sex education and, 414
sex selection by, 68, 68p
snowplow parents, 488
styles of parenting, 254–255, 255t
weight in early childhood and, 198–199

Paris Opera House, 564p
Parkinson’s disease, 623, 623p
Parkland, Florida, mass shooting, 679–680, 679p
PARO (robot), 626p
Part-time employment, 577
Participants, A-3
Passionate love, 491–492, 491t
Passive euthanasia, 671
Patau syndrome, 79
Paternity leave, 187, 189f
Patience and impatience, 249
Peanut allergies, 200
Pediatric nurses, 192
Pediatricians, 192
Peer pressure, 410–411
Peer review, 658
Peers, peer groups, and peer relationships. See also Bullying;
Friendships; Playmates

in adolescence, 375f, 385, 387, 391, 393, 407, 410–415, 410p,
413p, 420–421, 420f, 427f
body dissatisfaction and, 375f
in middle childhood, 338–346
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moral development and, 345–346
play with, 251–253
sex education and, 414–415
social comparison and, 235

Pelvic inflammatory disease (PID), 515
Pennsylvania, high-stakes testing in, 396
Percentile, 118
Perception, 126

in infancy, 126–129
in late adulthood, 615–616

Perfumers, 548
Periods of development. See Stages of development
Permanency planning, 216
Permissive parenting, 255, 255t
Perry program, 241
Perseveration, 203
Persistence, 148, 315
Personal fable, 380
Personality

addiction and, 76
in adulthood, 555, 556–559, 578
anal personality, 182
in behaviorism, 182–183
Big Five of, 555, 558–559, 558p, 559p
brain activity and, 558p
in emerging adulthood, 484–485, 485f
Maslow’s theory of, 557, 557f
vs. temperament, 171

Perspective taking, 44–45, 45f
Peru
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adolescent sexual abuse in, 361
birth in, 95p

Pessimism, 578
Pester power, 280
Pesticides, 102p, 103
PET (positron emission tomography), 43t
Peter Pan syndrome, 351
Phallic stage, 35, 35t, 261–262
Pharmaceuticals, 422f

in adulthood, 520
birth control pills, 514
death and dying and, 669–674
for insomnia, 588
middle childhood cognition on, 303, 303f
in physician-assisted suicide, 672, 673–674
polypharmacy and, 625–626
pregnancy and, 102
psychoactive drugs, 288–289, 421–424, 520

Phenotype, 72–78, 75t
Philippines

Carabao Kneeling Festival in, 254p
co-sleeping in, 120f
elementary school classroom in, 311p
kangaroo care in, 109p
maternity leave in, 189f

Phobias, 50
Phrenology, 41
Phthalates, 23
Physical activity. See also Exercise

brain development and, 282
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in middle childhood, 276–278, 276p, 278p
Physical appearance. See Appearance
Physical bullying, 340
Physical development. See Body changes
Physical punishment. See Corporal punishment
Physical therapy, 580
Physician-assisted suicide, 671–672, 672p, 672t, 673–674, 673f
Physicians. See Medical doctors and medical professionals
Piagetian perspective, 40–41, 40t, 41f

concrete operational intelligence in, 40t, 300–301, 300p, 663
dialectical thought in, 457
on early childhood cognition, 223–226
formal operational intelligence in, 40t, 380–382, 381f
on infant cognition, 151–155, 151t
on middle childhood cognition, 300–301
preoperational intelligence in, 40t, 223–226
sensorimotor intelligence in, 40t, 151–155, 151t, 152f, 153p,
155p

Pick disease, 622
Picture books, 233
PID (pelvic inflammatory disease), 515
Pilots, 546
PIRLS (Progress in International Reading Literacy Study), 312–316,
313t, 397
PISA (Programme for International Student Assessment), 312–313,
397–398
Pituitary gland, 122f, 354
Placenta, 90
Plaques (in brain), 621
Plastic surgery. See Cosmetic surgery
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Plasticity, 14–17, 17t
in adulthood, 510–511, 548, 548p
experience and, 124, 128
expertise and, 548, 548p
intelligence and, 284–285
middle childhood cognition and, 304
in synapse formation, 121
in taste and smell, 128

Play, 251–254, 271f. See also Physical activity; Screen time
Play face, 252
Playmates, 251–253, 251p
Plumbism. See Lead poisoning
Pointing, 156–157, 157p
Poisoning, 208, 210–211, 211f
Poland

college education in, 467f
families in, 565p
graduation rates in, 401f
parental leave in, 189f
PIRLS scores in, 313t

Polio, 134, 135f
Political identity, 405, 483
Politics and political views

in adolescence, 405
climate change and, 377–378, 378p
of college students, 472–473
international adoptions and, 18–19
in late adulthood, 645, 645p
political identity and, 405
during Thanksgiving holiday after 2016 election, 18–19
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Pollution, of Ganges, 50, 50p
POLST (physician-ordered life-sustaining treatment), 671
Polyandry, 333t
Polygamous family, 332, 333t
Polygenic traits, 73
Polypharmacy, 625–626
Popularity and unpopularity, in middle childhood, 340
Population, A-3. See also Cohorts; Demographic shift

elderly in, 590–593
Pornography, 514

revenge porn, 391
Positivity effect, 638
Positron emission tomography (PET), 43t
Possessions and ownership, 266, 326. See also Sharing
Post-traumatic growth, 678–679
Postconventional moral reasoning, 344–345
Postformal thought, 454–457, 454p
Postpartum depression, 108–109
Postpartum psychosis, 108
Posttraumatic stress disorder (PTSD), 215
Poverty. See also Socioeconomic status

asthma and, 281
college and, 471
health and, 525–526
language development and, 308–309
stratification and, 640

Practical intelligence, 539–540, 539p, 539t
Practice, 304–305
Prader-Willi syndrome, 65, 65p
Pragmatics, 235, 307
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Prayer, 328p
Pre-K classes. See Early-childhood schooling
Pre-primary programs. See Early-childhood schooling
Preconventional moral reasoning, 344–345
Predictions, and expertise, 545, 545f
Prefrontal cortex, 122f, 172

maturation of, 202–203, 203p, 231, 304, 357, 358, 389, 455f
Pregnancy. See also Abortion; Assisted reproductive technology;
Birth; Conception; Fertility and infertility; Labor and delivery;
Prenatal development

in emerging adulthood, 444
planning for, 100, 100f
prenatal care in, 102
stages of, 90t
in teenagers, 369, 370

Prejudice and discrimination. See also Ageism; Stereotype threat
in adolescence, 384
intersectionality and, 13
in middle childhood, 325
race and, 12

Premarital sex, 441–444, 441p
Prenatal development, 89–94

of brain, 92, 93, 93f
low birthweight and, 103–107
prenatal diagnosis and care and, 102
teratogens and, 98–102

Prenatal testing, diagnosis, and care, 102
in sex selection, 68

Preoperational intelligence, 40t, 223–226
Presbycusis, 512
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Preschool years. See Early childhood
Preschools. See Early-childhood schooling
Prescribing cascade, 625
Prescription drugs. See Pharmaceuticals
Presidential Award for Excellence in Math and Science Teaching,
318p
Pretend play, 252, 253p
Preterm babies, 91–93, 92p, 103, 105

breast feeding of, 149
sleep of, 119
smiling in, 168

Pride, 12, 248, 249p, 324. See also Self-esteem
Primary aging, 599–601
Primary circular reactions, 151t, 152–153, 152f
Primary prevention, 209, 215
Primary sex characteristics, 367
Priming, 6
Primitive streak, 90, 93
Prions, 509
Private schools, 316, 317f, 318
Private speech, 228
Proactive cognitive control, 617
Problem solving, 460–461, 470f
Procrastination, 203
Professional journals and books, A-1–A-2
Progeria, 604
Progesterone, 517
Programme for International Student Assessment (PISA), 312–313,
397–398
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Progress in International Reading Literacy Study (PIRLS), 312–316,
313t, 397
Property. See Possessions and ownership
Prosocial behavior, 230, 265–266, 266p
Prosopagnosia, 146
Prospective memory, 617, 618
Prospective research, A-3–A-4
Prostate cancer, 511, 601
Protective optimism, 248
Protein-calorie malnutrition, 137–138
Protest movements, 377–378, 378p, 418p
Provocative victims. See Bully-victims
Proximal parenting, 183
Proximity-seeking, 175, 179
Proximodistal development, 91, 93
Pruning, 123–124
Psychoactive drugs, 288–289, 421–424, 520
Psychodynamic theory, 34–36, 53t. See also Eriksonian perspective;
Freudian perspective

beginnings of, 58f
on gender differences, 261–262
on infant psychosocial development, 173
toilet training in, 54

Psychological control, 259
Psychological disorders. See Psychopathology
Psychopathology. See also Attention-deficit/hyperactivity disorder;
Autism spectrum disorder; Depression; Diagnostic and Statistical
Manual of Mental Disorders; Neurocognitive disorders

in adolescence, 370, 416–421
bullying and, 342
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in college, 470–471
corporal punishment and, 258
corpus callosum and, 202
developmental psychopathology, 287–291
disorganized attachment and, 176
in Eriksonian stages of development, 480t
family structure and, 335, 336
genetics and, 82–83
IQ and, 284
in LGBTQ individuals, 413
menopause and, 517
physician-assisted suicide and, 673–674
in Romanian orphans, 178–179, 178p
sex differences and, 354
Zika virus and, 99

Psychosexual development. See Freudian perspective
Psychosocial development. See also Attachment; Caregiving and
caregivers; Egocentrism; Emotions and emotional development;
Families; Friendships; Intimacy; Marriage; Morality and moral
development; Parents and parenting; Peers, peer groups, and peer
relationships; Personality; Romance and romantic relationships;
Social learning and social learning theory

in adolescence, 403–427
in adulthood, 555–581
in early childhood, 247–271
in emerging adulthood, 479–503
in infancy, 167–193
in late adulthood, 635–659
in middle childhood, 323–349, 324t

Psychosocial theory. See Eriksonian perspective
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PTSD (posttraumatic stress disorder), 215
Puberty, 353–362

age at, 351, 353–354, 357–362
behavioral problems during, 392–393
body rhythms in, 355–356, 356f
boys and, 353–354, 357–359, 358f, 362–369, 362p
brain development during, 356–357, 358–359, 358f
girls and, 353–355, 355p, 357–368, 368f, 370–371
growth during, 363–364
hormones in, 353, 354–355, 357, 359, 360, 367–369
overview of, 353–354
sex characteristics in, 367

Pubic hair. See Hair (head and body)
Public schools, 316, 317f, 318
Publication bias, 22
Puerto Rico, 677p
Pushing away reflex, 107

Q

Qualitative research, 26
Quantitative research, 26
Quebec (Canada)

aging in place in, 644p
infant care in, 188f
TIMSS scores in, 313t

R

Race, 12. See also Ethnicity and ethnic groups
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Racial/ethnic prejudice. See under Prejudice and discrimination;
specific groups — e.g., African Americans
Racial pride. See under Pride
Random sample, A-3
Rape, 493
Rationality and irrationality. See Logic
Rats, research with, 125, 252
Reaction time, 283
Reactive aggression, 266, 267t
Reactive attachment disorder, 568
Reading

automatization and, 304
brain development and, 304
dyslexia and, 290, 290p
handwriting and, 282
language development and, 309
in middle childhood, 278, 282, 304, 309, 310t, 321f, 324
norms in, 310t
of picture books, 233
SES and, 278

Reasoning. See Logic
Recessive genes, 74–75. See also Dominant–recessive heredity
Reefer Madness (movie), 15
Reflexes, 94, 107–108, 113f

gross motor skills and, 130
in primary circular reactions, 151t, 152

Reflux, 168
“Refrigerator mothers,” 291
Refugees, 12p, 343p

familism in, 409
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Reggio Emilia, 238, 238p
Reinforcement, 38–39, 38p
Relational aggression, 267, 267t
Relational bullying, 340
Relationships. See Caregiving and caregivers; Children; Families;
Friendships; Intimacy; Marriage; Parents and parenting; Peers, peer
groups, and peer relationships; Romance and romantic relationships
Religion

in ancient times, 662
corporal punishment and, 258
death and dying and, 662–663, 662p, 663p, 664, 666, 669–670,
672, 677–678, 678p
in emerging adulthood, 462–465, 462p
in late adulthood, 644–645
in middle childhood education, 311, 317
religious identity and, 404–405, 405p
stages of religious development, 463–464
at Wheaton College, 473p

Religious identity, 404–405, 405p
REM (rapid eye movement sleep), 119
Remarriage, 563
ReNEW Cultural Arts Academy, 317p
Replication, 5

of priming studies, 6
of quantitative and qualitative research, 26

Replication crisis, 5
Reported maltreatment, 212–213
Representative sample, A-3
Research and research methods, A-1–A-5. See also Longitudinal
research; Replication; Scientific method
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correlation and causation in, 25–26, 25t, 26p
cross-sectional research, 22–23, 23p, 24f
cross-sequential research, 23–24, 24f
by developmental scientists, 658
ecological validity in, 618
ethics in, 26–28, 27p
experiments in, 20–21, 20f, 21p
Internet in, A-2–A-3
meta-analyses in, 22
observation in, 18–19
participation in, A-3–A-4
professional journals and books in, A-1–A-2
quantitative research and qualitative research, 26
reporting results in, A-4–A-5
research design and, A-4
statistical measures used in, 19t
surveys in, 21–22, 22f

Resilience, 326–328, 327t, 328p, 336
Resilient Coders, 387p
Respiration. See Breathing disorders
Respondent conditioning. See Classical conditioning
Response to intervention (RTI), 292
Restitution versus retribution. See Retribution versus restitution
Retirement, 642
Retribution versus restitution, 345–346, 346f
Retrospective research, A-4
Revenge porn, 391
Ribonucleic acid (RNA), 62–63
Right hemisphere of brain, 122f
“Right to die.” See Euthanasia
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“Ring around the rosy” (rhyme), 338
Risk and risk taking. See also Sensation seeking

in adolescence, 359, 379, 380, 385, 412p, 420–421, 420f
of birth defects, 98, 100–102, 100f
in emerging adulthood, 431, 444–448, 444p, 445p, 446p
in labor and delivery, 98
resilience and, 327t

Ritalin, 288, 422f
RNA (ribonucleic acid), 62–63
Robot helpers, 626p
Rock climbing, 445p
Role confusion, 404
Romance and romantic relationships, 367p. See also Commitment;
Love; Marriage; Same-sex relationships; Sexual urges, thoughts, and
activity

in adolescence, 388–389, 412–414
in adulthood, 560–563, 561p
in emerging adulthood, 491–500, 491t, 494p, 495p
Internet and, 388–389, 494
postformal thought and, 456–457, 458

Romanian orphans/adoptees, 176, 178–179, 178p, 204
Rooting reflex, 107
Rough-and-tumble play, 252, 264–265
Routines. See Habits and routines
RTI (response to intervention), 292
Rubella, 16–17
Rumination, 379
Running, 130t, 363f
Russia

college education in, 467f
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international adoptions from, 180
life expectancy in, 525f
overweight prevalence and GDP of, 529f
physical activity in middle childhood in, 278p
single men in, 334
TIMSS and PIRLS scores in, 313t

S

Sadness. See also Depression
in infancy, 168, 169, 172

Safety. See also Harm reduction
of co-sleeping, 120
in early childhood, 207p
of pesticides, 103
of pharmaceuticals, 102

Saint Joseph’s College, 488p
Salaries. See Income
Same-sex relationships, 562–563, 562p

in adolescence, 413
cohabitation in, 497, 497f
family structure and, 333t
U.S. attitudes on, 413f, 441

Sample, A-3
San Francisco, California, maternity leave in, 187p
San (people), 227–228
Sandwich generation, 572
Santa Claus, 168p
Sarcopenia, 650
Saudi Arabia
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camel herding in, 541p
maternity leave in, 189f
overweight prevalence and GDP of, 529f

Scaffolding, 227–228, 232, 233
Schizophrenia, 82
Schools. See also College; Early-childhood schooling; Education;
High school; Middle school

bullying in, 427f
special education in, 79p
suspension as punishment in, 38–39

Science education. See also STEM learning
in adolescence, 381
international comparisons in, 337f

Science of human development, 3, 4–31. See also Development;
Nature–nurture interaction; View from Science

developmental scientists in, 658
life-span perspective in, 7–18
nature–nurture controversy in, 5–7, 6p
scientific method in, 4–5, 6, 18–24

Scientific method, 4–5, 4f. See also Research and research methods
Scientific observation, 18–19
Screen time, 160, 160p

in early childhood, 229, 253–254, 253f, 270, 271f
obesity and, 297f

Search engines, A-2–A-3
Seattle Longitudinal Study, 24, 59f, 535–536, 535f
Second language learning, 8, 317
Secondary aging, 599–601
Secondary circular reactions, 151t, 152f, 153
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Secondary education, 391–399, 392, 401f. See also High school;
Middle school
Secondary prevention, 209, 215
Secondary sex characteristics, 367, 368p
Secular trend, 360
Secure attachment, 175–176, 178t, 193f
Seeing. See Vision
Selection bias, A-3
Selection of relationships, 412
Selective adaptation, 51–52, 51f
Selective attention, 282
Selective optimization with compensation, 541–543, 548, 594–597,
601, 603, 638, 644, 646, 656
Self-actualization, 628
Self-awareness, 170, 170p
Self-concept, 248. See also Identity

in late adulthood, 587, 587t
in middle childhood, 325–326, 326p

Self-consciousness. See Egocentrism
Self-control. See Emotional regulation
Self-employment, 577
Self-esteem. See also Pride

culture and, 236
Self-expansion, 488–489
Self-fulfilling prophecy, 586
Self-respect. See Self-esteem
Self theories, 636–638
Self-transcendence, 668
Selfies, 379p
Senegal, language development in, 158
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Senescence, 508–512. See also Aging
Senility, 620
Sensation, 126–129
Sensation seeking, 386, 386f
Senses. See also Hearing; Sensation; Smell; Taste; Touch; Vision

in adulthood, 512, 512p
in late adulthood, 597–598, 615–616

Sensitive period, 8, 222–223, 232
Sensorimotor intelligence, 40t, 151–155, 151t, 152f, 153p, 155p
Sensory threshold, 615
Separation anxiety, 169
Seriation, 300–301, 301p
SES. See Socioeconomic status
Set point, 437
Sex. See also Same-sex relationships

determination of, 65, 67, 67f
prenatal development of, 91
selection of, 68

Sex chromosomes, 65–67. See also X chromosome; Y chromosome
in color blindness, 75t
syndromes and, 79, 80t

Sex differences, 67, 260. See also Gender differences
in adolescence, 367–369
psychopathology and, 354

Sex education, 414–415, 415p
Sex hormones, in puberty, 354–355
Sex ratios, 67, 68
Sex trafficking, 360
Sexting, 390–391
Sexual abuse. See also Child sexual abuse
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in adolescence, 388–389
ecological-systems approach on, 9–10
in same-sex relationships, 414

Sexual double standard, 441–442
Sexual identity, 406. See also Gender identity
Sexual intercourse. See also Premarital sex

in adolescence, 370, 413
in late adulthood, 594–596

Sexual orientation, 413–414, 482p. See also Gender identity;
LGBTQ individuals

friendships and, 490, 491f
intersectionality and, 13f

Sexual-reproductive system. See Birth; Labor and delivery;
Pregnancy; Sexual urges, thoughts, and activity; Sexually
transmitted infections
Sexual urges, thoughts, and activity. See also LGBTQ individuals;
Romance and romantic relationships; Same-sex relationships; Sexual
intercourse

in adolescence, 21–22, 22f, 354–355, 361, 367–372, 388–389,
412–415
in adulthood, 513–514, 518
in emerging adulthood, 440–444
in hookups, 493
in late adulthood, 594–596, 594p
sexting and, 390–391

Sexually transmitted infections (STIs), 369, 371–372, 414, 442–444.
See also HIV/AIDS; other specific STIs
SGA (small for gestational age), 104
Shaken baby syndrome, 125–126
Shanghai Jiao Tong University, 77p
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Shared environment, 329, 329p
Sharing, 266. See also Possessions and ownership
Shifting. See Flexibility
Shivering reflex, 107
Short-term memory, 222
Shotgun wedding, 441
Shyness, 171
Siblings, 74p. See also Twins and twin studies

brain development and, 231
bullying and, 342
in early childhood, 222p
genetics in, 64
shared and nonshared environments of, 329, 329p

Sickle-cell disease, 81, 507
SIDS. See Sudden infant death syndrome
Sierra Leone

life expectancy in, 525f
resilience in, 327

Sign language, 156, 161
Significance (statistics), 19t
Silent generation, 16f
“Silos” of research, 14
Simon Says, 202–203
Sing Sing Correctional Facility, 445, 456
Singapore

high-stakes testing in, 396
TIMSS and PIRLS scores in, 313, 313t

Single-nucleotide polymorphisms (SNPs), 62
Single-parent family, 106f, 331, 331t, 332, 332f, 334–335, 349f
Sitting, 130, 130t
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Situational couple violence, 498–499, 499f
Skin and skin color, 12, 81, 364

in adulthood, 511
in emerging adulthood, 439, 439p

Skipped-generation family, 333t
Sleep

in adolescence, 355–356, 356f
in adulthood, 509
allostatic load and, 435, 435f
in emerging adulthood, 435, 435f
in infancy, 119, 120
in late adulthood, 586–587
SIDS and, 133–134

Sleep hygiene, 120, 588
Slovak Republic
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